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a b s t r a c t 

This dataset includes functional magnetic resonance imaging 

(fMRI) data collected while five subjects extensively listened 

to 540 music pieces from 10 music genres over the course of 

3 days. Behavioral data are also available. Data are separated 

into training and test samples to facilitate the application of 

machine learning algorithms. Test stimuli were repeated four 

times and can be used to evaluate the signal to noise ratio 

of brain activity. Using this dataset, both neuroimaging and 

machine learning researchers can test multiple algorithms re- 

garding the prediction performance of brain activity induced 

by various music stimuli. Although two previous studies have 

used this dataset, there remains much room to apply dif- 

ferent acoustic models. This dataset can contribute to inte- 

gration of the fields of auditory neuroscience and machine 

learning. 
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Specifications Table 
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Subject Neuroscience: Cognitive 

Specific subject area Neuroimaging of human subjects listening to music stimuli from 10 

different genres 

Type of data Images 

How data were acquired 3T Siemens MRI (TIM Trio), 32-channel head coil. Presentation software 

Data format Raw 

Parameters for data collection All subjects are right-handed, with normal hearing, normal or corrected to 

normal vision, and no history of psychological or neurological disorders. 

Description of data collection Five subjects underwent a 3-day MRI experiment and a one-day behavioral 

experiment. Subjects listened to 540 music pieces from 10 different music 

genres. 

Data source location Institution: Center for Information and Neural Networks (CiNet), National 

Institute of Information and Communications Technology (NICT) 

City/Town/Region: Osaka 

Country: Japan 

Data accessibility (1) Repository name: OpenNeuro, Data identification number: 

10.18112/openneuro.ds003720.v1.0.0 , Direct URL to data: 

https://openneuro.org/datasets/ds003720/versions/1.0.0 

(2) Repository name: OSF, 

Data identification number: 10.17605/OSF.IO/2ZWKT , 

Direct URL to data: https://osf.io/2zwkt/ 

Related research article (1) Nakai, T., Koide-Majima, N., & Nishimoto, S. (2021). Correspondence of 

categorical and feature-based representations of music in the human 

brain. Brain and behavior , 11 (1), e01936. 

(2) Nakai T, Koide-Majima N, Nishimoto S (2018) Encoding and decoding of 

music genre representations in the human brain. In: Proceedings of the 

IEEE International Conference on Systems, Man, and Cybernetics. 

alue of the Data 

• Brain activity data with music genre labels to allow for supervised machine learning of music

information. 

• Neuroimaging and machine learning researchers can test multiple algorithms regarding the

prediction and decoding performances of brain activity induced by various music stimuli. 

• The large amount of data for each participant allows researchers to construct participant-

wise modeling of brain activity. 

• The test dataset with multiple repetitions of identical stimuli can be used to evaluate the

signal to noise ratio of brain activity. 

• Behavioral assessment of a genre recognition task allows for a comparison of categorical

judgments based on behavior and brain activity. 

• Formatting in the Brain Imaging Data Structure (BIDS) allows researchers to efficiently pro-

cess the dataset. 

. Data Description 

All raw brain data are available in OpenNeuro ( https://openneuro.org/datasets/ds003720 ). The

rain data are organized based on the BIDS [1] , which makes it easier for researchers to prepro-

ess and analyze brain data. The dataset includes anatomical magnetic resonance imaging (MRI)

nd functional MRI (fMRI) data. The behavioral data, presentation software script, and stimuli

reprocessing scripts are available in the Open Science Framework (OSF) ( https://osf.io/2zwkt/ ).

he original music stimuli are available at ( http://marsyas.info/downloads/datasets.html ). These

riginal stimuli are preprocessed for the experiments, as described in the Materials and Meth-

ds section. 

Fig. 1 illustrates the experimental design and stimuli. Table 1 reports the age, sex, and num-

er of fMRI runs and samples for each participant. Our experiment is based on a small-N

https://doi.org/10.18112/openneuro.ds003720.v1.0.0
https://openneuro.org/datasets/ds003720/versions/1.0.0
https://doi.org/10.17605/OSF.IO/2ZWKT
https://osf.io/2zwkt/
https://openneuro.org/datasets/ds003720
https://osf.io/2zwkt/
http://marsyas.info/downloads/datasets.html
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Fig. 1. Experimental design. (A) Subjects passively listened to 540 music pieces from 10 music genres. (B) The dataset 

is separated into training and test samples. Training samples were measured while the sequence of training music clips 

was presented once. Test samples were measured while the sequence of test music clips was presented four times. 

Modified from [3] . 

Table 1 

Age, sex, and number of fMRI runs and samples for each participant. 

sub-001 sub-002 sub-003 sub-004 sub-005 

Age 30 33 23 30 25 

Sex M F M M F 

Music experience (years) 12 15 4 12 10 

Total fMRI runs 18 18 18 18 18 

Training samples (volumes) 4800 4800 4800 4800 4800 

Test samples (volumes) 

(with four repetitions) 

600 600 600 600 600 

 

 

 

 

 

 

 

 

 

 

design (five subjects). We obtained 3 hours of neuroimaging data for each participant, allowing

researchers to construct participant-wise modeling of brain activity. Although this dataset has

been used in two previous studies [2 , 3] , there remains much room to apply different acoustic

models. The original music stimuli have been widely used in previous music information re-

trieval studies (see [4] for a review). Therefore, various hand-crafted models and neural network

models can be tested using this dataset. 

2. Experimental Design, Materials and Methods 

2.1. Subjects 

Five healthy subjects took part in the MRI and behavioral experiments (referred to as sub-001

to sub-005; aged between 23 and 33 years old; 3 males; music experience between 4 and 15

years). The subjects were all right-handed, with normal hearing, normal or corrected to normal

vision, and no history of psychological or neurological disorders. No participant had absolute

pitch. A questionnaire was used to assess the number of years that subjects trained on their

primary instrument; this was used as the index of musical experience. 
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.2. Stimuli and task 

We obtained the original 1,0 0 0 music pieces from the GTZAN music genre dataset ( http://

arsyas.info/downloads/datasets.html ) [5] . This dataset consists of 10 music genres (blues, clas-

ical, country, disco, hip-hop, jazz, metal, pop, reggae, and rock). From the original music pieces,

e randomly selected 54 music pieces (30 s, 22,050 Hz) from each music genre. A total of 540

usic pieces were thus used in the current study. A 15 s music clip was randomly extracted

rom each music piece. We applied 2 s of fade-in and fade-out effects for each music clip. All

usic clips were normalized for their root mean square. 

The fMRI experiment consisted of 12 training runs and 6 test runs (18 runs in total). Each

un lasted 10 min and consisted of 40 music clips. At the beginning of each run, 15 s of dummy

mages were acquired to allow for the equilibration of the MRI signal; this should be omitted

rom further analysis. During the dummy scanning, the last music clip of the previous run was

resented in the training runs, while the last clip of the same run was presented in the test runs.

 total of 480 music clips were used for the training runs, and the left-out 60 music clips were

sed for the test runs. In each test run, a set of 10 music clips (150 s in total) was presented

our times in the same order. There was no repetition in the training runs. During scanning,

ubjects were instructed to fixate on a crosshair at the center of the screen and to listen to the

usic stimuli through MRI-compatible insert earphones (Model S14, Sensimetrics). This type of

arphone has been widely used in previous MRI studies to attenuate scanner noise [7] . After

ach 10 min run, the subjects were asked to describe their physical condition. A 1–2 min break

as allowed if they felt fatigued or sleepy. At the end of the experiment of each day, the subjects

ere asked whether they fell asleep during the fMRI experiment. According to their self-reports,

o subjects slept during the experiments. The MRI experiment was performed over the course

f three days, with six fMRI runs performed each day. Presentation software (Neurobehavioral

ystems, Albany, CA, USA) was used to control the stimulus presentation and the collection of

ehavioral data. The reference anatomical scans were also obtained on the first day. 

.3. MRI data acquisition 

We used a 3.0 T MRI scanner (TIM Trio; Siemens, Erlangen, Germany). A 32-channel head

oil was used. All experiments were performed at the Center for Information and Neural Net-

orks (CiNet), National Institute of Information and Communications Technology (NICT), Osaka,

apan. For functional scanning, we scanned 68 interleaved axial slices with a thickness of 2.0 mm

ithout a gap using a T2 ∗-weighted gradient echo multi-band echo-planar imaging (MB-EPI) se-

uence [6] (repetition time (TR) = 1500 ms, echo time (TE) = 30 ms, flip angle (FA) = 62 °, field

f view (FOV) = 192 × 192 mm 

2 , voxel size = 2 × 2 × 2 mm 

3 , MB factor = 4). We obtained 410

olumes (615 s) for each run. We also used a magnetization prepared rapid acquisition gradi-

nt echo sequence (MPRAGE) to acquire high-resolution T1-weighted images of the whole brain

TR = 2530 ms, TE = 3.26 ms, FA = 9 °, FOV = 256 × 256 mm 

2 , voxel size = 1 × 1 × 1 mm 

3 ). 

.4. Behavioral experiment 

To compare brain activation patterns and behavioral performance, we asked the subjects to

articipate in additional behavioral experiments. The behavioral experiments were conducted in

 soundproof room. Subjects were first instructed to listen to three original music clips (30 s) for

ach music genre as a reference. These music clips were selected randomly from the 460 music

ieces which were not used in the MRI experiment. The subjects were provided the information

n the correct music genres in this training session. The subjects then listened to the 60 music

lips which had been used as the test dataset in the MRI experiment. The subjects selected the

usic genre of the target music clip by filling in 1 of 10 cells on the answer sheet displayed on

http://marsyas.info/downloads/datasets.html
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a laptop computer screen. The music clips were presented through closed headphones. Music

clips were presented in the same order as in the MRI experiments. Subjects were allowed to

listen to each music clip only once. 
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