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A Fast GPU-optimized 3D MRI Simulator  
for Arbitrary k-space Sampling

Ryoichi Kose1, Ayana Setoi2, and Katsumi Kose2*

Purpose: To develop a fast 3D MRI simulator for arbitrary k-space sampling using a graphical processing 
unit (GPU) and demonstrate its performance by comparing simulation and experimental results in a real 
MRI system.
Materials and Methods: A fast 3D MRI simulator using a GeForce GTX 1080 GPU (NVIDIA Corporation, 
Santa Clara, CA, USA) was developed using C++ and the CUDA 8.0 platform (NVIDIA Corporation). The 
unique advantage of this simulator was that it could use the same pulse sequence as used in the experiment. The 
performance of the MRI simulator was measured using two GTX 1080 GPUs and 3D Cones sequences. The MRI 
simulation results for 3D non-Cartesian sampling trajectories like 3D Cones sequences using a numerical 3D 
phantom were compared with the experimental results obtained with a real MRI system and a real 3D phantom.
Results: The performance of the MRI simulator was about 3800–4900 gigaflops for 128- to 4-shot 3D 
Cones sequences with 2563 voxels, which was about 60% of the performance of the previous MRI simulator 
optimized for Cartesian sampling calculated for a Cartesian sampling gradient-echo sequence with 2563 
voxels. The effects of the static magnetic field inhomogeneity, radio-frequency field inhomogeneity, 
gradient field nonlinearity, and fast repetition times on the MR images were reproduced in the simulated 
images as observed in the experimental images.
Conclusion: The 3D MRI simulator developed for arbitrary k-space sampling optimized using GPUs is a 
powerful tool for the development and evaluation of advanced imaging sequences including both Cartesian 
and non-Cartesian k-space sampling.
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Introduction
Non-Cartesian sampling is widely used for advanced imaging 
sequences such as ultrafast imaging,1,2 ultrashort or zero echo-
time imaging,3–5 functional MRI,6,7 compressed sensing,8 real-
time imaging,9–11 and MR fingerprinting.12,13 The development 
of these pulse sequences and the evaluation of the required 
reconstruction techniques are generally very complicated and 
difficult to perform because many hardware imperfections and 
computational approximations are included. To overcome this 
problem, the use of MRI simulators based on numerical 

integration of the Bloch equations is promising because the 
MRI simulator can provide an ideal MRI signal for ideally 
designed or purposely modified “simulated” MRI systems.

With the recent development of high-performance com-
puting systems, such as high-performance workstations, 
cluster computers, and heterogeneous computing systems 
using graphical processing units (GPUs), various MRI simu-
lators that reproduce the MRI process using the Bloch equa-
tions have been reported.14–21 However, to the best of our 
knowledge, there have been no reports to date on an MRI 
simulator that can be used practically for 3D non-Cartesian 
k-space sampling. Here, we consider the term “practical” as 
being able to perform the Bloch simulation for a practical 
image matrix size (e.g. 2563) within a practical calculation 
time, comparable to the image acquisition time.

In this study, we developed a fast GPU-optimized 3D 
MRI simulator for arbitrary k-space sampling and evaluated 
its performance using both simulations and experiments for 
3D Cones sequences.22
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Materials and Methods
Fast 3D MRI simulator
A schematic block diagram of the MRI simulator developed 
in this study is presented in Fig. 1. The MRI simulator com-
prises three blocks, i.e., data-input, numerical calculation, 
and signal-output blocks. The data-input block includes the 
pulse sequence, numerical phantom, and system parameter 
files. The numerical calculation block includes the pulse 
sequence interpretation, task queue, and compute unified 
device architecture (CUDA) kernel function call units. The 
signal-output block includes the MRI signal and the k-space 
trajectory for the input pulse sequence. The function of each 
block is described as follows.

The initial part of the pulse sequence file for the stack of 
spirals is shown in Fig. 2. The pulse sequence file comprises 
“sequence global control parameters” and “event timing 
sequences”.23,24 The sequence global control parameters are 
represented by a colon and two characters, such as the 
number of signal accumulation (NX), the dwell time of data 
sampling (DW), the number of sampled data for an “AD” 
event (NR), the number of the innermost loop (N1), the 
number of the second innermost loop (N2), the increment of 
the phase-encoding gradient amplitude for the innermost 
loop (S1) (valid for Cartesian sampling), the increment of the 
phase-encoding gradient amplitude for the second innermost 
loop (S2) (valid for Cartesian sampling), the number of 
dummy scans before data-acquisition (DU), and TR of the 
pulse sequence (in ms). The event timing sequence includes 
three columns, i.e., the event timing represented by nine 
numbers separated by three commas up to 99.9999999 s in 
steps of 0.1 ms, the kind of event represented by two capital 
letters such as RF, AD, GX, GY, and GZ, and the behavior 
(e.g., amplitude) of the event represented by four hexadec-
imal numbers.

In this pulse sequence, the nuclear spins were initially 
excited by a 90° radio-frequency (RF) pulse at 10.0000 ms; 
the phase encoding by the Gz field gradient (denoted by ←e6) 
started at 10.3800 ms and was completed at 11.239 ms, and 
the data sampling was triggered by the AD event at 11.995 ms. 
The multishot spiral gradient waveform started at 12.0000 and 
12.0010 ms for the Gx and Gy gradients, respectively. The 
spiral gradient waveform varied 128 times (denoted by ←v5); 
the amplitudes are given in braces (i.e., { }) along the column 
and output sequentially at time intervals of 40 ms along the 
temporal direction. This pulse sequence file was also used for 
the compact MRI system described later and the MRI simu-
lator developed in this study. The unique advantage of our 
MRI simulator is that it enables direct comparison between 
the results obtained by the simulations and the experiments.21

The numerical phantom consists of the proton density, 
the T1 and T2 map files. It can include maps of diffusion coef-
ficients. The system parameters comprise of B0, B1 (the trans-
mission amplitude and the reception sensitivity are provided 
separately), and gradient field maps files. The B1 map files 
can be extended to B1 maps for multiple RF coils.

As described above, the numerical calculation block 
includes the interpretation and execution parts of the pulse 
sequence. Because they were assigned to different threads 
and a task queue was used between them, they were effi-
ciently executed in parallel. The interpretation of the pulse 
sequence and the CUDA kernel function call was performed 
by the CPU, while the integration of the Bloch equations and 
the MR signal calculation was performed by the GPU. The 
formulation for the integration of the Bloch equations was 
identical with that in Kose et al.21

In MRI signal calculation, a summation over all nuclear 
magnetization components (e.g., 2563) is performed at each 
sampling time during the data acquisition period. However, 
because the components of the magnetization (Mx, My, and 

Fig. 1 A schematic block diagram 
of the fast 3D MRI simulator for 
arbitrary k-space sampling devel-
oped in this study. CUDA, com-
pute unified device architecture; 
FFT, fast Fourier transform; GPU, 
graphical processing unit.
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Mz) and the system parameters (B0, B1, Gx, Gy, and Gz) require 
a large memory capacity and are stored in the global memory 
of the GPU, which has a very slow access time from the GPU 
processing units (several hundreds of the GPU clock cycle), 
a specialized technique was required to perform the high-
speed signal calculation. In the NVIDIA GPU, (NVIDIA 
Corporation), 32 threads were synchronously executed in the 
unit of one “warp” and the data in the warp can be stored in 
the same register file. Therefore, to calculate the MRI signal 
efficiently, the programming needs to be optimized for the 
warp size (= 32).

The CUDA source code for the MRI signal calculation 
developed in this study is shown in Fig. 3. First, the real and 
imaginary parts of the MRI signal are allocated and initial-
ized in the GPU register. Next, the parameters Mx, My, T2, Gx, 
Gy, Gz, B0, and B1 that were used for the MRI signal calcula-
tion are transferred from the GPU global memory to the reg-
ister file for the thread operation. After the transverse 
components of the magnetization vector are corrected by the 
reception sensitivity (B1), the MRI signal calculation loop is 
performed. The calculation loop is optimized for the 32 
transverse components of the magnetization. The MRI signal 
is separately calculated in separate threads; therefore, in 
these calculations, the whole MRI signal with length NR was 
synthesized after this loop calculation.

All computer programs were developed on a laptop PC 
(CPU: Core i7-6700HQ, clock frequency: 2.6 GHz, RAM: 
16 GB) equipped with a GPU (GeForce GTX 1070; NVIDIA 
Corporation) using C++ and CUDA 8.0 running under the 
Ubuntu 16.04 operating system. The performance of the 
MRI simulator was measured using a desktop PC (CPU: 
Core i7-5960X, clock frequency: 3.0 GHz, RAM: 64 GB) 
equipped with two GeForce GTX 1080 GPUs running 
under the Windows 10 operating system (Microsoft, Seattle, 
WA, USA).

1.5 T compact MRI system
To compare the simulation with the experimental results, we 
performed imaging experiments using a 1.5T home-built 
compact MRI system. The MRI system comprised a hori-
zontal bore (of 280 mm diameter, 512 mm long) supercon-
ducting magnet (JMTB-1.5/280/SSE; JASTEC, Kobe, 
Japan), a second-order room temperature shim coil set of 130 
mm diameter, an unshielded gradient coil set of 95 mm diam-
eter, a linear drive eight-element birdcage coil (64 mm diam-
eter, 64 mm long, 63.924 MHz resonance frequency), and a 
digital MRI transceiver (DTRX6; MRTechnology Inc., Iba-
raki, Japan).24 The data acquisition was controlled by a “Dig-
ital Sequencer” software program (MRTechnology Inc.) 
running under the  Windows 10 operating system.

Fig. 2 The initial part of the pulse sequence file for the stack of spirals sequence. The number of shots is 128 and the number of phase- 
encoding steps in the z-direction is 32.
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Phantom, pulse sequence, and image reconstruction
We used real and numerical 3D phantoms in this study. The 
real phantom used for the experiment consisted of an acrylic 
right triangular block (35 ´ 70 mm2, 20 mm thick) and nine 
acrylic round bars, 5 mm in diameter, 92 mm in length that 
were attached to an acrylic cylindrical container (58 mm outer 
diameter, 54 mm inner diameter, 92 mm outer length, 84 mm 
inner length) filled with a CuSO4 water solution (T1 = T2 » 
91.5 ms). The phantom for the simulation was numerically 
designed according to the actual phantom.

We used the 3D Cones sequences for the simulation and 
the experiment. The 3D Cones sequence consisted of 2D 
multishot spiral sequences in the kxky plane and a constant 
readout gradient along the z-direction. The trajectory of the 
3D Cones sequence was composed of multiple curves on the 
surface of the cones with variable cone angles from 0 to p 
radian. The k-trajectories for these pulse sequences were cal-
culated by temporal integration of the gradient waveforms 
described in the sequence files.

The spiral imaging sequences were designed using the 
method developed by Glover.25 The design conditions for the 
sequences were as follows: The number of pixels was  
256 ´ 256, the FOV was 64 ´ 64 mm2, the number of shots 
was 4, 8, 16, 32, 64, and 128, the sampling time for the gra-
dient waveforms was 40 ms, and the dwell time of data 

sampling was 5 ms. For the 3D Cones sequences with a TE of 
1 ms and a FOV of 64 ´ 64 ´ 128 mm3, a field gradient with 
an amplitude that varied with the cone angle (0–p ) equally 
divided into 256 angles was applied at the same time with the 
spiral readout gradients. TRs for the 3D Cones sequences 
were 100, 200, and 300 ms. To compare the simulation results 
using non- Cartesian vs. Cartesian sampling, we used conven-
tional  Cartesian sampling gradient-echo sequences with TR 
values of 100, 200, and 300 ms, a TE of 6 ms, a flip angle 
(FA) of 90°, an image matrix of 2563, and a FOV of 64 ´ 64 
´ 128 mm3 with and without phase-rewinding gradients.

For the Bloch simulations of the 3D Cones and the con-
ventional gradient-echo sequences, the square FOV was 
divided into 256 ´ 256 ´ 512 voxels and the magnetizations in 
the voxels were used for signal calculation. For a more precise 
calculation, the voxels were further divided into 2 ´ 2 or 3 ´ 3 
subvoxels in the xy plane for the 3D Cones sequences and into 
two or three subvoxels along the signal readout direction (x) 
for the conventional gradient-echo sequences.

The MRI signals obtained by the simulation and the 
experiment were reconstructed using a 3D fast Fourier trans-
form after gridding the k-space data into the 3D Cartesian 
coordinates. For the 3D Cones sequences, the k-space data 
were gridded into the 512 ´ 512 ´ 512 Cartesian grids using 
the nearest-neighbor approximation.

Fig. 3 The compute unified device architecture (CUDA)  source code for the MRI signal calculation.
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B0 and B1 maps for the MRI simulation
B0 and B1 maps were used for the MRI simulation (Fig. 1).  
To measure the B0 map of the compact MRI system, we used 
a uniform cylindrical water phantom with the same geomet-
rical size as that of the 3D phantom described above. The B0 
map was calculated from the phase difference of the two con-
ventional gradient-echo 3D images acquired with different 
echo times (TR was 200 ms, TE was 3 and 4 ms, FA was 90°, 
FOV was 64 ´ 64 ´ 128 mm3, and the image matrix was 128 
´ 128 ´ 256). The B0 map in the central xy, zx, and zy planes 
is shown in Fig. 4a. The shape of the cylindrical phantom 
was deformed by the nonlinearity of the gradient field, and 
the deformation was corrected using a nonlinear function 
measured for the gradient coil property.

The B1 map was calculated using the Biot-Savart law by 
approximating the linear drive 8-element birdcage coil with 
eight linear currents, the current density of which varied pro-
portional to cosq, where q was the azimuth angle of the 
cylindrical birdcage coil. Figure 4b shows the central cross-
section of the B1 distribution used for the MR simulation.

Results
System performance
The simulation time and the performance of the MRI simu-
lator measured for the 3D Cones sequences with varying num-
bers of shots (4-128) are listed in Table 1. The results in this 
table show that the performance of the simulator (3825-4865 

Fig. 4 (a) B0 map measured with a uniform cylindrical phantom (diameter = 54 mm, length = 84 mm). (b) B1 map calculated for a linear 
drive 8-element birdcage coil (diameter = 64 mm, length = 64 mm).

Table 1 Performance of the MRI simulation of the 3D Cones and the conventional 3D gradient-echo sequences

Number  
of shots

Acquisition 
window (ms)

Sampling  
per shot

Total sampling 
points

Total imaging 
time (s)

Calculation 
time (s)

Performance 
(GFLOPS)

128 2.725 545 1.064 × 2563 3276.8 463.3 3825

64 5.525 1105 1.079 × 2563 1638.4 427.1 4207

32 11.085 2217 1.083 × 2563 819.2 388.2 4645

16 22.205 4441 1.084 × 2563 409.6 385.0 4694

8 44.405 8881 1.084 × 2563 204.8 367.3 4926

4 88.885 17777 1.085 × 2563 102.4 373.1 4865

GRE 5.12 256 2563 6553.6 272.7 6104
Calculation time and performance of the MRI simulator for the 3D Cones sequences. For comparison, the results of a conventional  
gradient-echo sequence with an image matrix of 2563 with Cartesian sampling are listed in the bottom row of the table. This simulation  
was performed using the MRI simulator optimized for the Cartesian sampling developed in Kose et al.21 All calculations were performed using a 
PC equipped with two GeForce GTX 1080(NVIDIA Corporation) graphical processing units(GPUs). GFLOPS, giga floating point number opera-
tions per second; GRE, gradient-echo.
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Fig. 5 Simulated images calculated for 
Cartesian sampling gradient-echo and 
3D Cones sequences for various TRs and 
numbers of subvoxels. (a) The Cartesian 
gradient-echo sequence in an inhomo-
geneous magnetic field without rewind-
ing phase-encoding gradients. (b) The 
Cartesian gradient-echo sequence in 
an inhomogeneous magnetic field with 
rewinding phase-encoding gradients. 
(c) 128-shot and 256-cone 3D Cones 
sequence in an inhomogeneous mag-
netic field. (d) 64-shot and 256-cone 3D 
Cones sequence in an inhomogeneous 
magnetic field. (e) 128-shot and 256-
cone 3D Cones sequence in a homoge-
neous magnetic field. FLASH, fast low 
angle shot; FISP, fast imaging with steady-
state precession.

gigaflops [giga floating point number operations per second; 
GFLOPS]) depended on the number of shots. This was because 
the number of RF excitations and the number of kernel func-
tion calls varied among the 3D Cones sequences with varying 
the number of shots. Because the peak performance for the 
32-bit floating point (FP) operation of the GTX 1080 was 
about 8873 GFLOPS, the performance of our MRI simulator 
was about 21-28% of the peak performance, which was a rea-
sonable value for usual GPU programs.

For comparison, using the MRI simulator optimized for the 
Cartesian sampling developed in the previous study,21 we meas-
ured the simulation time for a conventional Cartesian sampling 
gradient-echo sequence with a TR of 100 ms and a TE of  
6 ms; FA was 90°, the image matrix was 2563, the number of 

subvoxels was 1. Because the number of RF excitations (2562) 
for the gradient-echo sequence was comparable to that of the 
128-shot and 256-cone (128 ´ 256) 3D Cones sequence, a per-
formance of about 63% (3825/6104) was achieved compared 
with the simulator developed in Kose et al.21

Simulated images compared with cartesian sampling
The central cross-sections of the 3D images (with an image 
matrix of 2563) calculated for the Cartesian sampling gra-
dient-echo sequences with and without rewinding phase-
encoding gradients and 3D Cones sequences are shown in Fig. 
5a and 5b. For the conventional gradient-echo sequences with 
no phase-rewinding gradients fast low angle shot (FLASH), 
because the serious central linear artifact observed in the 
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image with a TR of 100 ms and one subvoxel decreased with 
the increase of the TR and the number of subvoxels, it was 
clear that the central linear artifact was caused by the insuffi-
cient number of subvoxels and the short TRs (Fig. 5a). For the 
conventional gradient-echo sequences with phase-rewinding 
gradients (FISP/GRASS), the dark band observed in the 
image with TR of 100 ms and one subvoxel disappeared with 
the increase in TR and the number of subvoxels (Fig. 5b).

However, for the 3D Cones sequences, the artifacts 
observed in the images with a TR of 100 ms and one  
subvoxel decreased with the increase in TR up to 200 and 
300 ms but did not change with the increase in the number of 
subvoxels (Fig. 5c-5e). These results clearly show that the 
effect of the number of subvoxels on the simulated images is 
quite different between the Cartesian sampling and the non-
Cartesian (3D Cones) sequences. For 3D Cones sequences in 
a homogeneous magnetic field, considerable artifacts were 
observed (Fig. 5e) compared with the images simulated in 
the inhomogeneous magnetic field (Fig. 5c and 5d). This 
phenomenon could be attributed to image blur caused by the 
inhomogeneous magnetic field.

B0 inhomogeneity and eddy current effects  
on the MR images
The axial cross-sections selected from the 3D image datasets 
acquired and calculated with the identical 128-shot and 256-
cone 3D Cones sequences with a TR of 300 ms are shown in 
Fig. 6. The simulated images reproduced the acquired images 
well, except for the slight image blur observed in the cross-
sections for z = +28−36 mm. This disagreement could also 
probably be attributed to the difference in the magnetic field 
distribution measured for the homogeneous and the 3D phan-
toms because the susceptibility effects were different. The 
axial cross-sections selected from the 3D image datasets 
acquired and calculated with the identical 4-shot and 256-cone 
3D Cones sequences with a TR of 300 ms are shown in Fig. 7. 
The large signal loss observed in the central regions of the axial 
cross-sections for z = +24−40 mm for the acquired images and 
for z = +28−40 mm for the simulated images was attributed  
to the inhomogeneous magnetic field caused by the edge effect 
of the cylindrical phantom, as shown in Fig. 4a. The difference 
in the position of the signal loss area was caused by a positional 
error (»4 mm) along the z-direction in the experiment.

 As shown in Fig. 6, because the B0 inhomogeneity 
effect was small, the image size reduction in the xy plane 
and along the z-(axial) direction was clearly visualized. 
This result was caused by the eddy currents induced by the 
changes in the field gradients and will be discussed in detail 
in the next section.

Discussion
System performance
In the previous study, we reported on an MRI simulator opti-
mized for Cartesian sampling that achieved about 40% of the 

peak performance of the GPU (GTX 1080).21 In this study, 
we report on an MRI simulator applicable to arbitrary k-space 
sampling sequences that achieved about 20-30% of the peak 
performance of the same GPU. This reduction in perfor-
mance was caused by rotation calculation of the transverse 
magnetization with an arbitrary angle performed at each 
sampling point during the data acquisition periods for non-
Cartesian sampling, which was an unnecessary calculation 
for Cartesian sampling. Because we used 32-bit FP opera-
tions for the MRI signal calculation as described in Kose  
et al.21 and GPU boards that are optimized for the 32-bit FP 
operation are inexpensive, the calculation speed for the MRI 
simulation using our simulator will not be a problem because 
many GPU boards can be used at low cost.

Comparison between simulation and experiment
The B0 map, B1 map, and gradient nonlinearity were input as 
system parameters into the MRI simulator (Fig. 1). The effect 
of these hardware imperfections on the simulated and experi-
mentally acquired MR images is discussed here.

In the simulation using the B0 map based on the actual 
measurement, several effects observed in the acquired MR 
images were reproduced in the simulated images. First, in 
the MR images simulated using the 3D Cones sequence 
with 128-shot (signal observation time of 2.725 ms), much 
less in-plane image blurring caused by static magnetic 
field inhomogeneity was observed as compared with the 
MR images with 4-shot (signal observation time of 88.885 ms). 
However, at the end of the FOV where the static magnetic 
field distribution seemed to be different from that of the 
uniform phantom, image blurring was observed even for 
the 128-shot MR images. Second, in MR images simulated 
using the 4-shot 3D Cones images, a remarkable image 
distortion was observed in the z-direction with in-plane 
signal loss.

In the simulation using the B1 distribution based on the 
theoretical calculation, the image intensity distributions 
caused by the B1 distribution were correctly reproduced in 
the simulated images of Figs. 6 and 7. In addition, as seen 
from the images at both ends of Figs. 6 and 7, the image dis-
tortion caused by the nonlinearity of the gradient magnetic 
field was successfully reproduced.

In the case of Cartesian sampling, as seen in the results 
of Fig. 5a and 5b, artifacts dependent on the number of sub-
voxels were observed. This was because a non-uniform dis-
tribution of the nuclear magnetization occurred in the voxel 
because of a TR that was faster than, or comparable with, T2 
of the numerical phantom when the signal readout direction 
was constant. However, in the non-Cartesian sampling, 
because the non-uniform distribution of the nuclear magneti-
zation did not necessarily occur in a certain read direction, 
there was little effect on the images even if subvoxels were 
increased in the x- and y-directions. As described above, it 
was confirmed that the effect of subvoxels differed substan-
tially between Cartesian and non-Cartesian sampling.



Simulator for Arbitrary k-space Sampling

215Vol. 18, No. 3

Fig. 6 Axial cross-sections selected from the 3D image datasets (a) acquired and (b) calculated with identical 128-shot and 256-cone 3D 
Cones sequences.

Eddy current effect on the 3D Cones images
As described above, because the B0 inhomogeneity effect 
was almost negligible for the 3D Cones image with 128-
shot and 256-cone, eddy current effects on the 3D Cones 

images were clearly observed in Fig. 6. For the spiral 
readout direction in the xy-plane, because the temporal 
changes of the Gx and Gy readout gradients were slightly 
suppressed by the induced linear eddy fields, the evolution 
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Fig. 7 Axial cross-sections selected from the 3D image datasets (a) acquired and (b) calculated with identical 4-shot and 256-cone 3D 
Cones sequences.

of the k-trajectory was also slightly suppressed. This 
resulted in a slight shrinkage (several percent) of the 
reconstructed image in the xy-plane (Fig. 6).

For the direction of the constant readout gradient (z), 
because several 100 µs were required for the rising of the Gz 
gradient caused by the linear eddy field, the evolution of the 
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k-trajectory was delayed along the kz-direction. This delay 
time was substantial compared with the total data-acquisition 
time of 2.725 ms. Therefore, the size of the 3D phantom 
observed in the experiment along the z-direction (Fig. 6a) 
was substantially smaller than that obtained in the simulation 
(Fig. 6b), where no eddy current effect was included. As well 
as known in the previous studies, the eddy current effect can 
be included in the simulation as follows.26-28

First, we measure the change of the gradient magnetic 
field with respect to a stepped unit current input to the gra-
dient coil using an nuclear magnetic resonance (NMR) signal 
of a point-like sample. This is a “step response” of the gra-
dient coil. Normally, because an eddy current magnetic field 
component having the same spatial symmetry as that of the 
applied gradient field is dominant among the induced eddy 
fields, only such a component is considered here. Next, we 
calculate the convolution of the input current waveform to 
the gradient coil and the step response. Since the calculated 
result is a current input waveform including the eddy field 
when there is no eddy current effect, this input current can be 
used for the simulation to reproduce the experimental result.

Future extensions of the MRI simulator
In this study, we applied our MRI simulator to non-Cartesian 
sampling sequences, such as 3D Cones sequences. Our simu-
lator can be used to evaluate eddy current effects on both 
Cartesian and non-Cartesian sampling sequences.

We used an original pulse sequence file format compat-
ible with our MRI hardware systems, which we have used for 
a long time.29–32 However, if we apply our MRI simulator to 
other MRI systems developed by other vendors, a translator 
to our file format or other new compatible pulse sequence file 
format will be required. In any case, some unified pulse 
sequence format that can be used for any MRI systems would 
be required in future.

Conclusion
A fast 3D MRI simulator for arbitrary k-space sampling was 
developed using a GPU. The simulation time for typical non-
Cartesian sampling sequences with a practical image matrix 
size of 2563 was of the same order as the time required for the 
actual MR images. Its performance was evaluated by com-
paring the calculated and the experimental results using iden-
tical non-Cartesian sampling pulse sequences, like 3D Cones 
sequences. The simulated images reproduced correctly the 
effects of an inhomogeneous magnetic field, an inhomoge-
neous RF field, nonlinear field gradients, and TRs on the 
images. Therefore, we concluded that our MRI simulator is a 
powerful tool for studies of advanced MRI pulse sequences.
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