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Abstract: The massive amount of diffraction images collected in a raster scan of Laue microdiffraction
calls for a fast treatment with little if any human intervention. The conventional method that has
to index diffraction patterns one-by-one is laborious and can hardly give real-time feedback. In this
work, a data mining protocol based on unsupervised machine learning algorithm was proposed
to have a fast segmentation of the scanning grid from the diffraction patterns without indexation.
The sole parameter that had to be set was the so-called “distance threshold” that determined the
number of segments. A statistics-oriented criterion was proposed to set the “distance threshold”.
The protocol was applied to the scanning images of a fatigued polycrystalline sample and identified
several regions that deserved further study with, for instance, differential aperture X-ray microscopy.
The proposed data mining protocol is promising to help economize the limited beamtime.

Keywords: Laue microdiffraction; unsupervised machine learning; fatigued microstructure

1. Introduction

Laue diffraction, that may occur when a polychromatic X-ray beam illuminated a
crystal, was first discovered in 1912, and has unveiled both the electromagnetic nature of
X-ray and the periodic ordering of atoms in crystal [1]. Thanks to the polychromaticity
of the employed X-ray, multiple diffraction peaks can be recorded in a single exposure
without any rotation, thereby excluding the ambiguity of the illuminated volume [2]. With
the development of polychromatic beam focusing optics, notably Kirkpatrick-Baez mirrors,
micron-sized high-brilliance polychromatic X-ray beam can be produced at synchrotron
radiation sources and directed to probe inside materials with submicrometric spatial
resolutions, i.e., Laue microdiffraction [3]. Compared to the electron backscatter diffraction
(EBSD) technique, Laue microdiffraction technique functions by raster scanning the sample
to generate the lattice orientation and distortion maps from the one-by-one analysis of
the diffraction pattern emanating from each scanned spot [4—6]. The two techniques are
comparable [7] and complementary to each other [8]. It is generally accepted that EBSD
has an edge on finer spatial resolution of nanoscale, whilst Laue microdiffraction can
have a much better accuracy on the lattice orientation and distortion with an attainable
order of 1077 [9].

A salient feature of Laue microdiffraction is its sensitivity to the local misorientation
inside the illuminated volume [10,11], more specifically, the fragmentation of Laue spot may
indicate the presence of geometrically necessary boundaries (GNBs) and the elongation of
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Laue spot discloses the presence of geometrically necessary dislocations (GNDs). Although
a critical aspect of the spot shape analysis lies on the assumption that the dislocations
were dominantly edge-type in the illuminated volume, a recent study with focused ion
beam and transmission electron microscopy confirmed that this analysis stood still if the
dislocations had predominately screw-type [12]. With the aid of a wire profiler (typically
Pt), the shape of spot can be spatially resolved to yield a subsurface, 3D mapping of lattice
orientation and distortion non-destructively [13-15], namely the differential-aperture X-ray
microscopy (DAXM) technique [16].

The rotation-free feature of Laue microdiffraction renders it suitable for in-situ or
ex-situ mechanical experiments [17-22]. Nevertheless, considerable efforts have to be
made to ensure the consistency of the illuminated volumes at the moments of image
acquisition, e.g., either using the fiducial markers deposited to the sample surface [23], or
resorting to the digital image correlation (DIC) code [24]. Special attention needs also to
be paid to the instability of experimental setup due to mechanical loading as well as the
image noise [25-27].

Despite the wealth of information behind Laue microdiffraction pattern, the interpre-
tation is not straightforward since the wavelength or index pertaining to each diffraction
peak is not known a priori. Standard treatment involves modulating the orientation and
calibration parameters to minimize the discrepancy between the simulated and experi-
mental diffraction pattern, and has been implemented in software such as XMAS [28]
and LaueTools (https://gitlab.esrf.fr/micha/lauetools, accessed on 16 February 2022).
The standard treatment is in essence a trial-and-error process that usually suffers from
inefficiency, especially for the raster scanned diffraction patterns which has to be treated
one by one. Therefore, any additional information concerning the scanned microstructure
would facilitate the process, for example, Ors et al. [8] used the orientation obtained by
EBSD to overcome the difficulty in indexing the Laue microdiffraction patterns of low-
symmetry crystals; Kou et al. [29] suggested indexing one Laue microdiffraction pattern
per grain as the reference with which the rest patterns of the grain could be analyzed
without indexation.

In a word, the indexation of diffraction peaks is the key to the full interpretation of
diffraction pattern. Nevertheless, in certain circumstances, full interpretation of diffraction
patterns is unnecessary or fast parallel computing capabilities are unavailable, thereby
necessitating the development of indexation-free approach towards on-the-fly analysis
of raster scanned diffraction patterns. Zhou et al. [30] proposed using the distribution of
average recorded intensities and average filtered intensities of the raster scanned diffraction
patterns to visualize the characteristics of microstructural features. Recent application
of convolutional neural networks (CNN) to diffraction patterns has been involved with
the extraction of features for further clustering and labeling the raster scanned diffraction
patterns [31] or for the identification of crystal structures [32].

In the present work, we demonstrated the application of unsupervised machine
learning algorithms to the raster scanning Laue microdiffraction images of the fatigued
polycrystalline copper. Substantial dislocation structures will grow in copper after the cyclic
loading [33], deteriorating the identifiability of the diffraction pattern. Although template
matching schemes have been shown applicable to the indexation and misorientation
analysis of smeared diffraction patterns [34], huge amount of calculation was still inevitable
and the reliability of outcome would be degraded in line with the formation of dislocation
structures. On the other hand, machine learning algorithms, which were developed to
handle big data, were possible to circumvent the difficulty of indexation and cluster raster
scanning diffraction images according to their features, thereby mapping phases, grains, or
grain substructures. In this work, we designed a protocol to mine regions of interest from
the massive amount of raster scanning diffraction images by using unsupervised machine
learning algorithms. The protocol has been applied to the scanned diffraction images of a
fatigued specimen and yielded results meaningful to a material scientist. The results were
re-examined by checking the underlying diffraction images.


https://gitlab.esrf.fr/micha/lauetools
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2. Experiment

The diffraction images were collected from raster scanning of fatigued polycrystalline
copper. (Huye Co., Ltd., Suzhou, China) The sample was designed in accordance with
the ASTM/E606 standard. Figure 1 shows the grain structure of the sample colored by
inverse pole figure (IPF) with axis vertical to the grain structure map. The sample, cyclically
loaded in stress-control mode with the stress varying sinusoidally within the range 0 ~ 140
MPa, has undergone a maximum strain of ~ 10% in the initial cycle and cyclic creep in the
subsequent cycles. The sample was fatigued up to 10° cycles with a frequency of 10 Hz.

Figure 1. The grain structure of the sample colored by (IPF) with axis vertical to the grain structure map.

The Laue raster scanning over the sample was performed in beamline 4B of Pohang
Light Source (Pohang, South Korea). The raster scanning was over a V x H grid with
the vertical direction parallel to the fatigue loading wherein V = 64 and H = 146. The
step size was 2 um in both the horizontal and vertical directions of the grid. The obtained
Laue microdiffraction pattern was extremely blurred with almost no discernable diffraction
peaks (Figure 2a).
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Figure 2. (a) One example of diffraction patterns after normalization and 2 x 2 averaging binning;
(b) hierarchical clustering dendrogram of pixels for feature extraction; (c) the distribution of latent
features colored by their labels; (d) image restored from the latent features; (e) histogram of NCCs.
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3. Methodology
3.1. Feature Extraction

The original Laue microdiffraction pattern has 1024 x 1024 pixels. Although one can
directly use the full gray levels of images to segment the grid points from a theoretical
point of view, it is neither practical nor necessary to handle such huge amount of data,
thus necessitating a feature extraction process to reduce the diffraction patterns into a
manageable number of latent features. The extracted features would subsequently lay
foundation for grid segmentation.

To begin with, each image needed to be normalized to eliminate systematic errors. Nor-
malization was accomplished by subtracting the mean gray level from the gray level and di-
viding by the standard deviation of the gray levels, in accordance with McAuliffe et al. [35].

Then, since the background occupying the majority of Laue pattern contained nothing
other than noise, a moderate resolution coarsening could speed up the image processing
and smooth the noise [31]. In this regard, the normalized images were compressed to
512 x 512 pixels by 2 x 2 binning (averaging). Figure 2a showed one example of the
resultant images.

A number of algorithms serve to extract features for further grid segmentation.
Song et al. [31] applied CNN to extract latent features. However, at present, the authors
did not have sufficient patterns to train the CNN, therefore unsupervised machine learning
algorithms that did not require training dataset were employed herein to extract latent
features of each pattern. Here we used the hierarchical agglomerative clustering (HAC)
algorithm [36] backed by Scikit-Learn [37]. When treating the scanning diffraction patterns
with HAC algorithm, each pixel corresponded to a vector comprised of the values at the
pixel in whole diffraction patterns; then a metric (Euclidean distance, maximum distance,
etc.) was used to quantify the dissimilarity between a pair of pixels; then pixels with high
similarities were merged to form a feature according to a linkage criterion. The connectivity
of pixels could be exploited to facilitate the merging process such that only the pairs of
adjacent pixels were under consideration. In this work the Euclidean distance was used
as the metric of dissimilarity, and the linkage criterion employed was “ward”, aiming at
minimizing the sum of squared differences within all clusters.

Figure 2b visualized the merging process with a tree diagram called dendrogram: the
leaves of the dendrogram corresponded to the pixels of the image; two leaves with the
highest similarity were merged to form a branch in the first step; in the following steps,
two branches with the highest similarity were fused into one branch until only one branch
was left. The ordinate of Figure 2b gave the dissimilarities between two merging branches
(or leaves). The branches that were mutually exclusive and collectively incorporated all
leaves constituted the latent features of the images.

Conceivably, increasing the number of latent features N led to better reproducibility
of the original data, however at the expense of the data compression. We empirically set
N; to be 4096 (the compression rate was ‘5“1)% = 1.5625%), with which the original image
could be well restored as shown hereinafter. Figure 2c showed the distribution of features
colored by the indices of latent features. Figure 2d showed the restored image of Figure 2a
from its latent features, wherein high resemblance of the two images could be identified.

A quantitative metric of the resemblance between the original and restored image is
the normalized cross-correlation (NCC) coefficient:

Ral original ;restored
Lkl L

JH#
\/Zi Zj <I;;riginﬂl>2 v Z/‘ (I]_r]_estored) 2

NCC = (1)

where I;;rigmal and I{fsmred are the gray levels in the original and restored images. NCC is

strictly within the range —1 ~ 1. For two identical images, the NCC equals one. Larger NCC
means better resemblance of the original and restored images. Figure 2e gave the distribu-
tions of NCCs, most of which were larger than 0.99 indicating good representability of the
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latent features. In this manner, the original V x H diffraction patterns of 1024 x 1024 pixels
were reduced to a Ny x VH data matrix (V = 64, H = 146, Ny = 4096), and denoted
as M hereinafter.

Further reduction of Nf would certainly deteriorate the restored image. At this stage,
data reduction via factorization of the data matrix M would be more effective in preserving
the integrity of information. One of the most frequently used factorization schemes is
principal component analysis (PCA) which transforms the latent features of the diffraction
patterns into the so-called principal components (PCs) such that the cross-correlations
of PCs are zeros. The PCs are customarily ordered according to their variances. In this
regard, the whole data set can be compressed without too much loss of the information by
discarding the PCs that exhibit minimum variances.

Another candidate for factorization is non-negative matrix factorization (NMF) which
has been used in processing electron microscopy images [35,38]. In our practice, we found
that NMF costed much more computation time than PCA. Meanwhile, NMF had the risk
of converging at a local minimum rather than the global minimum. Therefore, NMF is not
considered in this work.

The PCA is in essence the singular value decomposition (SVD) of the data matrix M:

M =UAVT # ()

A is a Nf x N diagonal matrix consisting of the square roots of the eigenvalues of the
covariance matrix MM, with the PCs stored in the columns of the HW x N; orthonor-
mal matrix V. The diagonal elements of A? are in proportion to the variances of their
corresponding PCs.

We applied the PCA to the data matrix M with Scikit-Learn [37], and displayed the
variances of PCs in descending order in Figure 3, in which the variances of the first 64 PCs
were shown in the inset. The distribution was highly skewed but the skewness was not as
significant as in the work of Song et al. [31], therefore more PCs needed to be truncated.
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Figure 3. Explained variance of principal components. The first 64 largest explained variances are
highlighted in the inset.

To sum up, the pipeline for feature extraction consisted of (i) pixel agglomeration
with HAC algorithm and subsequently (ii) factorization of data matrix via PCA. It should
be noted that neither of the step was indispensable. The design of the pipeline was a
compromise between the computational capacity and the integrity of the information.
Indeed, although PCA could reduce the size of data with less loss of information, it
was computationally more expensive than pixel agglomeration by HAC; in this regard,
HAC algorithm should be implemented in the first place to reduce the data to a size
handleable by PCA.



Materials 2022, 15, 1502

6 of 15

3.2. Grid Segmentation

After extracting Npcp features from each diffraction pattern, the scanning grid was
ready to be segmented by merging the samples with “similar” features. In the stage of
clustering, we used the HAC algorithm again. The most significant advantage of HAC
algorithm over other clustering algorithms, e.g., K-Means, affinity propagation, etc., is that
the connectivity of the adjacent grid points can be exploited to ensure the continuities of
the segmentations. The computation time can also be significantly reduced since only the
adjacent grid points shall be considered to merge.

HAC algorithms can operate in two modes: (i) by specifying the number of clusters;
(ii) by specifying the distance threshold above which the grid points would not be merged,
and the number of clusters will be determined automatically. In the stage of feature extrac-
tion, we used the first mode, and here we used the second mode for the segmentation of grid.
The rest of the setting was the same as in feature extraction and not recapitulated herein.

Figure 4 plotted the variation of determined number of clusters Njyster With distance
threshold for different Npca. It was not surprising that the determined Njgter decreased
monotonically with the distance threshold since the adjacent grid points were more likely
to be merged under larger distance threshold. The determined Njgter increased marginally
with Npca for Npca > 1024, suggesting a good representability of 1024 PCs. Therefore, to
save computation time, we adopted Npca = 1024 in the following discussion.

6000 4

5000

4000 A

3000

Ncluster

2000 -

1000 1

10 20 0 40 50 &0 70
Distance threshold

Figure 4. The variation of number of clusters Njyster With the distance threshold.

Indeed, the choice of distance threshold was rather subjective. In two extreme cases,
too small distance threshold might lead to the maximum of V H clusters in which individual
grid point was considered to be one cluster, whilst too large distance threshold might lead
to a single cluster incorporating all grid points. The appropriateness of the clustering
is customarily measured by the silhouette score [39], Calinski-Harabasz score [40], and
Davies-Bouldin score [41] of the clustering. Silhouette score is positively related to the
goodness of the clustering, while the Calinski-Harabasz score and Davies-Bouldin score
are the opposite. Figure 5 plotted the variation of the silhouette scores, Calinski-Harabasz
scores, and Davies-Bouldin scores with the threshold distances, along with the determined
optimum number of clusters arrowed in each subfigure. Both silhouette scores and Davies-
Bouldin scores implied that the smaller the distance threshold the better the clustering,
while a minimum of 1593 clusters could be observed in Calinski-Harabasz scores.
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Figure 5. The variation of the silhouette scores, Calinski-Harabasz scores, and Davies-Bouldin scores
with the threshold distances. The number of cluster determined from each indices was arrowed.

The three indices have not reached a consensus on the optimum number of clusters.
Figure 6a plots the optimal segmentation judging from the silhouette scores and Davies-
Bouldin scores, and Figure 6b the optimal segmentation judging from the Calinski-Harabasz
scores. The coloring of Figure 6 reflected the silhouette coefficient distribution [39]. For
individual grid point, the silhouette coefficient is a metric of the suitability of its clustering,
and defined as:

5= mats 3)

max(a,b)’

where 4 and b are the mean intra-cluster distance and the mean nearest-cluster distance for
the UA. Silhouette coefficient ranges between —1 ~ 1. A low value suggests the ambiguity
of grid point labeling. Value near zero indicates overlapping clusters. The silhouette score
in Figure 5 is the average of the silhouette coefficients of all grid points.
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(b) Distance threshold = 15, N¢jyster = 1593

[ el
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Figure 6. (a) the optimal segmentation judging from the silhouette scores and Davies-Bouldin scores;
(b) the optimal segmentation judging from the Calinski-Harabasz scores. The coloring is given by
the silhouette coefficients. The fatigue loading is along the vertical direction. The grid points were
spaced by 2 pm vertically and horizontally.

Both figures were mosaic, especially Figure 6a. After all, after the fatigue loading
complex dislocation structures grew and gave rise to the intragranular misorientation.
Neighboring lattices slightly disoriented might be treated as different grains. Therefore,
the determination of optimal distance threshold from the three indices was of little use in
dealing with the fatigued samples.

Herein, we presented a statistics-oriented criterion to decide the optimal distance
threshold. In the community of material scientists, the grain size distribution (volume,
intersected area or intercept length) in a polycrystal has long been recognized as lognormal
as a rule of thumb [42]. Recently, Tang et al. [43] generalized a universal law that the local
strain at subgrain scale should obey lognormal distribution irrespective of deformation
mechanism (dislocation slip, phase transformation, or twinning) and phase content of the
polycrystal. Since the development of grain substructure is related to the lognormally
distributed local strain, the lognormality of the substructure size distribution was likely to
be inherited after fatigue loading. The reasoning above led us to examine the goodness of
clustering from the statistics of the substructure sizes.

Denoting the number of grid points in the ith cluster as A;, the lognormality of the
cluster size distribution was examined by the Kolmogorov-Smirnov (KS) test with the
following steps:

(1) Calculate the logarithms of the number of grid points log A;, and the mean y and
standard deviation o of log A;s;

(2) Normalize log A; into X; = (log A; —u)/o. Calculate the empirical cumulative
distribution function of X;, i.e., G(X) = n(X)/N, where n(X) is the number of X;s
smaller than X and N is the total number of clusters;
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®)

Calculate the maximum absolute difference between the empirical cumulative distri-

bution function G(X) and the theoretical cumulative distribution function of standard
normal distribution F(X), i.e., D = sup|F(x

— G(x)|. The distance will be termed as
KS distance hereinafter.
In this sense, smaller KS distance indicates better lognormality of the distribution.
Figure 7a presents the variation of KS distances with the distance threshold, in which the
minimum of KS distances occurred at distance threshold equal to 35 and the determined
number of clusters was 347. Figure 7b shows the histogram of the grid points per cluster

along with the theoretical lognormal probability distribution curve. The curve fitted nicely

with the histogram.
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Figure 7. (a) the variation of KS distances with the distance threshold; (b) the histogram of the grid
points per cluster along with the theoretical lognormal probability distribution curve; (c) the optimum
segmentation result decided from the proposed criterion, the color map is given by the silhouette

coefficient distribution, the fatigue loading is along the vertical direction. The grid points were spaced
by 2 pm vertically and horizontally.

[a)

( )

4. Discussion

Figure 7c displayed the optimum segmentation result decided from the proposed
criterion along with the mapping of the silhouette coefficients. The originally equiaxed
grain structured became elongated after the fatigue loading. To examine the validity of
the clustering, we checked the diffraction images of subgrids A and B (enclosed by green
4 x 4 squares respectively in Figure 7c).

Figure 8 showed the diffraction patterns of subgrid A, in which the grid coordinates
along with their numbers of clusters were labeled. The diffraction patterns of cluster
156 were distinctively different from those of cluster 175 and those of cluster 244. The
diffraction patterns of cluster 35 appeared homologue with those of cluster 156, there-
fore a quantitative comparison was needed to visualize their discrepancies. Figure 9a,b
plotted respectively the discrepancies between the normalized diffraction patterns of [0,0]
and [0,1], which belonged to different clusters, and the discrepancies between the nor-
malized diffraction patterns of [0,0] and [0,1], which belonged to one cluster. Obviously,
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the diffraction pattern of [0,0] was more similar to that of [1,0] than that of [0,1], validat-
ing the segmentation that grouped [0,0] and [1,0] in one cluster. The same analysis was
applied to the diffraction patterns [1,1], [2,1] and [1,2], and validated the segmentation
results (Figure 9¢,d). The relative displacements of diffraction spots among the homologue
diffraction patterns could be measured precisely with DIC technique to reveal their lattice
misorientation [44,45].

Figure 8. The diffraction images of subgrid A in Figure 7c.

The diffraction patterns of subgrid B in Figure 10 shared some sort of homology
suggesting that cluster 67, 111, and 324 originated from a single grain. The diffraction spots
in the three clusters differed in the degrees of blurring:

(1) in cluster 324, the spots were slightly streaked due to the penetration of the X-ray;
the distinctively high silhouette coefficients indicated that the diffraction patterns in
cluster 324 shared high resemblance compared to patterns in other clusters.

(2) in cluster 67, the spots were elongated unidirectionally implying that one slip system
was predominantly activated; the more distant from cluster 324 the more blurred
the spots.

(3) in cluster 111, some spots were multidirectionally streaked implying the activation
of multiple slip systems; some spots were highly blurred or even indiscernable sug-
gesting innegligible amount of statistically stored dislocations (SSDs) in the illumi-
nated volume.
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a) [0,0]-[0,1] ] (b) [0,0]-[1,0]
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(c) T1.11-[1.2] d) [1,1]12,1]
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Figure 9. The discrepancy map between the normalized images in Figure 8, (a) between [0,0] and
[0,1]; (b) between [0,0] and [1,0]; (c) between [1,1] and [1,2]; (d) between [1,1] and [2,1].

The progressively blurring of spots from the interior (cluster 324) to the border (clus-
ter 111) of the grain conveyed a picture of dislocation pile-up in which the mobile dis-
locations became sessile at the grain boundaries and obstructed the dislocation emitted
from the interior of grain. The pile-up of primary dislocations led to the activation of other
slip systems, resulting in multidirectionally streaked spots (e.g., diffraction pattern [1,0] in
Figure 10).

The subgrids A and B were two typical examples of the substructure development
in response to the constrain imposed by their neighboring region. Their varying streaked
diffraction spots deserved further depth-resolved characterization via DAXM, either in
polychromatic mode [16] or in scanning monochromatic mode [46], to have a comprehen-
sive understanding of the dislocation substructure in fatigued polycrystalline sample.

We also noticed some clusters that contained only one grid point, for example, the
subgrid C encircled in Figure 7c. The diffraction image of the subgrid C was shown in
Figure 11 wherein the image seemed saturated by the background noise and no spot was
seen. This was probably due to the artefacts in the scanning.
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Figure 10. The diffraction images of subgrid B in Figure 7c.

Figure 11. The diffraction images of subgrid C in Figure 7c.

5. Summary

In the present work, an indexation-free treatment of raster scanning Laue microdiffrac-
tion patterns was proposed to have a fast segmentation of the scanning grids based on
their underlying diffraction patterns, whereas the conventional treatment had to index
diffraction patterns one-by-one and thus could hardly give on-the-fly feedback. The final
segmentation was informative of the underlying microstructure from which several regions
deserving further investigation could be identified.
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In analogy to the preceding work [31,32,35,38], the treatment consisted of two steps:
(i) feature extraction and (ii) grid segmentation. For pragmatic consideration, we adopted
unsupervised machine learning algorithms since the training data might not be always avail-
able. The proposed protocol differed from the preceding work from the following aspect:

(1) Both steps used the HAC algorithm since HAC algorithm could exploit the 2D con-
nectivity in both the pixels of the diffraction patterns and the grid points of the raster
scanning to ensure the continuity of segments and save the computation time.

(2) A statistics-oriented criterion was proposed as a guideline to set the distance threshold
in HAC algorithm which determined the number of segmentations, which yielded at
least in our case more realist results than conventional criterion.

The application of machine learning to raster scanning diffraction images is a case-by-
case issue. The proposed protocol, which was useful in our case, has the potential to be
applied in other cases, and help economize the limited beamtime.

Author Contributions: Writing—original draft preparation, P.R.; writing—review and editing, PR.,
FZ., Q.S,; formal analysis, F.Z.; investigation, Q.Y., H.C.; methodology, Q.Y., Q.S.; data curation, H.C,;
project administration, S.Z., Z.C.; funding acquisition, Z.C., H.-W.; resources, S.Z.; supervision, H.-W.
All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by National Natural Science Foundation of China, grant num-
ber 51701120.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Data available in a publicly accessible repository.

Acknowledgments: The authors are grateful to Gil, Kyehwan, the manager of the beamline 4B of
Pohang Light Source, for his help in the experiment.

Conflicts of Interest: The authors declare no conflict of interest.

References

1.

10.

Eckert, M. Disputed discovery: The beginnings of X-ray diffraction in crystals in 1912 and its repercussionsThis Laue centennial
article has also been published in Zeitschrift fiir Kristallographie [Eckert (2012) Z. Kristallogr. 227, 27-35]. Acta Crystallogr. Sect. A
Found. Crystallogr. 2012, 68, 30-39. [CrossRef]

Chung, ].-S.; Ice, G.E. Automated indexing for texture and strain measurement with broad-bandpass x-ray microbeams. J. Appl.
Phys. 1999, 86, 5249-5255. [CrossRef]

Tamura, N.; Celestre, R.S.; MacDowell, A.A.; Padmore, H.; Spolenak, R.; Valek, B.C.; Chang, N.M.; Manceau, A.; Patel, ].R.
Submicron x-ray diffraction and its applications to problems in materials and environmental science. Rev. Sci. Instrum. 2002, 73,
1369-1372. [CrossRef]

Spolenak, R.; Brown, W.L.; Tamura, N.; MacDowell, A.A.; Celestre, R.S.; Padmore, H.; Valek, B.; Bravman, J.C.; Marieb, T,
Fujimoto, H.; et al. Local Plasticity of Al Thin Films as Revealed by X-Ray Microdiffraction. Phys. Rev. Lett. 2003, 90, 096102.
[CrossRef]

Tamura, N.; MacDowell, A.A.; Spolenak, R.; Valek, B.C.; Bravman, J.C.; Brown, W.L.; Celestre, R.S.; Padmore, H.A.; Batterman,
B.W.,; Patel, ].R. Scanning X-ray microdiffraction with submicrometer white beam for strain/stress and orientation mapping in
thin films. J. Synchrotron Rad. 2003, 10, 137-143. [CrossRef]

Zhou, G.; Kou, J; Li, Y.; Zhu, W.; Chen, K.; Tamura, N. Quantitative Scanning Laue Diffraction Microscopy: Application to the
Study of 3D Printed Nickel-Based Superalloys. Quantum Beam Sci. 2018, 2, 13. [CrossRef]

Plancher, E.; Petit, J.; Maurice, C.; Favier, V.; Saintoyant, L.; Loisnard, D.; Rupin, N.; Marijon, J.-B.; Ulrich, O.; Bornert, M.; et al.
On the Accuracy of Elastic Strain Field Measurements by Laue Microdiffraction and High-Resolution EBSD: A Cross-Validation
Experiment. Exp. Mech. 2016, 56, 483—492. [CrossRef]

Ors, T.; Micha, ].S.; Gey, N.; Michel, V.; Castelnau, O.; Guinebretiere, R. EBSD-assisted Laue microdiffraction for microstrain
analysis. J. Appl. Crystallogr. 2018, 51, 55-67. [CrossRef]

Zhang, C.; Bieler, T.; Eisenlohr, P. Exploring the accuracy limits of lattice strain quantification with synthetic diffraction data.
Scr. Mater. 2018, 154, 127-130. [CrossRef]

Barabash, R.; Ice, G.E.; Larson, B.C.; Pharr, G.M.; Chung, K.-S.; Yang, W. White microbeam diffraction from distorted crystals.
Appl. Phys. Lett. 2001, 79, 749-751. [CrossRef]


http://doi.org/10.1107/S0108767311039985
http://doi.org/10.1063/1.371507
http://doi.org/10.1063/1.1436539
http://doi.org/10.1103/PhysRevLett.90.096102
http://doi.org/10.1107/S0909049502021362
http://doi.org/10.3390/qubs2020013
http://doi.org/10.1007/s11340-015-0114-1
http://doi.org/10.1107/S1600576717017150
http://doi.org/10.1016/j.scriptamat.2018.05.028
http://doi.org/10.1063/1.1389321

Materials 2022, 15, 1502 14 of 15

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.
34.

35.

36.
37.

38.

Barabash, R.I; Ice, G.E.; Walker, F. Quantitative microdiffraction from deformed crystals with unpaired dislocations and
dislocation walls. J. Appl. Phys. 2003, 93, 1457-1464. [CrossRef]

Zhang, C.; Balachandran, S.; Eisenlohr, P.; Crimp, M.A.; Boehlert, C.; Xu, R.; Bieler, T.R. Comparison of dislocation content
measured with transmission electron microscopy and micro-Laue diffraction based streak analysis. Scr. Mater. 2018, 144, 74-77.
[CrossRef]

Yang, W.; Larson, B.; Tischler, J.; Ice, G.; Budai, J.; Liu, W. Differential-aperture X-ray structural microscopy: A submicron-
resolution three-dimensional probe of local microstructure and strain. Micron 2004, 35, 431-439. [CrossRef]

Barabash, R.I; Ice, G.E.; Liu, W.; Barabash, O.M. Polychromatic microdiffraction characterization of defect gradients in severely
deformed materials. Micron 2009, 40, 28-36. [CrossRef]

Das, S.; Hofmann, F,; Tarleton, E. Consistent determination of geometrically necessary dislocation density from simulations and
experiments. Int. ]. Plast. 2018, 109, 18-42. [CrossRef]

Larson, B.C.; Yang, W.; Ice, G.E.; Budai, J.; Tischler, ]J.Z. Three-dimensional X-ray structural microscopy with submicrometre
resolution. Nature 2002, 415, 887-890. [CrossRef] [PubMed]

Maaf, R.; Van Petegem, S.; Van Swygenhoven, H.; Derlet, PM.; Volkert, C.A.; Grolimund, D. Time-Resolved Laue Diffraction of
Deforming Micropillars. Phys. Rev. Lett. 2007, 99, 145505. [CrossRef]

Ohashi, T.; Barabash, R.; Pang, J.; Ice, G.; Barabash, O. X-ray microdiffraction and strain gradient crystal plasticity studies of
geometrically necessary dislocations near a Ni bicrystal grain boundary. Int. J. Plast. 2009, 25, 920-941. [CrossRef]

Magid, K,; Florando, J.; Lassila, D.; Leblanc, M.; Tamura, N.; Morris, ]. Mapping mesoscale heterogeneity in the plastic deformation
of a copper single crystal. Philos. Mag. 2009, 89, 77-107. [CrossRef]

Van Swygenhoven, H.; Van Petegem, S. The use of Laue microdiffraction to study small-scale plasticity. JOM 2010, 62, 36-43.
[CrossRef]

Deillon, L.; Verheyden, S.; Sanchez, D.F.; Van Petegem, S.; Van Swygenhoven, H.; Mortensen, A. Laue microdiffraction characteri-
sation of as-cast and tensile deformed Al microwires. Philos. Mag. 2019, 99, 1866-1880. [CrossRef]

Lauraux, E; Yehya, S.; Labat, S.; Micha, J.; Robach, O.; Kovalenko, O.; Rabkin, E.; Thomas, O.; Cornelius, T.W. In-situ force
measurement during nano-indentation combined with Laue microdiffraction. Nano Sel. 2021, 2, 99-106. [CrossRef]

Shade, P.A.; Menasche, D.B.; Bernier, ].V.; Kenesei, P; Park, ]J.S.; Suter, R.M.; Schuren, J.C.; Turner, T.J. Fiducial marker application
method for position alignment of in situ multimodal X-ray experiments and reconstructions. J. Appl. Crystallogr. 2016, 49, 700-704.
[CrossRef]

Zhang, C.; Zhang, Y.; Wu, G.; Liu, W,; Xu, R;; Jensen, D.J.; Godfrey, A. Alignment of sample position and rotation during in situ
synchrotron X-ray micro-diffraction experiments using a Laue cross-correlation approach. J. Appl. Crystallogr. 2019, 52, 1119-1127.
[CrossRef]

Hofmann, E; Eve, S.; Belnoue, J.; Micha, J.-S.; Korsunsky, A.M. Analysis of strain error sources in micro-beam Laue diffraction.
Nucl. Instrum. Methods Phys. Res. Sect. A Accel. Spectrometers Detect. Assoc. Equip. 2011, 660, 130-137. [CrossRef]

Poshadel, A.; Dawson, P; Johnson, G. Assessment of deviatoric lattice strain uncertainty for polychromatic X-ray microdiffraction
experiments. J. Synchrotron Radiat. 2012, 19, 237-244. [CrossRef] [PubMed]

Zhang, F.G.; Bornert, M.; Petit, J.; Castelnau, O. Accuracy of stress measurement by Laue microdiffraction (Laue-DIC method):
The influence of image noise, calibration errors and spot number. J. Synchrotron Radiat. 2017, 24, 802-817. [CrossRef] [PubMed]
Tamura, N. XMAS: A Versatile Tool for Analyzing Synchrotron X-ray Microdiffraction Data. In Strain and Dislocation Gradients
from Diffraction; Imperial College Press: London, UK, 2014; pp. 125-155. [CrossRef]

Kou, J.; Chen, K,; Tamura, N. A peak position comparison method for high-speed quantitative Laue microdiffraction data
processing. Scr. Mater. 2018, 143, 49-53. [CrossRef]

Zhou, G.; Zhu, W.; Shen, H.; Li, Y,; Zhang, A.; Tamura, N.; Chen, K. Real-time microstructure imaging by Laue microdiffraction:
A sample application in laser 3D printed Ni-based superalloys. Sci. Rep. 2016, 6, 28144. [CrossRef]

Song, Y.; Tamura, N.; Zhang, C.; Karami, M.; Chen, X. Data-driven approach for synchrotron X-ray Laue microdiffraction scan
analysis. Acta Crystallogr. Sect. A Found. Adv. 2019, 75, 876-888. [CrossRef] [PubMed]

Park, W.B.; Chung, J.; Jung, J.; Sohn, K.; Singh, S.P.; Pyo, M.; Shin, N.; Sohn, K.-S. Classification of crystal structure using a
convolutional neural network. IUCr] 2017, 4, 486—494. [CrossRef]

Mughrabi, H. Cyclic Slip Irreversibilities and the Evolution of Fatigue Damage. Met. Mater. Trans. A 2009, 40, 431-453. [CrossRef]
Gupta, V.; Agnew, S.R. Indexation and misorientation analysis of low-quality Laue diffraction patterns. J. Appl. Crystallogr. 2009,
42,116-124. [CrossRef]

McAuliffe, T.; Dye, D.; Britton, T. Spherical-angular dark field imaging and sensitive microstructural phase clustering with
unsupervised machine learning. Ultramicroscopy 2020, 219, 113132. [CrossRef] [PubMed]

Nielsen, F. Introduction to HPC with MPI for Data Science; Springer: Berlin/Heidelberg, Germany, 2016. [CrossRef]

Pedregosa, F.; Varoquaux, G.; Gramfort, A.; Michel, V.; Thirion, B.; Grisel, O.; Blondel, M.; Prettenhofer, P.; Weiss, R,;
Dubourg, V.; et al. Scikit-learn: Machine Learning in Python. |. Mach. Learn. Res. 2011, 12, 2825-2830.

Uesugi, F.; Koshiya, S.; Kikkawa, ].; Nagai, T.; Mitsuishi, K.; Kimoto, K. Non-negative matrix factorization for mining big data
obtained using four-dimensional scanning transmission electron microscopy. Ultramicroscopy 2021, 221, 113168. [CrossRef]
[PubMed]


http://doi.org/10.1063/1.1534378
http://doi.org/10.1016/j.scriptamat.2017.09.043
http://doi.org/10.1016/j.micron.2004.02.004
http://doi.org/10.1016/j.micron.2008.03.010
http://doi.org/10.1016/j.ijplas.2018.05.001
http://doi.org/10.1038/415887a
http://www.ncbi.nlm.nih.gov/pubmed/11859363
http://doi.org/10.1103/PhysRevLett.99.145505
http://doi.org/10.1016/j.ijplas.2008.04.009
http://doi.org/10.1080/14786430802558577
http://doi.org/10.1007/s11837-010-0178-4
http://doi.org/10.1080/14786435.2019.1605220
http://doi.org/10.1002/nano.202000073
http://doi.org/10.1107/S1600576716001989
http://doi.org/10.1107/S1600576719010562
http://doi.org/10.1016/j.nima.2011.09.009
http://doi.org/10.1107/S0909049511050400
http://www.ncbi.nlm.nih.gov/pubmed/22338685
http://doi.org/10.1107/S1600577517006622
http://www.ncbi.nlm.nih.gov/pubmed/28664888
http://doi.org/10.1142/9781908979636_0004
http://doi.org/10.1016/j.scriptamat.2017.09.005
http://doi.org/10.1038/srep28144
http://doi.org/10.1107/S2053273319012804
http://www.ncbi.nlm.nih.gov/pubmed/31692463
http://doi.org/10.1107/S205225251700714X
http://doi.org/10.1007/s11663-009-9240-4
http://doi.org/10.1107/S0021889808042349
http://doi.org/10.1016/j.ultramic.2020.113132
http://www.ncbi.nlm.nih.gov/pubmed/33053461
http://doi.org/10.1007/978-3-319-21903-5
http://doi.org/10.1016/j.ultramic.2020.113168
http://www.ncbi.nlm.nih.gov/pubmed/33290980

Materials 2022, 15, 1502 15 of 15

39.
40.
41.
42.
43.

44.

45.

46.

Rousseeuw, PJ. Silhouettes: A graphical aid to the interpretation and validation of cluster analysis. J. Comput. Appl. Math. 1987,
20, 53-65. [CrossRef]

Caliniski, T.; Harabasz, J. A dendrite method for cluster analysis. Commun. Stat. 1974, 3, 1-27.

Davies, D.L.; Bouldin, D.W. A Cluster Separation Measure. [EEE Trans. Pattern Anal. Mach. Intell. 1979, 2, 224-227. [CrossRef]
Vaz, MLE; Fortes, M. Grain size distribution: The lognormal and the gamma distribution functions. Scr. Met. 1988, 22, 35-40.
[CrossRef]

Tang, A.; Liu, H.,; Liu, G.; Zhong, Y.; Wang, L.; Lu, Q.; Wang, J.; Shen, Y. Lognormal Distribution of Local Strain: A Universal Law
of Plastic Deformation in Material. Phys. Rev. Lett. 2020, 124, 155501. [CrossRef] [PubMed]

Petit, J.; Castelnau, O.; Bornert, M.; Zhang, FG.; Hofmann, F; Korsunsky, A.M.; Faurie, D.; Le Bourlot, C.; Micha, J.S,;
Robach, O.; et al. Laue-DIC: A new method for improved stress field measurements at the micrometer scale. J. Synchrotron Radiat.
2015, 22, 980-994. [CrossRef] [PubMed]

Zhang, F.G.; Castelnau, O.; Bornert, M.; Petit, J.; Marijon, ].B.; Plancher, E. Determination of deviatoric elastic strain and
lattice orientation by applying digital image correlation to Laue microdiffraction images: The enhanced Laue-DIC method.
J. Appl. Crystallogr. 2015, 48, 1805-1817. [CrossRef]

Levine, L.E.; Larson, B.C.; Yang, W.; Kassner, M.E.; Tischler, ].Z.; Delos-Reyes, M.A.; Fields, R.J.; Liu, W. X-ray microbeam
measurements of individual dislocation cell elastic strains in deformed single-crystal copper. Nat. Mater. 2006, 5, 619-622.
[CrossRef] [PubMed]


http://doi.org/10.1016/0377-0427(87)90125-7
http://doi.org/10.1109/TPAMI.1979.4766909
http://doi.org/10.1016/s0036-9748(88)80302-8
http://doi.org/10.1103/PhysRevLett.124.155501
http://www.ncbi.nlm.nih.gov/pubmed/32357027
http://doi.org/10.1107/S1600577515005780
http://www.ncbi.nlm.nih.gov/pubmed/26134802
http://doi.org/10.1107/S1600576715018397
http://doi.org/10.1038/nmat1698
http://www.ncbi.nlm.nih.gov/pubmed/16845413

	Introduction 
	Experiment 
	Methodology 
	Feature Extraction 
	Grid Segmentation 

	Discussion 
	Summary 
	References

