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Abstract: Non-invasive measurement of physiological parameters and indicators, specifically among
the elderly, is of utmost importance for personal health monitoring. In this study, we focused on
photoplethysmography (PPG), and developed a regression model that calculates variables from the
second (SDPPG) and third (TDPPG) derivatives of the PPG pulse that can observe the inflection
point of the pulse wave measured by a wearable PPG device. The PPG pulse at the earlobe was
measured for 3 min in 84 elderly Korean women (age: 71.19 & 6.97 years old). Based on the PPG-
based cardiovascular function, we derived additional variables from TDPPG, in addition to the
aging variable to predict the age. The Aging Index (AI) from SDPPG and Sum of TDPPG variables
were calculated in the second and third differential forms of PPG. The variables that significantly
correlated with age were c/a, Tac, Al of SDPPG, sum of TDPPG, and correlation coefficient ‘r” of the
model. In multiple linear regression analysis, the r value of the model was 0.308, and that using deep
learning on the model was 0.839. Moreover, the possibility of improving the accuracy of the model
using supervised deep learning techniques, rather than the addition of datasets, was confirmed.

Keywords: photoplethysmogram; Aging Index; third derivative PPG; feed forward neural network

1. Introduction

Recently, the focus on healthcare for the elderly has shifted toward personal health
monitoring using wearable devices. In particular, healthcare devices based on information
and communication technology that can measure cardiovascular and musculoskeletal
functions have been developed and commercialized as noninvasive wearable devices for
daily health monitoring.

Monitoring the third derivative of the photoplethysmography (PPG) pulse (TDPPG)
is a representative technology for daily monitoring of cardiovascular function. TDPPG
represents the absorption of infrared light across a finger or earlobe, which has a pulsatile
component and a constant component [1]. The TDPPG can indicate the cardiovascular
flow, volume, and vessel-wall movement of blood, as well as the arrangement of the heart
and arteries [2]. These cardiovascular functions are used for indirect evaluation of aging,
hypertension, and diabetes.

The PPG pulse is used to measure the pulse-rate variability and to evaluate the sympa-
thetic and autonomic nervous systems. Moreover, the values of various indicators related
to the cardiovascular system can be determined through wave-morphology analysis. How-
ever, because recognizing the inflection point in pulses is challenging, the second derivative
of the PPG pulse (SDPPG) and TDPPG are used for a detailed and objective evaluation.
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SDPPG is also known to be an indicator of arterial stiffness [3]. Generally, the inflection
points based on the five upper and lower waves in SDPPG are calculated using the finger
PPG. The first rising part indicates an increase in an early systolic pulse, the second indi-
cates a decrease, the third denotes a systolic re-increase, the fourth represents a systolic
re-decrease, and the final part indicates an early diastolic or diastolic. Cardiovascular
characteristics based on systolic and diastolic pulses, which are difficult to identify accu-
rately using PPG pulses, can be confirmed through differential form analysis [4]. Variables
derived from SDPPG represent the cardiovascular function. For instance, the b/a ratio
may reflect the large arterial stiffness. The b wave relative to the wave might be caused
by decreasing distensibility of the aorta. There is a need to comprehensively identify and
model representative variables that can confirm these cardiovascular functions.

The PPG pulse can be measured in various parts of the human body such as the finger,
ear, wrist, and ankle. Generally, it is measured at the finger, and the result value measured
at each position of the body shows different waveforms depending on the distance from the
heart [5]. Since there are age characteristics, it is necessary to examine the characteristics of
a specific age group and where to measure [6].

It is possible to develop indicators that can quantitatively evaluate the state of various
physical functions in the elderly while measuring a PPG pulse; such indicators would
reflect the cardiovascular function characteristics of the elderly [2]. In particular, it can
be used as an indicator and criterion for cardiovascular function in the elderly with mild
cognitive impairment or dementia. The evaluation criteria used for personal health data
management for non-invasive measurements can be obtained by developing an indicator
to confirm the vascular status with age [7]. The primary objective of this study is to
quantitatively identify the levels of vascular aging of the elderly. Al based on SDPPG
has been developed previously. For example, cardiovascular aging is estimated from
SDPPG by leveraging the first inflection point of SDPPG and is obtained by dividing the
difference between the remaining four inflection points [8]. A previous study developed a
model that predicts the age of the elderly with high accuracy [3]. However, most previous
methods predict aging based on the PPG pulse by Al from the SDPPG variable measured
at the fingers.

In general, deep learning and machine learning techniques are applied to estimate age
and vascular stiffness from measured PPG data. Some studies use the supervised machine
learning to estimate ankle-brachial index from PPG [9]. In another study that extracted
38 features from PPG and estimated age by performing convolution neural networks and
regression [10]. In addition, there are prior studies to acquire more accurate waveforms
by deep learning the PPG signals measured in various parts of the body [11,12]. As such,
deep learning and machine learning techniques are being used in various ways to improve
the accuracy of waveforms or to make accurate estimations with acquired data.

Therefore, in this study, a new aging variable was derived using TDPPG, which can
represent the inflection state of the pulse more precisely than SDPPG. In addition, we used
linear regression with supervised learning deep networks and the common Al from SDPPG
to obtain a more detailed age-related changes in the characteristics of the elderly females
new aging variable. In addition, it is aim to check whether the age can be estimated from
the results of measurements on the earlobe instead of the fingers.

2. Methods
2.1. Data Collection

The subjects of this study were 84 elderly women (age: 71.19 £ 6.97 years) with normal
cognitive and musculoskeletal functions and no clinical findings of arrhythmias. Table 1
lists the characteristics of the participants. A consent form for the clinical trial was prepared
based on the Institutional of Review Board (IRB, CNUH-2019-279) and approved prior to
the experiment.
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Table 1. Participant information.

Characteristic Value
Age (year) 71.19 & 6.97
Weight (Kg) 58.94 + 9.33
Height (cm) 153.73 £+ 8.11

All subjects were asked to sit on a chair and maintain a stable state, and their heart rate
pulse was measured using a PPG device (Model: EP520, LAXTHA Inc., Daejeon, Korea)
attached to the left earlobe. The measurement duration was 5 min. The PPG sensor system
used visible light with a wavelength of 640 nm and had a relative sensitivity of 60%. The
sensor included two parts: a red LED as a transmitter and a photodiode as a receiver. The
photodiode outputs current according to the intensity of the received light. The sensor
circuit unit converts current into voltage, amplifies and filters the signal, and provides a
final output signal. The frequency response of the receiver (photodiode) is 0.3-5 Hz in the
—3 dB band in the characteristic curve (gain with frequency). This frequency response of
the filter removes unwanted noise. The time delay of the output signal with respect to the
input signal is 70.0 ms (Figure 1).

Earlobe PPG

gain(dB)
/

/

-24

T
01 1 10

Frequency(Hz)

V=04V, Is=2mA; CH1-PPG. CH2-V_. 500ms/div, 1V/div frequency response curve of the sensor

Figure 1. Wearable earlobe type PPG device and specification.

2.2. Data Analysis

The PPG data were measured at a sampling frequency of 250 Hz for 5 min. Detrending
was performed preferentially in the initial preprocessing stage to remove trends and
drifts. A fourth-order band-pass zero-phase Butterworth filter considering phase delay and
distortion with a cut-off frequency of 0.4-9 Hz was used to remove low- and high-frequency
noise from the DC components, such as movement noise and respiratory rhythm [13].
Morphologically, the point at which the notch was minimized after passing the dicrotic
notch in the volume pulse trace was set as the end of the pulse. Just after is the start of
the pulse, and defined as the pulse-to-pulse interval [14]. The representative pulse value
was calculated as the average of each time point based on the start of the pulse, to obtain a
representative single-pulse value from the values of the pulse-to-pulse interval. The second
and third derivative pulses were used to obtain the SDPPG and TDPPG from each subject’s
single-pulse PPG signal. Figure 2 shows the SDPPG and TDPPG signals in the form of
the second and third derivatives in the continuous pulse data. The SDPPG comprises
an a-wave (increase to systolic), b-wave (early systolic peak), c-wave (late systolic and
dicrotic notch), d-wave (diastolic), and e-wave (decrease after pulse) [15]. MATLAB R2019a
(MathWorks Inc., Natick, MA, USA) was used for signal processing and analysis of all
experimental data.
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Figure 2. Description of PPG, SDPPG, and TDPPG indices.

2.2.1. Multiple Linear Regression

Multiple linear regression analysis was performed to develop a model to predict the
dependent variable, “age”. The independent variables were Ty, Tac, Taq, and Tae (the
time intervals between the waves) and b/a, c¢/a, d/a, and e/a (the a, b, ¢, d, and e-wave
ratios of SDPPG); aging index (Al: (b-c-d-e)/a); vascular aging variable [8]; and sum of
TDPPG (L TDPPG(x 10%)), which is the sum of the root mean square values of TDPPG.
The regression analysis involved a stepwise method, and a model was developed with a
dataset containing the information of 68 randomly selected subjects (approximately 80% of
the 84 subjects). The test set comprised data from the remaining 16 subjects (corresponding
to the remaining 20%), which were randomly extracted to verify the model.

2.2.2. Fitting a Function with a Neural Network

We constructed a neural network to predict the age of an individual using the SDPPG
and TDPPG variables. The c/a, Tac, Al, Y TDPPG(x10%), four variables act as inputs to the
neural network, and the real age is used as the target. A single hidden layer feed forward
neural network (FFNN), with a comprising 15 neurons, was used for the neural network to
learn age prediction (Figure 3). FFNN is a type of neural network that does not include
connection loops between units. Information moves only in one direction from the input to
the hidden layer; thus, no cycles or loops exist in the network. The error was calculated via
back-propagation using the Levenberg-Marquardt weight. The FFNN model learned to
minimize the error of the output value by iteratively updating the weights.
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Figure 3. Structure of Neural Network.

In this study, the input sample was divided into training, validation, and test sets. The
training set was used to train the neural network, and the validation set was used from
the training-set data until the desired accuracy was attained while training. The test set
was divided based on a scale completely independent of the validation and training sets to
verify the accuracy of the neural network. The test set provides a completely independent
measure of network accuracy. The ratio of the test set is 20% of all data. The Levenberg-
Marquardt method, which is a combination of the Gauss-Newton method and gradient
descent method, was used as an optimization function when training the neural network
model. It was used to measure the mean squared error (MSE), which was displayed on a
logarithmic scale to evaluate the performance improvement of the neural network during
training. The performance for each of the training, validation, and test sets was confirmed.
Then, the network that exhibited the best performance on the validation set was selected as
the final network. The MSE of the trained neural network was measured with respect to
the testing samples. The regression was plotted across all data to check the fitting level of
the final neural network [16].

3. Results

Owing to the correlation between age and other variables, the c¢/a, Tac, Al, and sum of
the TDPPG variables were significantly correlated with age (Table 2). Figure 4 demonstrates
the first-order linear fitting of the four correlated variables with age, c¢/a, Tac, Al, and the
sum of TDPPG.

Table 2. Results of the correlated variables with age.

b/a c/a d/a ela T,p (ms) Tac (ms) T,q (ms) Al YTDPTG x 10*
Mean + —1.10 0.14 0.03 0.21 4421 88.21 108.07 —1.49 100.18
SD +0.07 + 0.06 + 0.06 +0.05 +257 + 6.48 +5.03 +0.14 +0.05
r 0.31 —0.54 0.12 0.00 —0.05 0.33 0.08 0.53 —0.52
N.S 0.00 * N.S N.S N.S 0.01* N.S 0.00 * 0.00 *

SD: Standard deviation, r: Pearson’s correlation coefficient (*: p < 0.05), N.S: Not significant.

The age prediction model included only two variables. The Al and sum of TDPTG
were selected based on the multiple linear regression analysis using the stepwise method,
with four independent variables correlated with the dependent variable “age”. The
adjusted-r? value was 0.46 (p = 0.00). Table 3 presents the overall results of the model.
The model developed using the predicted value is expressed using Equation (1): Figure 5
demonstrates the first-order linear fitting of the test set.

Age = 109.65+ (22.16 x Al) — (0.05 x Y_TDPTG x 104) )
Table 3. Results of multiple linear regression analysis.
Estimate Standard Error (SE) t-Statistics (Estimate/SE) 4 Adjusted-r?
Intercept 109.65 6.56 16.73 0.00
Al 22.16 4.46 4.97 0.00 0.46
YTDPTG x 10* —0.05 0.01 —4.81 0.00
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Figure 5. Results of predicted age by test-set.

As a result of FFNN training, The MSE rapidly decreased as the network was trained;
the performance is shown in Figure 6 for the training, validation, and test sets. The selected
network performed the best on the validation set. The optimal performance of the training
model, MSE, was 16.023, obtained for three of nine total epochs. The MSE was the lowest
at epochs 3, but after that, MSE increased in validation set and test set.
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Figure 6. Result of training progress and best validation performance (15 hidden layer).

Figure 7 presents the regression results for the training, validation, test, and all datasets.
For the regression model derived using FFNN, the r values were 0.855, 0.701, 0.859 and
0.839 for the training data, validation data, test data, and all data, respectively. The error
histogram shows the error for the estimated result. Additionally, Bland-Altman plots were
used to compare the output values of the actual age and the learning model.
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Figure 7. Result of neural network regression, Error histogram & Blond-Altman plot.
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4. Discussion

The second derivative comprised of five inflection sections: a, b, ¢, d, and e [17].
These values correspond to the peak amplitudes, and the indicators for the ratio of am-
plitude inflection sections or duration were used as evaluation variables. In general, the
a- and b-waves correspond to the early systolic component with minimal influence from
the reflection wave, the c-wave corresponds to the mid-systolic component, the d-wave
corresponds to the post-systolic component, and the e-wave corresponds to the position
of the diastolic component after the dicrotic notch wave or the position of the diastolic
component [18]. However, it is difficult to detect the dichroic notch and the subsequent
diastolic components because the wave does not have an inflection point corresponding to
the age or PPG measurement location [19]. Therefore, it can be seen that when the PPG
data showing the position is delayed at a smooth differentiated wave pulse. In this study;
the a- and b-waves corresponded to a position similar to that of the general early systolic
component, but the d-and e-waves were detected after the diastolic component. This is
because the measurement location was the earlobe, and the characteristic of an inflection
point curve is that the subjects in their 70s and 80s are relatively elderly [19,20]. This can be
interpreted as a result of the a, b, ¢, and d-waves corresponding to the systolic component
and the e-wave corresponding to the diastolic component in the case of young adults,
whose measurements are recorded at the fingertips, as mentioned previously. However,
when a difference exists in the PPG wave shape, as observed in this study, the inflection
points are similar to the a-and b-waves, but the c- and d-waves correspond to the dicrotic
notch and diastolic component, respectively, not the mid- and post-systolic waves.

As described in previous studies, the Al obtained by dividing the sum of the c- and d-
waves by the a-wave is the blood transition capacity of the peripheral vascular system [21].
The c-wave is high and the d-wave is low when the blood flow is appropriate (which is
observed in the young adults), and the c-wave is low when the blood circulation is poor
(as observed in the elderly).

The results of this study indicate a significant correlation between age and the consid-
ered variables, i.e., sum of TDPPG, c/a, and Al of SDPPG.

First, the c/a, the c-wave is a waveform produced by the influence of the b- and
d-waves. Previous studies have shown that c/a reflects reduced arterial stiffness and that
it decreases with age [8]. It has been shown previously that the c/a ratio reflects decreased
arterial stiffness, and the c/a ratio decreases with age [14]. In this study, the insignificant
b-wave was observed to affect the c-wave, and it reflected the aorta tensibility as the first
vascular response upon blood ejection from the left ventricle. The b/a ratio indicates
whether the aortic blood volume rapidly increases at cardiac output; this variable increases
when the corresponding vascular load decreases, whereas it decreases in the case of a large
arterial stiffness.

The value of Alis obtained by dividing the difference between the b, ¢, d, and e-waves
by the a-wave and is known to reflect chronological age. Our findings agree well with
previously reported results [8]. Al is also an indicator of the functional aging of blood
vessels and severe arteriosclerosis; its value increases even when blood vessels age in
normal people.

The c-wave at the third derivative is defined as the systolic component (p1), and the
d-wave is the late systolic or early diastolic component (p2) [17,18]. In the case of the
third derivative, an advantage is that the inflection point of the second derivative can be
identified more clearly. The variables calculated from TDPPG and the evaluation of arterial
stiffness from pulse waves have previously demonstrated that mental stress significantly
affects arterial stiffness [17]. The sum of the TDPPG is expected to represent the variation
in the entire pulse as the sum of the area of the wave at the center of the inflection point.
Moreover, it is a quantitative value that can generally represent the elasticity of blood
vessels corresponding to the overall blood flow.

A regression model was developed to predict real age using three variables with a
high correlation. The c/a variable was removed based on the stepwise method, and only
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Al and the sum of the TDPPG were selected. The correlation coefficient r of the developed
model was 0.68, and the adjusted- r* value indicated a model accuracy of 0.46. The results
obtained using the randomly extracted test set showed that » was slightly lowered to 0.556
(r? = 0.309), as shown in Figure 3. This means that Al and the sum of the TDPPG variables
are improved when used independently.

In addition, FENN was used to improve the accuracy of the prediction model. This
improved the r value to 0.859, which was higher than the value (0.556) determined via the
multiple linear regression analysis of the test set. Thus, model accuracy can be improved
without increasing the number of subjects or datasets.

The MSE for the validation-set showed a stable state after epochs 3, but in the case
of validation-set and test-set, it showed a tendency to increase again after epochs 3. This
is due to over-fitting that occurs because the learning model is complex or the number
of partitioned test-set data that is small. In this study;, it is expected that the number of
data set used in the test-set is small. First, the number of neurons in the hidden layer was
adjusted to simplify the learning model (Table 4) (Figure 8).

Table 4. Results according to the number of hidden layer.

No. of
Hidden 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Layer
MSE 3898 2725 4791 18.67 20.11 19.61 3148 4744 2877 2142 15392 13.13 4098 30.01 16.02 4551 5275 39.33 60.17 70.98
Best epoch 3 7 7 6 8 3 4 7 4 6 1 4 5 5 3 6 5 3 3 5
Training (r) 067 077 075 08 08 079 08 08 083 08 031 084 094 078 08 08 087 075 092 059
Validation (r) 055 071 074 075 041 076 051 065 068 079 039 091 078 043 071 064 023 058 058 021
Test (r) 072 035 011 063 048 017 069 050 077 017 082 064 074 052 08 075 073 078 078 028
All (r) 064 072 061 082 08 074 076 077 079 077 038 081 083 071 08 080 078 067 081 041

Best epoch: best validation performance epoch.

r: Pearson’s correlation coefficient.

Best Validation Performance is 38.979 at epoch 3

[rm——s

Validaton
—Test

Best

Mean Squared Error (mse)

1 hidden-layer

9 Epochs

Best Validation Performance is 13.1336 at epoch 4

Best Validation Performance is 18.6731 at epoch 6 , BestValidation Performance Is 19.8125 atepoch 3

—Tran
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—Tr
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5
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Best

Mean Squared Error (mse)

Mean Squared Error (mse)
Mean Squared Error (mse)

4 hidden-layer 6 hidden-layer 12 hidden-layer

12 Epochs 9 Epochs 10 Epochs

Figure 8. Result of MSE each hidden layer.

As a result, the test-set showed optimal performance and test-set fitting resulted in
15 neurons set in this study. In order to prevent overfitting, it is necessary to perform
learning by adjusting the dividing ratio of training-set, validation-set, and test-set, or
regularization through drop-out that can be supplemented. The drop-out method was
not considered that because of the limitation of the input variables number. Based on the
results of this study, additional work is needed to find a model with variance and bias
based on the training-set results. This is a limitation of this study.

As a result of the error histogram according to the application of the model, it had
normality around 0, but the maximum error was confirmed to be about +8 to 10. This
is thought to be the effect of data inaccuracy or unconsidered input variables rather
than model inaccuracy. The correlation between the actual age and the predicted value
confirmed through the Blond-Altman plot was confirmed. As a result, it can be seen that
most of the data is located in the area corresponding to the 95% limit of agreement, but
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some values deviate from this. It is necessary to find additional data and an appropriate
neural network model to confirm higher agreement between the methods.

In this study, we derived a significant new TDPPG variable in addition to the com-
monly used Aging Index variable. These variables can be used as an input to the model.
The estimated age resulting from the model can be compared with real age. A standard in
generalized people can be identified by estimating younger or higher than the estimated
age. However, this study was developing a model by small number of data. Therefore,
there is a limitation that generalization is difficult with a small number of subjects, and the
purpose of this study is to confirm a method for developing a model. Another limitation
of this study is that it does not directly confirm the function of the cardiovascular system.
Furthermore, using the earlobe as the measurement location of the PPG is not the usual
location. However, in this study, age could be estimated using the PPG of the earlobe. In
future research, we plan to acquire more data for model development and compare the
results from data obtained from various locations as well as from the earlobe.

5. Conclusions

In this study, the age-specific change of characteristics of elderly Korean women using
the signal characteristics of an earlobe wearable photoplethysmometer was confirmed. The
inflection point was analyzed using the third and second derivative values of the PPG pulse,
and a new variable was derived from a combination of the inflection points. The possibility
of improving the accuracy of the model using supervised deep learning techniques, rather
than the addition of datasets, was confirmed. In future studies, additional data must be
acquired to improve the accuracy of the model and to establish a physiological basis for
these results.
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