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A B S T R A C T

Achieving high production in the top coal caving process from thick coal seams is crucial. Thus, 
the timely decision of when to stop caving poses an urgent challenge to impact the mining loss 
rate and cost recovery. To address this issue, an innovative recognition system has been devel-
oped using Near-Infrared Spectroscopy (NIRS) technology. It stands out for its on-site usability, it 
enables rapid data collection and local recognition at the longwall face. Furthermore, to over-
come the limitations of existing methods in adapting to variations in spectral data quality during 
on-site collection and the lack of integration of spectral data across different feature processing 
stages, a coal-rock recognition method has been developed which can ignore the influence of 
acquisition factors(granularity, light source angle, and detection sensor angle). This method in-
corporates the features of convolution and multi-view into the BLS model, the designed model 
structure exhibits a remarkable recognition accuracy of 99.78 %. The model was deployed into 
the recognition system, and experimental tests were conducted on the working face. The results 
showed that the recognition system can effectively identify the entire coal-caving process and 
achieve a recognition accuracy of 92.3 %. This capability is crucial for determining the optimal 
point to stop roof caving.

1. Introduction

The Longwall Top Coal Caving (LTCC) technology serves as a fundamental solution to address safety and production challenges 
during the mining of thick and extremely thick coal seams [1–5]. Referring to Fig. 1, LTCC involves five processes [6].

1. The coal wall is cut by the shearer as it travels along the front Armored Face Conveyor (AFC);
2. Hydraulics supports are pulled towards the coal wall after cutting is complete;
3. The rear AFC starts transporting coal;
4. The tail canopies swing to form a gap;
5. Top coal flows out along the gap.

The most critical task During the LTCC process is determining whether the top coal has fully caved. Typically, the completion of the 
LTCC is confirmed by observing the rear AFC. Based on detecting the substance type on the rear AFC, the automatic control of tail 
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canopies proves advantageous in achieving a highly satisfactory balance between recovery and rock mixing rates. However, the 
observation of the rear scraper is conducted in a high-noise environment, making it difficult for the time of whole top coal caving to be 
accurately determined through auditory or visual methods.

Currently, several methods have been explored to identify substances on the rear AFC. These methods include image recognition 
based on visual features [7], gamma ray recognition for detecting radioactive intensity [8,9], roof caving theory [10–12], as well as 
vibration and sound recognition to indirectly assess the status of hydraulic supports [13–15]. These recognition techniques funda-
mentally leverage distinctions in the physical characteristics of coal and rock, encompassing aspects like appearance, radiation level, 
density, and hardness. In diverse mining areas, variations in the types of coal and rock left behind after geological movements can 
significantly impact the applicability of recognition methods [16]. To address these challenges, a recognition method based on the 
chemical properties of coal and rock is proposed in this work. Near Infrared Spectroscopy (NIRS) emerges as a suitable solution, of-
fering rapid composition detection and easy technology transfer.

NIRS is an analytical technique that utilizes the near-infrared region of the electromagnetic spectrum, approximately 780–2500 
nm. This technique is based on the specific wavelengths of light absorption and scattering by different compounds in this region [17]. 
By analyzing these characteristics, NIRS can identify and quantify various chemical constituents within a sample. The basic principle of 
NIRS recognition is shown in Fig. 2. When light emitted from a source illuminates the material, the incident light covers a broad range 
of wavelengths. As the incident light interacts with the material, it undergoes reflection, refraction, and absorption, resulting in 
emitted light that carries information about the substance. After the emitted light, after passing through wavelength selection by a 
detector and Charge-Coupled Device (CCD), the emitted light is ultimately converted into a digital signal, which is then processed by a 
chip to complete the data analysis. Currently, NIRS has proven its efficiency in several fields, such as space [18], food [19], plants [20], 
and medicine [21]. Moreover, in the mining industry, researchers have used NIRS to determine coal and rock types, subtypes, 
geographical sources, and industrial components.

For instance, Xiao et al. [22] and He et al. [23] used a Support Vector Machine (SVM) and an Extreme Learning Machine (ELM) to 
distinguish between coal and rock. Moreover, Zou et al. [24] used an enhanced Mahalanobis distance-based method against outliers in 
the dataset. In addition, Begum et al. [25] built classic machine learning models (Logistic Regression, Random Forest, and SVM) to 
identify the coal subcategory. Furthermore, Principal Component Analysis (PCA) and improved Linear Discriminant Analysis (LDA) 
were combined by Yu et al. [26] to address the limited sample challenge in defining the geographic origin of the coal. Furthermore, 
Wang et al. [27] applied the strategy to regress the properties of coal (including ash, volatile matter, total moisture, inherent moisture, 
fixed carbon, and sulfur) after classification, contributing to an enhancement in accuracy.

Among the realm of existing identification methods, a variety of models are applied to address different challenges. The afore-
mentioned study conducted experiments and highlighted the prevalence of SVM and LR as widely used models. These models boast a 
robust theoretical foundation and demonstrate versatility in handling tasks. However, they mainly handle ideal data collected under 
singular conditions, posing challenges in evaluating their effectiveness in identifying field spectral data. Consequently, a need arises 
for a model specifically tailored to handle field conditions arises.

Therefore, Broad Learning System (BLS), introduced by Chen et al. [28] in 2018, is a further improvement of the Random Vector 
Functional Link Neural Network (RVFLNN) model. It exhibits the characteristics of simple structure, fast parameter calculation, and 
scalability; thus, it has been widely used since its introduction. Moreover, Jin et al. [29] and Chen et al. [30] added regularization to 
the BLS technique to balance the complexity and performance of the model while improving its stability. Jin et al. [31–34] addressed 
the issue of overly strict and binary label supervision in traditional BLS models using label enhancement techniques. Moreover, Yang 
et al. [35] added convolutional calculations to BLS, enhancing the model’s accuracy when processing the two-dimensional data. In 
addition, Li et al. [36] applied this technique to image classification and yielded good results. As for Shi et al. [37], he introduced 
multi-view features into BLS when modeling multi-correlated data; consequently, he enhanced the model’s ability to process het-
erogeneous data [38]. However, existing methods focus on extracting information from single-source raw data or integrating 
multiple-source raw data without considering the integration of single-source data at different stages of feature extraction.

To meet the environmental requirements for LTCC, specialized equipment for on-site recognition must be designed. There are 
already many companies that have developed products that are adaptable to different spectral analysis needs. Buchi GmbH has created 
an online detection device that can be installed on conveyor belts and screw conveyors, as shown in Fig. 3(a), which uses different 
types of light signals, such as near-infrared and visible light, to identify the information of the tested object. Spectra Flow GmbH has 
developed a spectral collection and analysis device that can detect various mineral contents continuously, as shown in Fig. 3(b). This 
device comprises a lampshade, dust cover, light source, light source holder, spectrometer lens, optical fiber, and other parts, and this 
device can be used with high precision and adaptability in multiple regions. Currently, no company has designed a spectral collection 

Fig. 1. (a) Schematic diagram of LTCC.
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device that can be used underground. Therefore, it is necessary to design a coal and rock recognition device suitable for use in the LTCC 
process. Additionally, it is essential to develop a recognition algorithm that can adapt to the operational conditions on-site.

2. Recognition system design

2.1. Hardware design

The hardware of the recognition system is divided into two components, as illustrated in Fig. 4: the acquisition and processing 
parts. The processing part includes an industrial computer, a spectrometer (NIR512− 2.5− HSC− EVO from Avantes, Netherlands), an 
optical path switcher (PLS-A from WYOPTICS, China), and a relay with a solid-state relay featuring a 24 V rated voltage. The industrial 
computer utilizes the UP Xtreme series development board from the Chinese company AAEON. The spectrometer boasts 512-pixel 
detectors, a measurement wavelength range of 1000–2500 nm, and a spectral resolution of 3.2 nm. Moreover, the PLS-A optical 
path switcher facilitates automatic switching between two optical paths, streamlining the calibration process for the spectrometer.

The acquisition part comprises a light source, a probe, an optical path, an optical fiber, and an air knife. The light source is a 200 W 

Fig. 2. Basic principle of NIRS recognition.

Fig. 3. (a) Buchi’s online detection device and (b) Spectra flow’s spectral collection and analysis device.

Fig. 4. 3D model(a) and schematic diagram (b) of the hardware for the coal-rock recognition system.
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halogen lamp with a wavelength ranging between 350 and 2500 nm. For the probe, the W-84UV type collimator is utilized, featuring a 
diameter of 25 mm and a wavelength ranging between 185 and 2500 nm. The optical path channel incorporates convex lenses, concave 
focusing mirrors, and plane mirrors to transform the stray light emitted by the source into parallel light. This setting ensures uniform 
projection, resolves the problem of light source focusing, and maintains illumination intensity within the 300–900 mm distance from 
the object as per the requirements. Moreover, the optical fiber employed is a quartz optical fiber with a core diameter of 600 μm. The 
air knife, a QD-350 type product from the Chinese company Sihai, consumes 1.22 m3/min of air, establishing a relatively clean space 
during the collection process.

2.2. Software design

The flowchart depicted in Fig. 5 outlines the processing steps of the software module employed in this recognition system. Upon 
initialization, the system first checks whether spectrometer calibration is completed. If not, it switches the optical path to gather 
spectra in dark conditions for calibration. After calibration, it switches back and awaits operational instructions from an external 
controller. Upon receiving the start command, the light source is activated and initiates the collection of reflected light is initiated 
using the spectrometer. In the laboratory, the number of repeated measurements was set to five, and the average of the five collected 
spectra was taken as the final output spectrum. In field collection, the number of repetitions can be adjusted according to the 
movement speed of the substance being sampled; the faster the movement, the fewer repetitions.

Additionally, parameters, such as the number of integrations and integration time, during spectrum collection need to be adjusted 
based on the light source’s brightness and the ambient light’s intensity. Subsequently, a recognition model is employed for identifi-
cation, and the results are transmitted back to the external controller. In the event of a stop command, the light source is deactivated. 
Otherwise, the system continues data collection for recognition.

3. Recognition model design

This section introduces the recognition models integrated into the recognition system, as illustrated in Fig. 6. The designed model 
incorporates both original and feature-processed data. Original data represents information directly obtained from the spectrometer, 
while the feature-processed data undergoes preprocessing and feature extraction. Following the processing by the improved BLS 
model, the system generates the recognition results.

3.1. Spectrum preprocessing

The spectrometer excels at data collection within the 1000–2500 nm wavelength range. However, inherent resolution limitations in 
the instrument yield only 512 raw data points. To mitigate information loss during subsequent processing, expanding the data set 
becomes necessary. Resampling proves to be a common technique for data expansion. In contrast to polynomial interpolation, which 
can introduce discontinuities at nodes, piecewise linear interpolation with spline interpolation performs low-order interpolations on 
each segment interval. This approach offers the advantages of curve smoothness and robust convergence [39]. Hence, spline inter-
polation is selected for data resampling process. To maintain fidelity to the original curve and minimize deviations, a smaller inter-
polation interval is employed, ensuring accurate tracking of the original data with reduced error. The interpolated spectral resolution is 
set at 0.25 nm, leading to a substantial increase in data points, culminating a final count of 6000 points in the spectral data.

To eliminate the impact of clutter caused by ambient light on the analysis, the Savitzky-Golay (SG) smoothing algorithm is applied 
[40]. This algorithm employs a sliding window and polynomial fitting to effectively smooth the data. The degree of smoothing is 
modulated by adjusting the size of the sliding window and the order of polynomial fitting within that window. The specific values for 
these parameters will be determined through experimental exploration in subsequent stages.

Fig. 5. Flowchart of the recognition system processing.
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3.2. Feature extraction

The characteristics of coal and rock samples, encompassing surface roughness, particle size, and degree of coalification, coupled 
with detection conditions like the angle of the light source and the angle of the detection sensor, can include variations in the overall 
trend of the spectrum trend. This phenomenon, known as baseline shift, requires data calibration to mitigate its influence. In this study, 
calibrating many types of spectra with identical parameters is vital, emphasizing the universality of the calibration technique. To 
address this, asymmetrically reweighted Penalized Least Squares (arPLS) is a useful approach for estimating spectrum baselines 
without necessitating prior knowledge of the sample’s composition, peak detection, or mathematical assumptions regarding the 
background noise distribution [41].

Let y a single spectral data of length 1500 having equal intervals. z is the baseline to be found, which should follow the trend of y 
while keeping its smoothness. A minimization function is first built: 

S(z)= (y − z)T
(y − z) + λzTDTDz (1) 

where S(z) is the regularized least squares function, D is a difference matrix, and λ is a parameter used to adjust the balance between 
fitness and smoothness.

A weight vector w is then introduced. Let W be a diagonal matrix. Equation (1) can then be rewritten as: 

S(z)= (y − z)TW(y − z) + λzTDTDz (2) 

The solution of the minimization problem is given by: 

∂S
∂zT = − 2W(y − z) + 2λDTDλ = 0 (3) 

z=
(
W + λDTD

)− 1Wy (4) 

The following partially balanced but asymmetric weights are then chosen: 

wi =

{
logistic(yi − zi,md− , σd− ),

1,
yi ≥ zi
yi ≤ zi

(5) 

logistic(d,m, σ)= 1
1 + e2(d− (− m+2σ))/σ (6) 

Where d = y-z, d- = {d|yi < zi}, md- and σd-are respectively the mean and standard deviation of d-, and logistic is a generalized logistic 
function.

Moreover, the algorithm is programmed to detect baselines positioned below the calibration data. However, the concave spectral 
features of coal and rock do not meet this requirement as they are located above the baseline. Thus, to tackle this challenge, a 
transformation of the original spectrum precedes the baseline calculation: 

s△ = − (arPLS((− s)+2s) − 2s) (7) 

s+ = sΔ − s (8) 

where s represents the spectrum after preprocessed, s is the mean of s, arPLS is applied as the baseline correction operations, s△ is the 
spectrum baseline, and, finally, s+ denotes the spectral data calculated after the baseline elimination. Therefore, Eq. (7) is used to 
transform concave features into convex ones, helping in improving the accuracy of the baseline fitting. As for Eq. (8), it is used to 
eliminate parts of the spectrum that are not relevant to the spectral features, facilitating the detection of peaks in subsequent analyses.

To perform peak detection in order to determine the position at each peak, the first derivative of the spectral data is firstly 
computed. Consequently, the positions where the slope changes from negative to positive are recorded. However, since the smoothing 
process recalls some local fluctuation features, it becomes mandatory to filter all extreme points. This is realized based on the 
wavelength distance, peak height, and peak width between the characteristic peaks. In such a case, the minimum wavelength distance 
is set between adjacent peaks to 200 nm, the minimum peak width is set to 30 nm, and the minimum peak height is set to 5. 
Consequently, all the peaks obtained earlier are collected and the union of the peak width collection is taken. This is achieved to 
accommodate characteristic widths of different spectra to the greatest extent possible. By taking the union, the peak value interval is 

Fig. 6. Flowchart of the recognition model processing.
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derived. Moreover, the peak interception is performed on the extracted spectrum, preserving only the data within the peak value 
interval and setting all other data to zero. The illustrative figures of the peak detection process shown in Fig. 7.

3.3. Basic BLS

Fig. 8 represents the structure of the basic BLS. In this structure, an enhancement layer is incorporated with feature layer to extract 
features. In addition, the output weight is computed by combining the feature layer with the enhancement layer, realizing a significant 
improvement in the model’s performance.

Assuming that X is the input matrix having a size N× M, where N represents the number of sample and M denoting the feature 
dimensionality. The feature layer has a groups of feature mappings, each generating k nodes. The output of feature layer Z is then 
calculated as follows: 

Z=φ(XWe + βe) (9) 

where We and βe are feature weights randomly generated and uniformly distributed, φ indicates a nonlinear activation function, and Z 
is represented as follows: [Z1, …,Za]. Similarly, the enhancement layer has b groups of enhancement mappings where each one 
generates r nodes. In addition, the output of the feature layer H is computed as follows: 

H= ς(ZWh + βh) (10) 

Hence, the broad model can be expressed as follows: 

Y = [φ(X1We1 + βe1),⋯φ(XaWea + βea)|

ς(Z1Wh1 + βh),⋯ς(ZbWhb + βhb)]Wm = [Z1,⋯Za|H1,⋯Hb]Wm =
[
Za
⃒
⃒Hb]Wm = AmWm (11) 

where Y indicates the output matrix of size N× C, C is the output feature dimensionality, symbol | implies the matrix concatenation 
operation, ς represents a nonlinear activation function, and Wm denotes the output weight which can be easily computed through the 
ridge regression approximation: 

argmin
Wm

: ‖AmWm − Y‖2
2 + λ‖Wm‖

2
2 (12) 

where λ denotes the constraints on the sum of the squared weights. The output weights can then be computed as follows: 

Wm =
(

λI + AmAmT
)− 1

AmTY (13) 

3.4. Improved BLS

Fig. 9 displays the structure of the improved BLS, which consists of simultaneous integration of convolution and multi-view fea-
tures. The main purpose of convolution consists of extracting correlation features between wavelengths, and to compare them to fully 
connected layers. Moreover, it can effectively reduce the number of model parameters. On the other hand, multi-view compensates for 
information damage caused by the spectral processing. The detailed procedure is defined as follows:

The network processes feature-enhanced data s+ and original data s simultaneously, using two different spectrum "perspectives". 
Moreover, it concatenates the feature mappings gathered from all the views to create an enhancement layer. Finally, this network 
combines the feature and enhancement layers to generate the output. Therefore, Convolution-Multiview BLS (C-MvBLS) represents the 
improved BLS and will be referred accordingly in this paper.

Fig. 7. Illustrative figures of the peak detection process.
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Assuming that Xp ∈ RN×M1 represents the feature-processed data and Xo ∈ RN×M2 designates the original data, the feature layer 
output Zv is then computed as follows: 

Zv = [max{η(Conv(Xp))(í ), i ≤ í ≤ i + u}
|max{η(Conv(Xo))(í ), i ≤ í ≤ i + u}] = [Zp|Zo]

(14) 

where Conv indicates the 1D convolution operator, η represents a nonlinear activation function, max is the pooling operator which 
merges nearby feature values into an individual one using the max pooling operator, u is the pooling kernel size, and, finally, Zp and Zo 

represents the feature layer outputs for both views. The enhancement layer output Hv is then computed as follows: 

Hv =
[
ZpWhp + βhp

⃒
⃒ZoWho + βho

]

= [Hp|Ho]
(15) 

where Whp, Who, βhp, and βho are randomly generated weights, whereas Hp and Ho are enhancement layer outputs for two views. Let 
Av = [Zv|Hv], the final mathematical equation for the output Yv is expressed as follows: 

Yv =AvWv (16) 

where the output weights Wv are then computed as represented here below: 

Wv =
(
λI + AvAv

T)− 1Av
TYv (17) 

Algorithm Convolution-Multiview Board Learning System:

Input: feature-processed data Xp, original data Xo

Output: output weights W
Initialization: convolution kernel size kp,ko; convolution stride sp,so; pooling kernel size up,uo; pooling stride hp,ho; nodes in the enhancement layer n
Calculate Zp = max{η(Conv(Xp;kp,sp));up,hp};
Calculate Zo = max{η(Conv(Xo;ko,so));uo,ho};
Set the feature layer output Zv = [Zp|Zo];
Random enhance layer weights Whp, Who; biases βhp, βho;
Calculate Hp = Zp Whp+βhp;
Calculate Ho = Zo Who+βho;
Set the enhance layer output Hv = [Hp|Ho];
Set the output layer’s input Av = [Zv|Hv];
Specify squared weights λ
Calculate Wv=(λI + AvAv

T)¡1Av
TYv

Set W=Wv

Fig. 8. Structure of basic BLS.

Fig. 9. Structure of the improved BLS.
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4. Materials and experiments

4.1. Sample preparation

Table 1 gathers the coal and rock samples collected from different coal mines in China, each coal and rock sample are a large block. 
11 types of rock, with No. 01–11, are gathered. They belong to the three base types of sedimentary rocks: shale, sandstone, and 
limestone. Moreover, there are 11 kinds of coal, numbered from. 12–22, belonging to the three base types, mainly anthracite, bitu-
minous coal, and lignite. For instance, Graham [42] and Wang [43] demonstrated through experiments that the surface roughness can 
affect the spectral contrast. In contrast, the particle size can influence the reflectivity and absorption characteristics of the spectra. 
Therefore, each kind of coal and rock sample was processed into three physical forms (blocks with nature rough surface, blocks with 
smooth surface, and particles with nine different diameters (8000, 4750, 2500, 1000, 500, 210, 100, 74, and 45 μm), Thus, a total of 22 
* 11 subsamples were obtained, resulting in 242 subsamples. The specific block samples are large enough so that the detection range of 
the probe is centralized in a single block sample.

4.2. Laboratory spectrum acquisition

The platform shown in Fig. 10 is used to acquire the spectrum. Each sample has a distinct granularities and type and it is placed on 
stage, using a probe to collect the reflected light. The light source angle, located between the light source and the z-axis, has nine 
different angles (10◦, 20◦, 30◦, 40◦, 45◦, 50◦, 60◦, 70◦, and 80◦). As for the detection angle θo between the detection sensor and the z- 
axis, it has eight different angles (10◦, 20◦, 30◦, 40◦, 50◦, 60◦, 70◦, and 80◦). These angles can comprehensively cover the possible 
situations that may arise during data collection. Moreover, the light source is capable to illuminate the sample from different angles. As 
for the detecting sensor, it collects the reflected light from different angles. Moreover, the average of the three spectra acquired for each 
circumstance acts as the final spectrum.

Referring to Fig. 11(a) and (b), the spectrum of coal and rock block samples are visualized respectively. It is noticeable that some 
types of rock, like siltstone2, black shale2, and argillaceous limestone1, have similar morphologies to coal. However, other researchers 
have shown unique absorption features differing from the coal in morphology at 1,411, 1,922, and 2204 nm. Additionally, the same 
type of material, such as argillaceous limestone 1 and 2 significantly varies its slope and absorption features. Moreover, due to the lack of 
absorption features in the coal spectrum, all coal spectra have a high similarity degree.

As for Fig. 11(c), (d), and (e), it displays the various conditions of argillaceous limestone 2, including granularity, light source angle, 
and detection angle. The absorption feature’s shape, the slope, and the reflectivity are primarily affected by the particle sizes. For 
instance, a diameter of 0.074 mm in the absorption feature significantly reduces the slope and increases the reflectivity. These results 
are consistent with those published in Ref. [44]. The light source angle affects the absorption feature depth as well as the reflectivity of 
the spectrum. Under an angle of 60◦, the absorption feature is barely visible, and the reflectivity drops sharply. Furthermore, the 
detection angle has a minor impact on the spectrum, yet it affects the reflectance.

4.3. Field spectrum acquisition

The schematic diagram of the field testing with the recognition system was illustrated in Fig. 12. Field testing occurred in a mining 
area located in Shanxi Province, China. As soon as the hydraulic support is launched, the equipment collects spectral data and saves it 
until the rock is continuously observed on the rear AFC. The whole top coal caving process in this experiment lasts for approximately 
19 min and 48 s, during which 834 spectral data are collected. To clearly demonstrate the complete top coal caving process, 26 spectral 
data points are selected from the available dataset. They are found to be reflective for different stages in the process, as illustrated in 
Fig. 13. The coal and rock occur at different heights, and their occurrence frequency is uneven. This fact highlights the difficulty of 
identifying coal and rock through LTCC.

4.4. System evaluation indicators

The laboratory and on-site spectral data gathered are applied for two-classification techniques using the proposed C-MvBLS model, 
having as objective to distinguish the "class" column in Table 1. The effectiveness of the model’s recognition is assessed by three 
indicators: True Positive Rate (TPR), True Negative Rate (TNR), and Mean Efficiency (ME). 

TPR=
TP

TP + FN
× 100 (18) 

TNR=
TN

TN + FP
× 100 (19) 

ME=
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
TPR × TNR

√
(20) 
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Table 1 
Types of coal and rock samples.

NO Class Base type Type Area Mining NO Class Base type Type Area Mining

01 Rock Limestone Argillaceous limestone 1 Shandong Xinglongzhuang 12 Coal Anthracite Anthracite Ningxia Ruqigou
02 Argillaceous limestone 2 Shandong Xinglongzhuang 13 Bituminous coal Lean coal Shandong Dongfeng
03 Clay Shanxi Malan 14 Meager lean coal Shandong Dongfeng
04 Sandstone Siltstone 1 Shanxi Malan 15 Meager coal Shandong Gaocun
05 Siltstone 2 Shandong Xinglongzhuang 16 Coking coal Shanxi Malan
06 Fine sandstone Shandong Dongfeng 17 Fat coal Shandong Caozhuang
07 Medium-grained sandstone Shandong Dongfeng 18 1/3 coking coal Shandong Bayi
08 Shale Black shale 2 Shanxi Xinjing 19 Gas-fat coal Shandong Maozhuang
09 Black shale 1 Shanxi Malan 20 Gas coal Shandong Xinglongzhuang
10 Sandy shale 1 Shandong Dongfeng 21 Lignite Lignite1 Shandong Wutu
11 Sandy shale 2 Shandong Xinglongzhuang 22 Lignite2 Jilin Shulan
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Referring to Fig. 14, where P and N represent, respectively, the coal and rock whereas T and F indicate, respectively, the correct and 
false recognition. Moreover, TPR reflects the recognition effect of certain types, TNR denotes the recognition effect of non-certain 
types, and, finally, ME indicates a comprehensive evaluation index.

Fig. 10. Schematic diagram of the spectrum acquisition platform.

Fig. 11. Spectrum of coal/rock acquisitioned under different conditions (a) block coal, θi = θo = 0 (b) block rock, θi = θo = 0 (c) different 
granularities θi = θo = 0 (d) different light source angles θo = 0 (e) different detection angles θi = 0.

Fig. 12. Schematic diagram of the (a) field testing with the recognition system and (b) before and after LTCC process.
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5. Results and discussion

5.1. Comparison of preprocessing

Five random samples were selected from the spectral data collected in the laboratory. In more detail, Fig. 15 displays the spectral 
curves after applying the SG smoothing technique using different parameters, such as window lengths (wl) and polynomial orders (or), 
regarding the spectral data. The results show that a lower order produces a slight deviation from the original trend, while a second 
order produces the best smoothing effect. However, a third order does not enhance the output. Reducing the window size when the 
order is the same will lead to worse results as data will start to fluctuate. Moreover, increasing the window size beyond a certain point 
will not yield in any adjustment on the results. Therefore, the adopted preprocessing scheme involves firstly the use of spline curve 

Fig. 13. Spectrum of coal/rock collected in field.

Fig. 14. Position diagram of evaluation metrics in the confusion matrix.

Fig. 15. Comparing different SG parameters for (a) window length and (b) order.
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resampling, followed by SG smoothing with a window size of 99 and an order of two.
In order to extract specific spectral bands that distinguish between coal and rock in spectral data, the arPLS method is deployed to 

search for the baseline of the spectral curve, as represented in Fig. 16(a). This method subtracts the smoothed data from the baseline to 
effectively eliminate irrelevant band information. After baseline correction, the peak detection is applied to calculate the center po-
sitions and widths of each peak. These positions are then extracted from the corrected data to generate the two feature bands data, as 
shown in Fig. 16(b). This approach can retain the coal-rock differentiation information and accurately separate feature bands for 
different spectral data shapes; thus, it saves the computational resources for subsequent processing.

To verify the effectiveness of coal-rock classification after the extraction of the feature bands, the PCA method is used to extract the 
main information from the raw and feature data. For easier presentation, the top two important data components are selected from 
each dataset and they are plotted as a 2D distribution figure, where the shaded areas represent regions with relatively high scatter point 
density. Referring to Fig. 17(a), it can be observed that the feature points of the coal and rock are not distributed in a cross-manner in 
space. However, only the first feature shows a difference, while the other ones do not contribute to the classification task. After 
performing the feature extraction as presented in Fig. 17(b), the coal’s features are more concentrated and less likely to mix with the 
rock feature points in space.

As presented in Fig. 18, the Pearson correlation coefficient method is applied to calculate the correlation between spectra of 
argillaceous limestone 2 under different influencing factors. Its value ranges from − 1 to 1. The formula to calculate the Pearson 
correlation coefficient is: 

r=
∑n

i=1(xi − xʹ)(yi − yʹ)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(xi − xʹ)2∑n
i=1(yi − yʹ)2

√ (21) 

Where r is the Pearson correlation coefficient, n is the number of data points, xi and yi are the values of the two variables for the i-th data 
point, x’ and y’ are the mean of variable x and y. r = 1 indicates a perfect positive linear correlation, r = − 1 indicates a perfect negative 
linear correlation, r = 0 indicates no linear correlation. Therefore, the Pearson correlation coefficient between spectral curves obtained 
under different influencing factors should be as close to 1 as possible. This reduces the impact of external factors such as collection 
conditions on the recognition process, ensuring that the same type of coal and rock exhibits similar features under different conditions, 
thereby reducing the difficulty of model training.

When influencing factors change, as shown in Fig. 18(a)–(c), spectral correlation can decrease or even become negative. Therefore, 
the relationship between spectral curves can be affected by several factors. For instance, in Fig. 11(c), the overall trend of the 2.5 mm 
spectrum is relatively flat, while the reflectance remains within a small range, and the absorption peak is relatively small. As a result, as 
shown in Fig. 18 (a), the correlation between the spectrum at 2.5 mm and larger particle sizes is notably low across various granu-
larities. The spectrum at larger particle sizes exhibits a slight upward trend, and the degree of fluctuation is more pronounced. As 
shown in Fig. 18(d)–(f), following baseline correction, the correlation among the spectra for all parameters show a significant 
improvement, reaching a minimum correlation value of 0.8. The reason is that after baseline correction, the spectral data retains only 
the characteristic parts, as shown in Fig. 16(b).

However, the Pearson correlation coefficient calculation on the baseline-corrected spectral data can be misleading, because the 
corrected spectra often contain values near zero in specific wavelength regions, such as 1100–1350 nm, 1500–1850 nm, 2080–2120 
nm, and 2300–2400 nm in Fig. 16(b). These near-zero values significantly contribute to the overall similarity but do not provide any 
useful features for recognition. Therefore, band selection is necessary. It is possible that after band section, the absorption peak features 
persist, leading to a more unified spectral curves for similar components. As shown in Fig. 18(g)–(i), while the similarity of the spectra 
may slightly decrease compared to after baseline correction, it does not result in a negative correlation and still maintains a decent 
clustering effect.

Fig. 16. Feature extraction results of baselines search (a) and band selection (b).
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5.2. Comparison of structural

To demonstrate the superior performance of the proposed C-MvBLS model, it is compared to BLS, CNN, C-BLS, and Mv-BLS models 
while considering similar structures. BLS refers to a basic model that has been explained in detail earlier. Moreover, CNN is a neural 
network model that employs convolution, pooling, and other operations to extract the required features. In addition, C-BLS replaces 
the linear mapping of the feature layer and the enhancement layer of the basic BLS with convolutional layers. Finally, Mv-BLS increases 
the number of feature layers in the basic BLS and maps distinct input data. Furthermore, three types of input data are used: original 
data ("or"), feature-processed data ("pro"), and the union of both ("or + pro").

Fig. 17. 2D feature distribution of the original (a) and feature-extracted (b) spectral data.

Fig. 18. Comparing the Pearson correlation coefficient between spectra under different influencing factors (particle sizes, light source angles, 
detection angles) after different processing stages (original data, after baseline calibration, after band selection) (significance level: 0.05).

Table 2 
Hyperparameter list of C-MvBLS.

Hyperparameter Range or Value Hyperparameter Range or Value

Convolution kernel size [20,30] Atride kernel size [10,26]
Convolution kernel number [6,11] Feature layer group number 5
Activation function {Relu, Sigmod} Enhance layer group number 10
Pooling kernel size [2,7] Number of each group 150
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In this study, a dataset of 10,496 laboratory-collected spectra was used (dataset have been deposited into the Zenodo, DOI: 
10.5281/zenodo.8201508), divided into 90 % for training, 5 % for testing, and 5 % for validation. Table 2 provides the hyper-
parameters deployed in the C-MvBLS model where the parameters for the convolutional layer were randomly selected within a given 
range. When applying the model structure ablation, relevant hyperparameters were kept unchanged. To avoid the repetition of data 
used for training and testing, it was randomly selected from the shuffled dataset for each iteration. Additionally, each model underwent 
five training and prediction cycles to ensure accuracy.

Referring to Fig. 19, one can see how the accuracy and time consumption of the different structures vary. The horizontal axis 
displays the names of the various input data as well as the model structures. When applying single-view models, two options are 
available: just using the original data or just using the feature-processed data. According to Fig, 19(a), referring to the model that uses 
only raw data, it is observed that, in terms of TNR, CNN is more accurate in recognizing rocks compared to BLS; however, it is less 
accurate in recognizing coal in terms of TPR. On the other hand, C-BLS has higher recognition accuracy for both coal and rocks. The 
poor performance of or-BLS is attributed to its ability to handle global information but insufficient feature extraction from the original 
data. The or-CNN performed poorly because it only captured local features between wavelengths and lacked more layers to capture 
global information. The or-C-BLS, on the other hand, combined the advantages of both, integrating local and global information to 
achieve higher recognition accuracy. These findings indicate that adding convolutional operations to BLS can improve the model’s 
recognition performance.

The model that employs only feature-processed data demonstrate that BLS has the highest overall recognition accuracy (ME). 
However, the low overall recognition accuracy of C-BLS and CNN is due to the relatively limited TPR in recognizing coal. This is mainly 
due to the spectral processing process that disrupts the correlation information between wavelengths. Comparing the performance of 
the same structured models with different inputs, both BLS and CNN show significantly improved at the level of TPR in recognizing 
coal after inserting feature-processed data. Thus, the compensation for the overall low recognition accuracy is achieved. Moreover, this 
result proves that feature-processed data improves the recognition accuracy of coal.

Comparing the performance of similar structured models exposed to single-view and multi-view settings, it can be observed that the 
application of MvBLS with multiple views results in higher recognition accuracy compared to the use of two single-view BLS models. 
This makes the recognition accuracy of coal (TPR) close to that of rocks (TNR). Moreover, the findings prove that adding multiple 
views in BLS can enhance the recognition performance of the model.

When comparing the proposed model C-MvBLS to other models, it has significant advantages in all three indicators, and the 
fluctuation range of recognition accuracy is also greatly reduced. Moreover, each training achieves stable and high-precision recog-
nition accuracy. This result demonstrates that the proposed C-MvBLS model integrates the advantageous effects of other models and 
exhibits higher superiority in coal and rock recognition.

To further evaluate the real-time performance of the models when operating under recognition systems, the running time of these 
eight models in recognizing individual spectral data is measured. As shown in Fig. 19(b), C-MvBLS has a significantly longer running 
time compared to other models. However, the recognition time of the model is still measured in milliseconds, where C-MvBLS does not 
exceeding 200 ms. Therefore, this does not impact the real-time performance of the recognition system.

5.3. Comparison of algorithms

To demonstrate the superiority of our proposed C-MvBLS model over existing recognition models, we compare it to three 
commonly used models: Logistic Regression (LR), Support Vector Machines (SVM), and Random Forest (RF). The first is characterized 
by a low-complexity linear regression analysis model and it is often used as a classifier. SVM maps features to high-dimensional space, 
making it easier to distinguish characteristics. Finally, RF is an integrated learning algorithm establishing multiple decision trees to 
obtain a comprehensive judgment as the output result.

We apply the same dataset and data partition method as in the previous section to train the models. Table 3 demonstrates the 
hyperparameters used in the comparative models. During each iteration, data is randomly selected from the shuffled dataset, and each 
model undergoes five training and prediction cycles.

The accuracy and time consumption results for the different algorithms are presented in Fig. 20. In more detail, Fig. 20(a) shows 
that the LR and RF models are specific in recognizing rocks and coal, achieving higher accuracy in identifying them. However, both 
models have relatively lower accuracy while recognizing other categories. The recognition stability over the five training and pre-
diction cycles is also poor for these models. However, the SVM model performs better than the LR and RF models in terms of the ME 
metric since it generates good recognition performance for both coal and rocks yielding in a minimal difference. On the other hand, the 
C-MvBLS model reaches the best recognition performance and exhibits the highest stability over the five training and prediction cycles. 
Its recognition indicators are the highest among the four models, approving the superiority of the proposed recognition model over the 
existing models.

Moreover, in Fig. 20(b), the average recognition times for LR, SVM, and RF models are all within 30 ms, showing no significant 
difference among them. However, the C-MvBLS model has an average recognition time of 163 ms, which is much longer than the other 
models. Nevertheless, this extra time consumption during the coal feeding process would not affect the real-time nature of recognition.

5.4. Comparison of data source

The drilling results presented in Table 4 illustrate the distribution of coal and rock within the roof strata. The index numbers denote 
distances from the working face, with higher numbers signifying greater distance. The findings underscore the prevalence of coal-rock 
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mixes in the top coal seam. Consequently, a recognition system with both high accuracy and real-time capabilities becomes imperative. 
High accuracy ensures that the material type is precisely identified, while real-time capabilities guarantee that interbedded layers are 
detected promptly.

The collected spectral data (as shown in Fig. 13) was used for recognition using the proposed C-MvBLS model. The final recognition 
results were compared to the actual field results, and the accuracy of the model was computed. Moreover, Fig. 21 illustrates the 
recognition results, indicating that the C-MvBLS model accurately identifies the coal and rock classes. The recognition results are 
generally consistent with the distribution of coal and rock in the roof. However, only index numbers 16 and 23 are misclassified. In 
addition, the overall recognition accuracy of the system was equal to 92.3 %, which demonstrates the system’s effectiveness at the level 
of field applications.

Fig. 19. Variation of accuracy (a) and consuming time(b) of different structural.

Table 3 
Hyperparameter list of model for comparison.

Model Hyperparameter Value

LR Penalty 0.2
Solver Saga

SVM Kernel RBF
Penalty 10
Gamma 1/(features size)

RF max_depth 3
estimators 100

Fig. 20. Variation of accuracy (a) and consuming time(b) of different algorithms.
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6. Conclusion

During the LTCC, it is crucial to recognize different coal rock classes. To address this challenge, a field-deployable recognition 
system based on NIRS technology has been developed. It consists of two parts: the acquisition of light collection and the processing for 
recognition, this system is designed to detect different coal-rock classes during the roof coal caving process. Additionally, spectra under 
different influencing factors, such as granularity, light source angle, and detection sensor angle, are obtained to explain the potential 
effects and develop C-MvBLS model that eliminates them. The developed model applies a combination of convolution and multi-view 
features in a BLS structure to perform the two classifications for coal-rock samples with high accuracy rates reaching 99.78 %. Finally, 
the proposed recognition system with the model is deployed in real coal mines during the experiments, where the spectral data from a 
complete coal caving cycle is collected and classified with an accuracy rate of 92.3 % when considering two-classification.

However, this work still has some drawbacks, different types of coal and rock are present in the actual coal seam roof. In the feature 
processing stage, this method reduces the differences between various subtypes of rock and between different subtypes of coal, 
focusing primarily on the binary classification problem of coal and rock. However, when monitoring the material on the rear AFC, it is 
not possible to accurately determine the height of the coal seam from which the caved coal originated. Therefore, future work has been 
proposed, such as exploring fine-grained feature processing methods that can capture more subtle differences between subtypes, 
thereby improving the model’s adaptability in complex environments. Based on this feature processing method, multi-class classifi-
cation models could be introduced to consider more subtypes, enabling precise differentiation between different subtypes of coal and 
rock.

Table 4 
Distribution of coal and rock in the roof.

Fig. 21. Recognition result of two-classification.
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