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A B S T R A C T   

Objective: Among the stakeholders of COVID-19 research, clinicians particularly experience difficulty keeping up 
with the deluge of SARS-CoV-2 literature while performing their much needed clinical duties. By revealing major 
topics, this study proposes a text-mining approach as an alternative to navigating large volumes of COVID-19 
literature. 
Materials and methods: We obtained 85,268 references from the NIH COVID-19 Portfolio as of November 21. After 
the exclusion based on inadequate abstracts, 65,262 articles remained in the final corpus. We utilized natural 
language processing to curate and generate the term list. We applied topic modeling analyses and multiple 
correspondence analyses to reveal the major topics and the associations among topics, journal countries, and 
publication sources. 
Results: In our text mining analyses of NIH’s COVID-19 Portfolio, we discovered two sets of eleven major research 
topics by analyzing abstracts and titles of the articles separately. The eleven major areas of COVID-19 research 
based on abstracts included the following topics: 1) Public Health, 2) Patient Care & Outcomes, 3) Epidemiologic 
Modeling, 4) Diagnosis and Complications, 5) Mechanism of Disease, 6) Health System Response, 7) Pandemic 
Control, 8) Protection/Prevention, 9) Mental/Behavioral Health, 10) Detection/Testing, 11) Treatment Options. 
Further analyses revealed that five (2,3,4,5, and 9) of the eleven abstract-based topics showed a significant 
correlation (ranked from moderate to weak) with title-based topics. 
Conclusion: By offering up the more dynamic, scalable, and responsive categorization of published literature, our 
study provides valuable insights to the stakeholders of COVID-19 research, particularly clinicians.   

Introduction 

Since its emergence in Wuhan, China, in December 2019, COVID-19 
has spread across the world and generated 28 million confirmed cases 
and a death toll of 2.1 million as of January 21, 2021 [1]. In response to 
this public health emergency, numerous open-access research data, and 
computational resources have been established by the National In
stitutes of Health (NIH), Centers for Disease Control and Prevention 

(CDC), public consortia, and some private entities [2–4]. Consequently, 
an unprecedented rate of growth in the literature related to COVID-19 
and associated implications has emerged. To identify relevant infor
mation from the abundance of COVID-19 articles, the White House Of
fice of Science and Technology Policy initiated a call to action to the 
artificial intelligence (AI) community [3]. 

Thus far, numerous AI techniques have been applied to population 
screening, imaging data acquisition, diagnosis, and medical support for 
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COVID-19 [5–7]. Bibliometric analysis of research results has been 
conducted to investigate the current status of published COVID-19 
research [8–11]. Colavizza et al. conducted a scientometric analysis to 
map scientific literature [12]. Other studies incorporated text-mining 
techniques such as Lexical Link analysis [13], Named Entity Recogni
tion [14], topic modeling analysis [15], and Latent Dirichlet Allocation 
[16,17] to identify and visualize the topics and patterns of COVID-19 
literature. However, these studies either had a larger focus of all coro
navirus infection types, including severe acute respiratory syndrome 
CoV (SARS-CoV) and Middle East respiratory syndrome CoV (MER
S-CoV) [15,16] or, in the case of some bibliometric studies, included 
very limited numbers of studies− ranging from 92 to 923− with a 
COVID-19 focus. Work to date has not yet produced a set of topics 
around which the literature can be organized and searched. In this 
study, we examine tens of thousands of articles to develop such a topic 
set through the use of title-based and abstract-based models and the 
examination of the relationships between them. 

Materials and methods 

This study preprocesses a corpus of articles to extract terms and then 
apply a series of content analysis methods [18–20]. Our study comprised 
two parts. In the first part, we identified a resource for COVID-19 
literature and developed our initial corpus for curation and term 
extraction. In the second part, we utilized several dimension reduction 
techniques including topic modeling and multiple correspondence 
analysis to reveal some distinct patterns in the text data and the asso
ciations among these patterns. Given that the study sample included 
publicly available research abstracts and titles, this study did not require 
institutional review board review. Human subjects were not used for this 
study. Fig. 1 illustrates the steps involved in this study, starting from the 
establishment of corpora for abstracts and titles separately from NIH 
COVID-19 Portfolio. The green and yellow colors indicate processes 
focusing on abstracts and titles, respectively. This initial step is followed 
by the generation of term lists using various NLP techniques and the 
establishment of DTMs. The next step involves the use of dimension 
reduction techniques and the determination of numbers of topics for 
abstracts and titles. The final step involves processes to generate topic 
scores and associated binary values, then merging results for 

abstract-based and title-based topics to examine the Spearman correla
tion between them. 

Corpus generation and term extraction 

We downloaded all references from the NIH COVID-19 Portfolio, an 
expert-curated source for publications and preprints for COVID-19 or the 
novel coronavirus SARS-CoV-2 [21], on July 25. We, then updated the 
set of references on November 10th and 21st before we performed the 
final analyses. We excluded references in which abstracts were brief 
(less than 24 words) or absent. 

To curate and generate the term list, we used natural language 
processing (NLP) methods such as stop words and regular expres
sions− exclusion of unimportant words and patterns that are irrelevant 
to the study; phrasing − recognizing phrases up to six words (6-g) such 
as severe acute respiratory syndrome coronavirus-2 (SARS-COV-2); and 
stemmitazion/lemmatization − reducing terms into their simplest form 
(i.e., roots) [19]. We used JMP 14 Pro Text Explorer for data curation 
and analyses [22] due to its ability to process large corpora without 
requiring high computational power like a super computer and its 
user-friendly interface that do not require prior programming experi
ence. We produced two document term matrices (DTMs), one for the 
abstracts and one for the titles. 

Topic modeling 

We utilized several dimension reduction techniques on the DTMs to 
discover patterns − major topics − by analyzing the abstracts and titles 
separately. First, we used latent semantic analysis (LSA), which uses 
singular value decomposition (SVD), a matrix decomposition process to 
reduce a matrix into its constituent parts, to reveal principle components 
of the matrices [23,24]. Then, we used topic analyses (TA), a technique 
similar to factor analysis, to determine the optimum number of topics 
between 8 and 16, by examining the terms with higher TF-IDF (term 
frequency-inverse document frequencies) weights. In LSA and TA, re
searchers determines the numbers of topics by running the analyses 
using pre-determined topic numbers and examining the resulted terms 
in each different topic models. The visual cues such as negative loaded 
terms in JMP Text Explorer allow the researcher to find the optimum 

Fig. 1. Topic Modeling Steps. The green and yellow color indicate processes for abstracts and titles, respectively. (For interpretation of the references to color in this 
figure legend, the reader is referred to the Web version of this article.) 
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number of topics. Negatively loaded term indicates that the particular 
term does not belong to the topic that it was included. To find a home for 
a negatively loaded term, researchers would increase the number of 
topics and examine the results. In our case, we examined the results 
starting from 8-topic to 16-topic models for abstracts. After determining 
11 as the best number for abstract-based topics, we examined the 
title-based topics, which also exhibited similar results. Since we aimed 
to investigate the correlation between topics generated from abstracts 
and titles, we determined the title-based topics as 11 to achieve 
one-on-one matching. We preferred TF-IDF as the weighting factor over 
regular frequency due to its normalization function, highlighting the 
unbiased importance of a particular term while considering the entire 
corpus [18]. Topics are ranked from 1 to 11 according to the amount of 
variation explained by a particular topic in the respective data set [25]. 
The topics were named by the study authors, including four medical 
doctors, by using the high-frequency terms for each topic. 

After determining an 11-topic model for abstracts and another for 

titles, we assigned each document (publication) to an abstract-based 
topic and to a title-based topic based on the document’s highest topic 
score (i.e., component score). Topic scores are a vector of orthogonal 
values for each document that was generated by extracting and sum
marizing the patterns from the original DTM [25]. Documents that 
achieve a higher score in a topic would exhibit higher association with 
that particular topic [22]. Based on the highest topic score for each 
document, we generated binary values for each of the eleven topics for 
abstracts and titles. In each of the abstract and title analysis file, we 
ended up with a binary value for each topic that describe a document’s 
belonging to that topic. We then merged the two analysis files using 
unique document ID numbers. We examined the correlation (Spearman) 
between 11 abstract- and 11 title-based topics using the binary vari
ables. We generated word clouds for top loading terms for each topic, 
and examined the content of the word clouds to assess the semantic 
compatibility between abstract-based and title-based topics that 
exhibited some level of correlation. We also examined the relationship 

Fig. 2. Corpus generation process, and pre/post distributions of references based on 1) sources, and 2) article types. Covid-19 Portfolio, a NIH initiative that 
combines articles from PubMed and preprints from arXiv, bioRxiv, ChemRxiv, and medRxiv, Research Square, and SSRN, was downloaded on 11/21/2020 from 
https://icite.od.nih.gov/covid19/search/. 
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between abstract-based 11 topics and their sources and journal countries 
by using multiple correspondence analysis; a technique stems from the 
principal component analysis designed for categorical variables [26]. 
Multiple correspondence analysis shows the associations between cate
gorical variables. Finally, we developed a table that included the five 
most representative articles (based on highest-ranking of topic scores) 
for each of the eleven abstract-based topics to provide further insights. 

Results 

We were able to obtain 85,268 references from the NIH COVID-19 
Portfolio [21] as of November 21. After the exclusion based on inade
quate abstracts, 65,262 articles remained in the final corpus. Given that 
one of the goals of the study was to compare topics generated from 
abstracts and titles separately, we excluded the references that did not 

include abstracts and abstracts with less than 24 words. We further 
excluded 42 non-english abstracts to reduce potential noise in the data. 
Our results can be reproduced by other researchers by following the 
exclusion criteria highlighted in Fig. 2. The resulting abstract and title 
DTMs included 9,923 and 2,512 terms, respectively. Fig. 2 displays the 
corpus generation process and pre/post distributions of publications 
indicating their sources and types. 

Figs. 3 and 4 illustrate the word cloud results for eleven topics based 
on the frequency of terms commonly used within the COVID-19 litera
ture. The font size of terms is based on the TF/IDF scores, in which 
higher scores refer to larger font size. Each cluster in the word clouds 
exhibit the top 40 loading terms for the topic. Some terms in the clouds 
are displayed with a dot at the end to indicate they were stemmed 
-reduced into the root of the word. Topics were generated for both ab
stracts and titles (Figs. 3 and 4, and Appendix A). Identified topics in 

Fig. 3. Moderate and weak correlated topics based on abstracts and titles. Word clouds exhibiting low weak to moderate correlations between topics based on: 1) 
abstracts (A), and 2) titles (T). The topics based on abstract and the corresponding title-based ones received the same name due to their similarity as evidenced by the 
similar terms exhibited in the word clouds. The size of font of a particular term indicates the term frequency inverse document frequency (TF-IDF) values. Different 
color spectrums were used for abstract-based topics and title-based topics. Therefore, similar colors within abstract-based word clouds indicates similar TF-IDF values 
(blue color being the indicative of high TF IDF value). A: Abstract, T: Title; Top: Topic; Top. A 9 & Top. T 5: Mental/Behavioral Health, Topic A 2 & Topic T 9: 
Patient Care and Outcomes, Topic A 3 & Topic T 8: Epidemiologic Modeling, Topic A 5 & Topic T 2: Mechanism of Disease, Topic A 4 & Topic T 11: Diagnosis and 
Complications. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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abstracts are 1) Public Health, 2) Patient Care & Outcomes, 3) Epidemio
logic Modeling, 4) Diagnosis and Complications, 5) Mechanism of Disease, 6) 
Health System Response, 7) Pandemic Control, 8) Protection/Prevention, 9) 
Mental/Behavioral Health, 10) Detection/Testing, 11) Treatment Options. 
Fig. 3 also displays the correlations between topics based on abstracts 
and titles (5 topics for each). The visual examination of the word clouds 
for the topics with moderate and weak correlations suggests the se
mantic compatibility between titles and abstracts of the publications. 
Due to their similarities, the corresponding -abstract and title based- 
topics were named identically. 

Fig. 4 displays the remaining six topics. These abstract-based topics 
exhibited very small or no correlations to the title-based topics. The 
remaining title-based topics are demonstrated in Appendix A. 

The five references that achieved the highest topic score (i.e., prin
cipal component score) for every 11 abstract-based topics are provided 
in Appendix B. Each set of five articles can be considered as the most 
representative of their corresponding topic due to their inclusion of a 
higher proportion of topic-specific terms. These representative articles 
can be used for additional insights into the identified topic. In the 
following paragraph, the description of the first topic is provided as an 
example to interpret the results, shown in Figs. 3 and 4 and Appendix A 
& B. 

Topic A 1. public health 

This topic includes 5,448 abstracts and consists of 9% of the entire 
corpus of 65,262 articles (Fig. 4). In this topic, some of the most 
frequently used terms (with the highest TF-IDF scores) are health, 
country, care, community, public, access, pandemic, and social (Fig. 4). 
The most representative five articles of topic A 1 mainly focus on public 
health, social, and educational implications of COVID-19 with different 

focuses such as “public health law and science” [27], “public health 
framework for COVID-19 business liability” [28], “COVID-19 Response 
and Education in South Africa” [29,30], and “challenges of scientific 
dissemination” [31] (Appendix B). 

Fig. 5, the map of COVID-19 research, displays the results of the 
multiple correspondence analyses. All four maps show the association 
between abstract-based topic and another categorical variable. In all 
four maps the red and blue dots indicate the proportional size of the 
variable in terms of numbers of publication. In all maps, we inserted red 
squares around some stronger associations to highlight them and to 
draw the attention of the readers. The first map (a) shows the rela
tionship between abstract-based topics and title-based topics. The 
highlighted associations with red squares in the first map (a) overlap 
with our Spearman correlation results in Fig. 3. The second map (b) il
lustrates the relationship between abstract-based topics and publication 
types. The third map (c) illustrates the relationship between abstract- 
based topics and the sources of the articles. Lastly, the fourth map (d) 
shows the relationship between the abstract-based topics and journal 
countries, which were available for only 44,876 abstracts. To improve 
visualization, we limited journal countries to the top 15 (n = 41,842, see 
Appendix C) and combined the remaining 3,034 articles from various 
countries into the “other” category. 

Interpreting the results in Fig. 5 should be performed in combination 
with Figs. 1–3 and Appendix B. For example, Topic A 5, Mechanism of 
Disease, includes 5,218 articles and exhibits correlation with title-based 
topic 2 (Top. T 2) as illustrated both in Figs. 3 and 5 (a). Moreover, Topic 
A 5 exhibits stronger associations with journal articles and clinical trials 
as illustrated in Fig. 5 (b). To put this finding into the context, among all 
publication types, the journal article category in the COVID-19 portfolio 
has the highest proportion with 36,916 articles (Fig. 2). The location of 
Topic 5 A in Fig. 5 (c) indicates that this topic draws most of its content 

Fig. 4. * Abstract-based topics exhibiting very small or no correlation to the title-based topics. Top. A 1: Public Health, Top. A 6: Health System Response, Top. A 7: 
Pandemic Control, Top. A 8: Protection/Prevention, Top. A 10: Detection/Testing, Top. A 11: Treatment Options. * The word clouds for the title-based topics 
exhibiting very small or no correlation to the abstract-based topics are provided in Appendix A. 
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from peer reviewed (PubMed) articles. Despite their smaller size, the 
two archived sources, bioRxiv and ChemRxiv, also contribute to the 
Mechanism of Disease (Topic A 5). There is also a stronger association 
between Topic A 5, Mechanism of Disease, and Switzerland as illustrated 
in Fig. 5 (d). Lastly, Appendix B, the five most representative articles for 
each topic, includes three articles from Switzerland for Topic A 5 
exploring issues related to mechanism of disease such as “immune dys
regulation” [32], “non-invasive auricular vagus nerve simulation” [33], 
and “the role of zinc in the immunological pathways” [34]. Please see 
the maps to see the other relationships (Fig. 5). 

Discussion 

This study focuses on COVID-19, including 65,262 peer-reviewed 
and achieved studies through November 21, 2020, from NIH’s COVID- 
19 portfolio. It provides a systematic assessment of organizing a volu
minous literature accumulated in a matter of months using text mining 

techniques. Previous topic modeling studies on coronavirus-related 
research had an extensive focus, with studies ranging from as early as 
1870 to April 23, 2020 [15,16]. However, having such a broad time 
range has the potential to divert the focus from COVID-19, the specific 
strain of the coronavirus infection that has resulted in a global pandemic 
in 2020. In contrast to the previous studies, this study focused on 
COVID-19, a specific strain of the coronavirus infection, identified 
eleven topics for COVID-19 research, contrasted the semantic compati
bility of abstract versus title based topics, and mapped the COVID-19 
research by showing the associations between those eleven topics, 
journal countries, and sources of publications. 

For five of the 11 topics, we found moderate to weak correlations 
between topics that were generated using abstracts and titles. The visual 
examination of word clouds indicates high semantic compatibility be
tween topics based on abstracts and titles suggests. This finding suggest 
that for a high-stakes, topic-modeling undertaking such as COVID-19 
research, when all abstracts are not available, titles can be used to 

Fig. 5. Multiple correspondence analysis results exhibiting the associations among abstract-based topics and a) title-based topics, b) publication types, c) sources, d) 
journal countries*. The close proximity between particular topic and country/source indicates strong association between them. The size of the points indicates the 
proportional marker size, size of the points being proportional to the count of observations corresponding to each point. A: Abstract, T:Title; TopicA 1: Public Health, 
TopicA 2: Patient Care and Outcomes, TopicA 3: Epidemiologic Modeling, TopicA 4: Diagnosis and Complications, TopicA 5: Mechanism of Disease, TopicA 6: Health 
System Response, TopicA 7: Pandemic Control, TopicA 8: Protection/Prevention, TopicA 9: Mental/Behavioral Health, Topic A 10: Detection/Testing, TopicA 11: 
Treatment options. TopicT 1: Vaccine Development, TopicT 2: Mechanism of Disease, TopicT 3: Disease Management, TopicT 4: Treatment Protocols, TopicT 5: 
Mental/Behavioral Health, TopicT 6: Detection/Testing, TopicT 7: Diagnostic, TopicT 8: Epidemiologic Modeling, TopicT 9: Patient Care and Outcomes, TopicT 
10: Health System Response, TopicT 11: Diagnosis and Complications. *For better visualization we included top 15 countries out of 58 journal countries in the 
analyses (See Appendix C). 
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generate the major topical areas to inform the research community. To 
confirm this point, we further ran topic modeling analyses as sensitivity 
tests on the entire corpus of 85,268 titles before exclusions and found 
eleven topics that were very similar to the ones generated using our final 
corpus, which included 65,262 titles. 

From clinicians’ perspective, the finding of semantic compatibility of 
topics based on abstracts and titles is also valuable. Even though there 
have been many efforts to classify and organize COVID-19 literature 
[35–37], clinicians’ time to explore COVID-19 literature is very limited 
due to the surge in COVID-19 cases. Even the current efforts to classify 
COVID-19 literature have grown into large numbers. These classification 
efforts tend to be very technical, making it difficult for clinicians to sift 
through while meeting the growing patient care demand. For example, 
the Kaggle site on the COVID-19 open research dataset challenge in
cludes 17 tasks, encompassing 1,602 submissions [37]. The majority of 
these submissions are highly technical since they are geared towards 
developing new algorithms to achieve better searches. Therefore, to 
perform their day-to-day patient care using evidence-based medicine, 
clinicians still use default library search functions and review an article’s 
title first before reviewing the abstract and full-text article. By showing 
the correlation between titles and abstracts, this study provides much 
insight to the clinicians about the reliability of using titles as the first 
step for developing a portfolio for evidence-based medicine. 

Consistent use of terms in specific topics as visualized in word clouds 
(Figs. 3 and 4) and the distinguishable themes for specific topics in the 
list of articles ranked from high to low relevancy for each topic (Ap
pendix B) provides additional insights about topics and their consistency 
and integrity of our topic naming process. We found that for each topic 
in Appendix B the majority of articles explored a common, topic-specific 
issue. For example, all five articles in Patient Care and Outcomes (Topic A 
2) focus on clinical care and patient outcomes, four of the five articles in 
Public Health (Topic A 1) focused on implications of COVID-19 on public 
health and education, and all five articles in Mental/Behavioral Health 
(Top A 9) explored issues such as stress, depression, seizures, and psy
chological needs. 

There is some resemblance between our COVID-19 focused eleven 
topics, and the previous two studies of general coronavirus-focused 
topics. For instance, we were able to match most of the eight topics in 
a prior study [15] to our topics by examining the top-15 most frequent 
words. In contrast to the eight topics of this previous study [15], we 
found additional topics such as Mental/behavioral Health (Top. A 9) and 
Diagnosis and Complications (Top. A 4). Some of these additional topics, 
such as mental health, were also identified among fifty topics of a pre
vious study [16]. Future studies may capture the evolution of COVID-19 
research by comparing their results with our findings. There is the po
tential that some topics such as economic implications of the COVID-19 
pandemic may become a major area of study as the pandemic evolves 
and such data are accumulated. Future studies may also explore monthly 
changes in topics during the pandemic and the potential lag time be
tween practice and publication. 

Stakeholders of COVID-19 research can draw valuable insights from 
the patterns of the research maps that we generated. Among eleven 
topics, Epidemiologic Modeling (Top. A 3) and Health System Response 
(Topic A 6) included the highest proportion (24%, and 13%), and 
Pandemic Control (Topic A 7) included the lowest proportion (4%) of 
articles. The strong association of peer reviewed sources and topics such 
as Protection/Prevention (Top. A 8), Treatment Options (Top. A 11), 
Diagnosis and Complications (Top. A 4), and Health System Response (Top. 
A 6) suggest that peer reviewed journals have a higher interest in these 
topics as opposed to topics such as Pandemic Control (Top. A7), Patient 
Care and Outcomes (Top. A 2), Epidemiologic Modeling (Top. A 3). On the 
other hand, the stronger association between archived sources and 
topics such as Pandemic Control (Top. A7), Patient Care and Outcomes 
(Top. A 2), Epidemiologic Modeling (Top. A 3) may also suggest a po
tential race among researchers to disseminate their findings. 

The pattern of the two largest topics predominantly being published 

in two different venues suggests that more clinically focused health 
system response studies had a time advantage over Epidemiologic 
Modeling studies since the latter requires aggregation of data over time. 
The five representative articles (Appendix B) for Health System Response 
(Top. A 6) explored issues such as remote clinical skills, resident lead
ership, palliative care toolkit, management of the clinical and academic 
mission, and online trainee curriculum, none of which required exten
sive efforts for data collection. On the other hand, five representative 
articles (Appendix B) from Epidemiologic Models (Top. A 3) explored is
sues such as etiology of epidemic outbreaks, land-use change on live
stock and implications on coronavirus outbreaks, wildlife supply chains 
for human consumption in Vietnam, and surveillance of bat coronavi
ruses in Korea. The authors of Epidemiologic Models seemed to over
come the time disadvantage by opting for achieved publishing, which 
takes less time compared to peer-reviewed publications. Additional ev
idence for earlier achieved publishing can also be found in Appendix B 
since the same study exploring the implication of wildlife supply chains 
for human consumption on transmission risk in Vietnam was initially 
published in bioRxiv, then in PLOS ONE [38]. We did not exclude pre
print versions of same article to be able to see earlier achieved pub
lishing pattern and check the validity of our text mining algorithm. Our 
text-mining algorithm placing the preprint and published version of the 
same article in the same topic also provides evidence of the integrity of 
our algorithm. When abstracts are very similar, or the same, the text 
mining algorithm places two documents into the same topics and cal
culates very similar topic scores for them. 

Our findings on the relationship between topics and publication 
countries also provide additional insights. For example, the stronger 
association between Protection and Prevention (Top. A 8) with South 
Korea and the peer-reviewed sources is intuitive due to the well- 
publicized protection/prevention focus of the South Korean govern
ment. Moreover, the stronger association between topics such as Patient 
Care and Outcomes (Top. A 2), Health System Response (Top. A 6), Diag
nosis and Complications (Top. A 4), and two countries, United States and 
Germany, suggest that publications from these countries focused more 
on clinical care issues during the pandemic. 

Even though journal articles (n = 36,916) followed by preprint ar
ticles (20,354) represented the majority of the publication types in the 
entire corpus of 65,262, additional insights can be found while exam
ining the associations between topics and publication types (Fig. 5 (b)). 
For example, the stronger association between preprint articles and 
Detection/Testing (Topic A 10) suggests the scientific race in dissemi
nating viable study findings on detection/testing. This scientific 
dissemination race might be leading to a higher proportion of these 
publications being initially published as preprints. Another interesting 
insight was the strong association between Diagnosis and Complications 
(Topic A 4) and Case Reports. This phenomenon can also be observed in 
the five representative articles (Appendix B) on this topic. Two of the 
five articles were case reports exploring “a 44-year-old woman with 
chest pain, dyspnea, and shock” [39] and “Microthrombi and 
ST-Segment-Elevation Myocardial Infarction in COVID-19.” [40]. 

Limitations 

First, we were not able to analyze author-provided keywords since 
they were not provided in NIH’s COVID-19 portfolio, which instead 
included expert-curated columns for condition, chemicals & drugs, 
target, and devices. Given that abstracts contain a higher proportion of 
keywords compared to the other sections of articles [41], utilizing ab
stracts to generate topics was a methodologically sound approach. 
However, it would be valuable for future studies to explore the corre
lations among topics generated from abstracts, keywords, titles, and 
full-texts. Second, while generating topics and classifying documents 
into topics, there are some alternative methods such as manual human 
classification and Latent Dirichlet Allocation(LDA), a probabilistic 
model that identifies topics within the corpus and links the documents to 
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those identified topics [42]. Even though there is a potential that these 
approaches could have achieved better accuracy, especially the manual 
human classification [43] one, we used LSA due to its dimension 
reduction focus and easier trainability, lesser time, and computational 
resource commitment. Despite its potential of higher accuracy, manual 
human topic generation and document classification was not a viable 
option since it would take a substantial amount of human resource and 
months to perform topic modeling for a corpus of 65,262 research ar
ticles. We did not have such human resources. There are also existing 
efforts led by the National Library of Medicine to curate and classify the 
literature using expert input [36]. However, we believe that comput
erized topic generation can be considered as a complement to manual 
human efforts since they can perform initial work by generating topics 
for experts to fine-tune and extract the most relevant information from 
those topics to enhance the application of evidence-based medicine. 
Another limitation pertains to the determination of the topic number. In 
traditional topic modeling approaches such as LSA, TA, and LDA, re
searchers determine the topic number through manual and iterative 
processes by running and examining the results starting from low to high 
topic models [44]. However, some of the recently developed topic 
modeling approaches such as Top2Vec, determine the optimum 
numbers of topics automatically [44]. However, these recent approaches 
require high computational power and tend to generate larger number 
of topics, which would fit better in studies focusing to reveal all potential 
topics, ranging from very minor to major ones. In future studies, we 
encourage the researchers to utilize methods other than LSA and 
compare their findings with our results. 

Conclusion 

Our study revealed major topics in COVID-19 literature by harness
ing, synthesizing, and visualizing information from large volumes of 
research (N = 65,262) to inform the research community and evidence- 
based medicine. This is the first study that maps the relationships be
tween abstract-based topics and four distinct categories, including 1) 
title-based topics, 2) publication types, 3) publication sources, and 4) 
publication countries. Stakeholders of COVID-19 research, particularly 
clinicians, would be able to draw valuable insights from the eleven 
major topics and the maps that exhibited associations between these 
topics, publication types, sources, and countries. Because of the rapid 
accumulation of COVID-19 manuscripts, text mining approaches are 
vital to increasing the likelihood that articles are found by those they 
have the most relevance to applying knowledge to optimize the global 
response. 
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