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Patients with diabetes who are closely monitored have a higher overall quality of life than those who are not. Costs associated with
healthcare can be decreased by utilising the Internet of Things (IoT), thanks to technological advancements. To satisfy the
expectations of e-health applications, it is required for the development of the intelligent systems as well as increases the number of
applications that are connected to the network. As a result, in order to achieve these goals, the cellular network should be capable
of supporting intelligent healthcare applications that require high energy efficiency. In this paper, we model a neural network-
based ensemble voting classifier to predict accurately the diabetes in the patients via online monitoring. The study consists of
Internet of Things (IoT) devices to monitor the instances of the patients. While monitoring, the data are transferred from IoT
devices to smartphones and then to the cloud, where the process of classification takes place. The simulation is conducted on the
collected samples using the python tool. The results of the simulation show that the proposed method achieves a higher accuracy

rate, higher precision, recall, and f-measure than existing state-of-art ensemble models.

1. Introduction

In the rapidly evolving field of healthcare, a diverse range of
research possibilities are available. The Internet of Things
(IoT) is driving this transformation in the way things are
done, and it will continue to do so (IoT). Patients with chronic
illnesses are the primary benefactors of modern technology,
which has gained in popularity in recent years due to its
ability to treat them more effectively. As a result, Internet of
Things technology offers diabetes patients new options.
Chronic diseases, on the other hand, are long-lasting and
necessitate long-term treatment. The majority of patients

with long-term medical illnesses, such as cancer or heart
disease, are admitted to the hospital and remain there for
significant periods of time. Chronic diseases such as heart
disease, cancer, and diabetes are among the most common.
Diabetes is today a very severe problem since it is the leading
cause of death in the United States, killing thousands of
individuals each year. In order to operate normally on a daily
basis, the diabetic patient must be properly treated on an
ongoing basis.

Diabetes is considered as a long-term condition that
tends to occur if it fails to produce insulin [1]. Blood sugar
levels (high or low) can have a negative impact on a variety of
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organs, including the eyes, neurons, and blood vessels,
among others. Patients with diabetes must have their health
regularly monitored in order to prevent their health from
deteriorating.

The rise in the number of diabetic patients has neces-
sitated an increase in the use of patient monitoring devices
during the last few years. The purpose of diabetic patient
monitoring systems is to continuously monitor blood glu-
cose levels in diabetic patients. The glucose levels can be
monitored at all times by patients, family members, and
doctors, who can respond quickly if anything appears to be
amiss.

The life of patients with diabetes is enhanced by reducing
the length of their hospital stays, which can be accomplished
through the use of diabetic portable monitoring devices. The
use of wireless technology to communicate data between
patients and healthcare providers that has a wide range of
coverage could be particularly beneficial in these instances,
according to the researchers. High-speed transmission as
well as network capacity and scalability in the next general
cellular network technology are the most important features
of 5G technology. Data transfer speeds are currently being
evaluated using this technology [2] to see if it has the po-
tential to speed up data transport.

The use of deterministic mathematical models in the
treatment of diabetic patients can be beneficial. There has
been little attention paid to mathematical models of diabetes
mellitus in the scientific literature to date. When it comes to
determining the pandemic potential of diabetes mellitus, a
technique known as stochastic numerical analysis (SNA) is
still relevant [3, 4].

In our technique, data collected by a simple sensor with
low cost and power was employed for categorization pur-
poses. The patient information was updated on a daily basis
in the cloud. It is possible that doctors will use this infor-
mation to detect and treat diabetes in patients whose blood
glucose levels fluctuate outside of the usual range.

For the purpose of obtaining the result that was obtained,
anumber of machine learning approaches were applied. The
analysis, testing, and comparison of many categorization
algorithms were carried out for providing the highest level of
accuracy feasible for the classification.

In this paper, we developed a smart continuous moni-
toring architecture for monitoring the diabetic patients
using the Internet of Things (IoT), which was based on
machine learning categorization and the IoT. Patient blood
sugar, temperature, and exercise levels were all monitored by
portable sensors that were included in our design. Data
collection and analysis were carried out using a number of
different categorization strategies. The proposed technology
also provided diabetes patients with the capability of pre-
dicting their blood sugar levels in the future, which was
advantageous to them.

2. Background

In this section, we conducted a review of previously pub-
lished research on 5G-based solutions for diabetic patient
blood glucose level monitoring, as well as possible future
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research directions [4]. The next part also contains some
previously published works that use classification to forecast
blood sugar spikes and falls using big data and predictive
analytics, which are included in this section. The classifi-
cation of e-health monitoring data is crucial to the success of
treatment.

Bukhari et al. [5] examine smart healthcare applications
that are enabled by 5G and the Internet of Things. The
authors [6] describe how healthcare delivery via 5G has its
own set of barriers, research trends, and potential future
paths, all of which are unique to this field.

Chen et al. [7] propose a health system that takes ad-
vantage of 5G technology to continuously evaluate and
monitor diabetes patients in order to provide diabetic pa-
tients with comprehensive monitoring and analysis services.
Because of this, the authors present the data exchange
mechanism and approach used for 5G-Smart Diabetes data
processing and visualisation. Researchers also used a 5G-
Smart Diabetes test bed to gather data. In accordance with
the results, patients can be diagnosed and treated using the
approach described [8].

The system that takes advantage of the IoT, smart home
monitoring is developed by Xiao et al. [8]. For blind users to
avoid obstacles, the received signal strength indicator (RSSI)
is extracted, which were then used to avoid obstacles. Ex-
periments with this technology revealed that it avoided
obstacles with a 94 percent accuracy rate.

According to a study conducted by Chatrati et al. [9], a
monitoring system helps in the prediction of type 2 diabetes
and high blood pressure. This technology allows patients to
monitor their blood pressure and glucose levels in the comfort
oftheir own homes. In the event of an irregularity, the caregiver
isnotified as soon as possible. High blood pressure and diabetes
can also be predicted using supervised machine learning
classification algorithms, as can other chronic diseases.

A novel machine learning approach based on the de-
cision tree (DT) method is developed by Najm et al. [10] to
estimate the best improvement in congestion control for 5G
IoT wireless sensors using decision trees. Our model’s
primary objective in a 5G context is to determine what the
optimal parametric configuration is for that environment.

According to their findings, the glucose levels of diabetic
individuals can be predicted using a new technique pre-
sented by Ahmed and Serener [11]. The authors conducted
their analysis of patient data using the GlucoSim pro-
gramme. The use of a CGS and a KF (Kalman Filter) in this
system helps to limit the amount of noise produced by it.
With this method, hypo- and hyperglycemia, which can lead
to life-threatening complications, can be avoided.

The classification of the Pima Indian diabetes dataset is
the goal of Kannadasan et al. [12]. The authors [13, 14]
propose stacking autoencoders as a deep neural network
architecture for the classification of diabetes data, and they
demonstrate its effectiveness in this study.

A model for personalised heart condition categorization
is presented by Yoo et al. [15], which is combined with a
rapid and effective preprocessing technique and a deep
neural network classifier for analysing the data obtained
from the biosensor.
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Valenzuela et al. [16] developed a monitoring system
using handoft protocols. The two-tier architecture of this
system includes a layer of worn sensors for gathering vital
signs and a layer of body sensor network coordinator de-
vices. While wearing the sensor on one wrist and walking at a
pace of 0.55 m/s, the best results were obtained, with the loss
rate being 20% lower than when using a point-to-point
coordinator-AP (access point) link between two locations.

As the last stage, we examine a number of pieces of
research that make use of machine learning techniques.
According to Izonin et al. [17], support vector machines and
Wiener polynomials can be employed to solve the classifi-
cation problem of medical implants. The authors compare
and contrast his ideas with techniques that have already been
established.

One of the most important objectives of our research was
the development of a revolutionary. It was not discussed in
any of the studies reviewed here that employing machine
learning techniques to categorise data from diabetes patients
while using a cellular network infrastructure was a viable
option [18, 19]. Our strategy is detailed based on patients
with diabetes, and their associated parameters are not the
only factors that may be analysed by our system. Therefore,
we have concentrated on employing a variety of machine
learning approaches to classify this data in order to save time
[20, 21].

3. Proposed Method

In this section, a classification model is built using ensemble
machine learning models that initially involve a series of
operations that include preprocessing, feature extraction,
and then the training and testing of individual machine
learning classifiers as given in Figure 1.

Diabetes patients’ blood glucose levels, body tempera-
ture, and physical activity were to be tracked using an In-
ternet of Things sensor, with the data being relayed to a base
station after the fact. Then, in order to aid users in main-
taining their glucose levels and forecasting future health
changes, the system intelligently processed the data using
artificial intelligence and machine learning technologies.

When it comes to diabetic individuals, it is critical that
their blood glucose levels are regularly checked because even
minor fluctuations can have serious consequences for their
health, resulting in a diabetic coma, blindness, and even
death if they occur frequently. As part of their diabetes
management regimen, diabetics are well aware that they
must take insulin on a daily basis. As a result, a remote
system for home blood glucose monitoring and prompt
intervention was proposed as a solution to this problem.
Patient doctors would be warned if they entered incorrect
values into the system. Based on this information, the
doctors were able to prescribe specific treatment pro-
grammes for the patients.

3.1. Ensemble Classification Model. In this section, we use
different neural network models including the artificial
neural network model, recurrent neural network model,

deep belief network, multilayer perceptron, and radial basis
function as the base classifier. The results that are used for
predicting the class based on the higher level of probability
of the class are considered as its output. The illustration is
given in Figure 2.

It is possible to merge the majority of machine learning
models into a single predictive model with the help of a
majority vote. Itis necessary for the voting classifier to use both
hard and soft voting methods in order to classify votes. In order
to make the final forecast, aggregators employ hard voting to
select the class prediction that appears repeatedly among base
models in order to make the final prediction. It is recom-
mended that the predict probability technique be included in
all base models that are used for soft voting. The voting
classifier achieves better overall results than other base models
by combining predictions from a large number of models.

According to the results, a recurrent neural network or
deep belief network gives the highest probability of the
classes; all other networks have lower probabilities. As long
as the probability of each voter being correct is greater than
0.5 and the voters are independent, increasing the number of
voters increases the probability of a majority vote being
correct until the probability of the majority vote being
correct reaches a level that is statistically insignificant.

This technology has demonstrated promising results in a
number of fields, including object detection, semantic seg-
mentation, and a variety of other applications. The training of
deep ensemble models, on the other hand, is a difficult task due
to the enormous computing costs involved. Several viewpoints
have been presented in order to better understand how deep
learning models learn features such as hierarchical notions
through multiple layers of representation.

There are a number of advantages to deep learning
models, such as vanishing or expanding gradients and
degradation difficulties that make it harder to attain this goal
using them. Both of these networks might be used to train
networks with this level of depth. Deep learning models can
benefit substantially from the use of ensemble learning,
which has only recently been found and is still in its early
stages. Because of this, one of the primary goals of employing
deep ensemble models is to develop a model that contains
the best characteristics of both ensemble and deep models.

When combining the output of the base predictors, the
method used to do so may differ depending on the type of
classification problem being solved. However, in regression
circumstances, the majority voting approach is most typi-
cally used to combine the output. The outputs of the various
models are aggregated using a combination of methods,
including majority voting, least squares estimation
weighting, and a two-layer hierarchical methodology. When
using the double-layer hierarchical technique, a second
neural network is used to aggregate the outputs of several
neural networks more quickly and effectively.

Following the combination of several classifiers into one,
we were successful in creating an ensemble classifier with
soft voting. This classifier makes decisions on the basis of the
probability values associated with each individual decision it
encounters. In the soft voting ensemble approach, predic-
tions are weighted according to the importance of the
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classifier, and the weighted probabilities are added together
to provide the total of weighted probabilities.

Ultimately, the target label with the greatest total of
weighted probabilities is selected as a result of this pro-
cedure. Custom weights can also be used to create the

weighted average, which can be used to give more weight to
a specific learning model. Soft voting outperforms hard
voting because it makes use of the averaging of probabilities
to produce a more accurate outcome and greater
performance.
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In order to compensate for the limitations of indi-
vidual base classifiers, the soft voting ensemble classifier
aggregates a large number of prediction models, out-
performing the overall set of results. One of the key goals
of ensemble techniques is to reduce the amount of bias
and volatility.

4. Results and Discussion

In this section, the entire simulation is conducted using
python tool on a high-end computing system that involves
the computation of the Pima Indians diabetes dataset for
training and testing the classifier.

Figure 3 shows the results of accuracy between the pro-
posed neural network ensemble voting method with existing
bagging, stacking, and boosting ensemble models. The results
of the simulation show that the proposed neural network
ensemble voting method achieves an improved rate of accuracy
than existing bagging, stacking, and boosting ensemble models.

Figure 4 shows the results of sensitivity between the
proposed neural network ensemble voting method and
existing bagging, stacking, and boosting ensemble models.
The results of the simulation show that the proposed neural
network ensemble voting method achieves an improved rate
of sensitivity than existing bagging, stacking, and boosting
ensemble models.

Figure 5 shows the results of specificity between the
proposed neural network ensemble voting method and
existing bagging, stacking, and boosting ensemble models.
The results of the simulation show that the proposed neural
network ensemble voting method achieves an improved rate
of specificity than existing bagging, stacking, and boosting
ensemble models.

Figure 6 shows the results of F-measure between the
proposed neural network ensemble voting method and
existing bagging, stacking, and boosting ensemble models.
The results of the simulation show that the proposed neural
network ensemble voting method achieves an improved rate
of F-measure than existing bagging, stacking, and boosting
ensemble models.

5. Conclusions

Predictive analytics can be used in the healthcare industry
to gain insights from medical data and make better deci-
sions, among other things. The development of a diabetic
patient monitoring system for this inquiry was made
possible by the employment of machine learning algo-
rithms. We propose an approach for accurately predicting
the presence of diabetes in patients, which makes use of
online monitoring and a neural network ensemble voting
classifier. The study makes use of IoT devices to track the
actions and outcomes of the patients. Classification takes
place on the cloud after data from IoT devices and
smartphones have been submitted to the system. Simula-
tion results show that the proposed method achieves a
higher degree of accuracy with 99% than other existing
methods.
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