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A B S T R A C T   

Background: Hemophagocytic Lymphohistiocytosis (HLH) is a rare and life-threatening disease in 
children, with a high early mortality rate. This study aimed to construct machine learning model 
to predict the risk of early death using clinical indicators at the time of HLH diagnosis. 
Methods: This observational cohort study was conducted at the National Clinical Research Center 
for Child Health and Disease. Data was collected from pediatric HLH patients diagnosed by the 
HLH-2004 protocol between January 2006 and December 2022. Six machine learning models 
were constructed using the Least Absolute Shrinkage and Selection Operator (LASSO) to select 
key clinical indicators for model construction. 
Results: The study included 587 pediatric HLH patients, and the early mortality rate was 28.45 %. 
The logistic and XGBoost model with the best performance after feature screening were selected 
to predict early death of HLH patients. The logistic model had an AUC of 0.915 and an accuracy of 
0.863, while the XGBoost model had an AUC of 0.889 and an accuracy of 0.829. The risk factors 
most associated with early death were the absence of immunochemotherapy, decreased TC levels, 
increased BUN and total bilirubin, and prolonged TT. We developed an online calculator tool for 
predicting the probability of early death in children with HLH. 
Conclusions: We developed the first web-based early mortality prediction tool for pediatric HLH to 
assist clinicians in risk stratification at diagnosis and in developing personalized treatment pro-
tocols. This study is registered on the China Clinical Trials Registry platform 
(ChiCTR2200061315).   

1. Introduction 

Hemophagocytic Lymphohistiocytosis (HLH) is a rare and serious hyperinflammatory disease that can rapidly progress and become 
life-threatening if left undiagnosed and untreated. HLH is usually divided into primary hemophagocytic lymphohistiocytosis (pHLH) 
and secondary hemophagocytic lymphohistiocytosis (sHLH) [1]。pHLH occurs primarily in the setting of an underlying genetic defect 
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in immune function, whereas sHLH may be triggered by events such as infections [2,3]、malignancies [4]、rheumatic diseases [5, 
6]、transplantation [7]and metabolic disorders [8]. The main clinical manifestations of HLH include persistent fever, mono/-
multilineage hemocytopenia, hepatosplenomegaly, hyperferritinemia, hepatic impairment, and hematophagocytosis [9]。 

HLH is a clinical syndrome with multiple causes and variable changes in clinical presentation and laboratory findings. Some pa-
tients with mild cases of infection associated HLH may resolve spontaneously without specific treatment for HLH [10]. The treatment 
often leads to myelosuppression causing death in children with severe co-infections, and the long-term side effect of Etoposide in the 
regimen is secondary tumor development [11,12]. In children with severe or refractory relapses, complete remission may be difficult 
to achieve with the HLH-94/04 chemotherapy regimen, and more aggressive treatment is needed to save the patient’s life [13–15]. 
HLH has a poor prognosis, with a median survival time of only 1.8–2.2 months without appropriate treatment and a long-term survival 
rate of less than 5 % [16].Early initiation of appropriate treatment is essential to improve survival of patients with this challenging 
disease [17–19].Therefore, stratifying the severity of children with HLH according to different clinical manifestations and laboratory 
tests and other findings, and constructing an early mortality prediction model are essential for assessing the progression and severity of 
HLH, taking timely interventions for high-risk patients, and improving patient survival. 

Machine learning is now widely used in disease diagnosis, prognosis prediction, treatment plan design and personalized medicine 
[20].Due to the relative rarity of HLH, the complexity of the patient’s condition, and the often accompanying multisystem damage, 
machine learning-based early death prediction models for pediatric HLH patients have not been reported at home and abroad. This 
study relies on the Clinical Science Research Big Data Platform (CSRBDP) of the National Center for Clinical Research on Child Health 
and Disease and proposes to analyze a large number of clinical characteristics of real-world HLH patients to construct a machine 
learning model to predict the risk of early death in pediatric HLH and provide a basis for decision making in the stratified and graded 
management of pediatric HLH patients. 

Abbreviations： 

Abbreviation Full phrase 
HLH Hemophagocytic lymphohistiocytosis 
FHL Familial hemophagocytic lymphohistiocytosis 
XLP-1 X-linked lymphoproliferative disorder type 1 
XLP-2 X-linked lymphoproliferative disorder type 2 
XMEN X-linked immunodeficiency with magnesium defect,Epstein-Barr virus infection,and neoplasia 
TC Total cholesterol 
HDL High-density lipoprotein 
LDL Low density lipoprotein 
EBV EB virus 
ALB Albumin 
MAS Macrophage activation syndrome 
AST Aspartate transaminase 
ALT Alanine transaminase 
LDH Lactate dehydrogenase 
GGT Gamma-glutamyl transpeptidase 
BUN Blood urea nitrogen 
Crea Creatinine 
FIB Fibrinogen 
APTT Activated partial thromboplastin time 
PT Prothrombin time 
TT Thrombin time 
INR International normalized ratio 
CNS-HLH Central nervous system hemophagocytic lymphohistiocytosis 
AUC Area under the receiver operating characteristic curve 
CI Confidence interval 
Logistic Logistic Regression 
XGBoost Extreme Gradient Boosting 
GBDT Gradient Boosting Classifier 
LightGBM Light Gradient Boosting Machine 
CatBoost CatBoost Classifier 
SVM Support Vector Machine 
LASSO Least Absolute Shrinkage and Selection Operator 
SHAP SHapley Additive exPlanations  
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2. Materials and methods 

2.1. Study Population and design 

This observational retrospective cohort study was conducted at the Children’s Hospital of Chongqing Medical University, one of 
two national clinical research centers for child health and disease in China that completed the Clinical Science Research Big Data 
Platform (CSRBDP) in 2021, which is available to clinical researchers and includes more than 750,000 pediatric outpatients and in-
patients as of January 2022. The inclusion criteria of this study were as follows: ① diagnosis between January 2006 and December 
2022; ②patients with newly diagnosed HLH or who have been diagnosed out-of-hospital but have not been treated with hormone or 
etoposide (VP16) chemotherapy and whose diagnosis meets HLH-04 criteria; and ③ age under 18 years. Exclusion criteria: One of the 
following conditions was present and was not included in this study: ①clearly tumor- or rheumatology-related HLH; ②clearly 
diagnosed out-of-hospital with HLH and treated without immunochemotherapy. ③ Hematopoietic stem cell transplantation (HSCT) 
within 30 days after diagnosis; ④ Patients who were lost to follow-up within 30 days after diagnosis. 

Fig. 1. Machine learning model construction Process.  
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The study followed the Transparent Reporting of Multivariate Predictive Models for Individual Prognosis or Diagnosis (TRIPOD) 
specification for model development and validation [21]。Multidimensional clinical data were collected from the CSRBDP, and the 
study outcome was survival status within 30 days of diagnosis. The study was registered on the Chinese clinical trial registration 
platform (clinicaltrials.gov, identifier: ChiCTR2200061315) and was approved by the Ethics Committee of the Children’s Hospital of 
Chongqing Medical University with a waiver of the informed consent requirement (File No. 2022,136). Fig. 1 presents an overview of 
the study design. 

2.2. Data collection 

A total of 57 clinically relevant indicators of HLH were collected in this study, including demographic information, clinical 
characteristics, laboratory test information, potential etiology, and survival at 30 days after diagnosis. Demographic information 
included age at diagnosis and gender. Clinical and laboratory data were collected within 24 h of admission, or if this information was 
not available, the results of the first collection during hospitalization were used. The underlying etiology was assessed by medical 
history and laboratory tests. To ensure data accuracy, two clinicians separately interpreted the medical records, and the opinion of the 
third clinician was adopted in case of disagreement. Closing events were determined by assessing survival within 30 days of diagnosis. 
The main treatment plan was decided according to the judgment of the attending physician and the treatment wishes of the patient’s 
family and included the following three types:①immunochemotherapy group: including glucocorticoids + etoposide（VP16） ±
cyclosporin (CSA); ②hormone therapy group: only glucocorticoids and symptomatic treatment; and ③ symptomatic support therapy. 

2.3. Model development 

The candidate predictor variables in this study excluded indicators with a missing rate greater than 30 %. For indicators with a 
missing rate of 30 % or less, the missing values were filled using the nearest neighbor algorithm (K-Nearest Neighbor, KNN) [22]. The 
least absolute shrinkage and selection operator (LASSO) were applied to identify influential clinical variables (predictor variables with 
p < 0.05) to remove irrelevant and redundant information, select the best predictor variables, and improve the predictive power of 
machine learning models [23]. 

Random stratified sampling was used to divide the patients into training and validation sets in a 7:3 ratio. The former was used to 
train the machine learning models and the latter was used to evaluate the model performance. The training set was used to train six 
machine learning models, including CatBoost Classifier (CatBoost), Gradient Boosting Decision Tree (GBDT), Extreme Gradient 
Boosting (XGBoost), Light Gradient Boosting Machine (LGBM), Support Vector Machine (SVM), and Logistic Regression (Logistic). The 
training set was preprocessed using random undersampling combined with SMOTE oversampling techniques to balance positive and 
negative categories. Grid Search and 5-fold cross-validation were used to find the best hyperparameters for the six models [24]. The 
best-performing model was chosen for risk prediction based on its combined metrics of AUC, recall, specificity, accuracy,Brier Score, 
net reclassification improvement (NRI) and integrated discrimination improvement (IDI).Decision curve analysis (DCA) for assessing 
the clinical significance of predictive models. The predictive power of the best machine learning models was explained using SHapley 
Additive exPlanations (SHAP) [25]. Logistic models were visualized using a nomograph, and a shinyapp was used to build calculator 
tools on the web for clinical use by physicians. 

2.4. Statistical methods 

Statistical analyses were performed using R (version 4.1.2), while predictive model construction and evaluation were conducted 
using Python (version 3.7). Continuous variables were assessed for normality using the Shapiro-Wilk test, and non-normal continuous 
variables were presented as median with interquartile range (IQR). Categorical variables were presented as frequencies and per-
centages (n, %). The Mann-Whitney U test was used for continuous variables, and the chi-square test was used for categorical variables 
to compare the differences in variable distribution between the training and validation cohorts. Statistical significance was defined as a 
two-sided P value < 0.05. 

3. Results 

3.1. General patient characteristics 

A total of 587 pediatric patients diagnosed with HLH were included in this study, comprising 306 males and 281 females, with a 
median age of 46 months. Among the 57 indicators considered, those with missing values exceeding 30 % were excluded, resulting in 
37 indicators that were analyzed. Table S1 presents a comparison of clinical and laboratory characteristics between patients in the 
training and validation cohorts at diagnosis. The results indicate that there were no significant differences between the two cohorts, 
except for LDL-C, Crea, and CD3 and CD19 ratios, which differed significantly. 

3.2. Analysis of potential etiology 

This study examined 190 (32.37 %, 190/587) patients for HLH-related genes, including PRF1, UNC13D, STX11, STXBP2, AP3B1, 
LYST, RAB27A, SH2D1A, XIAP, ITK, MAGT1, and CD27. Of these patients, 55 (28.95 %, 55/190) were diagnosed with pHLH, including 
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30 cases of FHL and 25 cases of other pHLH. No mutations in the HLH related genes were found in the remaining 135 (71.05 %, 135/ 
190) patients. 

At the time of diagnosis, 534 patients (90.97 %, 534/587) had evidence of infection, and some patients had two or more pathogenic 
infections. Among thepathogens, viruses were the most common, with Epstein-Barr virus (EBV) being the most prevalent (85.84 %, 
491/572). Of the 491 patients with EBV infection, 197 underwent genetic testing, of whom 39 were confirmed to have pHLHtriggered 
by EBV infection. Table S2 shows the classification of underlying etiology in the 587 patients. 

3.3. Overall survival 

A total of 587 pediatric HLH patients were enrolled in this study, and within 30 days of diagnosis, 167 patients died, for a 30-day 
post-diagnosis mortality rate of 28.45 %. In the training cohort, 119 died in the training cohort, and 292 survived, resulting in a 30-day 
post-diagnosis mortality rate of 28.95 %. In the validation cohort, 48 patients died, and 128 survived, resulting in a 30-day post- 
diagnosis mortality rate of 27.27 %. From 2006 to 2022, the 30-day post-discharge mortality rate of pediatric HLH patients 
showed a decreasing trend (Fig. S1). 

3.4. Feature screening 

In the LASSO regression for feature screening, 37 candidate predictor variables were included. By adjusting λ, the number of 
variables was reduced, which resulted in a simplified model. The number of clinical characteristics of pediatric HLH patients decreased 
continuously with increasing log (λ) (Fig. S2A). By performing 10-fold cross-validation to find the optimal λ value, LASSO selected 15 
variables with non-zero regression coefficients at λ = 0.034 and log (λ) = − 3.395 (Fig. S2B). The 15 predictor variables that were 
ultimately included in the follow-up study were TC, total bilirubin, ALB, LDH, BUN, FIB, APTT, TT, INR, bone marrow histiocyte ratio, 
treatment plan, presence of CNS-HLH, and presence of visceral hemorrhage. 

3.5. Model development and screening 

The optimal parameters for developing the early mortality prediction model for HLH in children through grid search and cross- 
validation are presented in Supplementary Table S3. Two types of models were constructed based on the training cohort: six all- 
variable prediction models that included all 37 variables without LASSO regression feature screening and six post-screening predic-
tion models that included 15 variables using LASSO regression feature screening. 

The ROC curves of the prediction model based on machine learning were shown in Fig. 2. Among the six prediction models with full 
variable inclusion, the Logistic Regression model showed the best prediction performance with the highest AUC of 0.900 (95 % CI: 
0.850–0.942), followed by the GBDT model with an AUC of 0.892 (95 % CI: 0.840–0.940) (Fig. 2A). Among the six prediction models 
constructed after LASSO regression feature screening, it was also the logistic regression model that showed the best predictive per-
formance with the highest AUC of 0.915 (95 % CI: 0.871–0.953), followed by the XGBoost model with an AUC of 0.889 (95 % CI: 
0.836–0.941) (Fig. 2B). 

In order to comprehensively assess the predictive performance of each model, this study calculated the accuracy, recall, specificity, 
and brier score of six models before and after LASSO screening and performed clinical decision curve analysis(DCA). Table 1 presents 
the performance parameters of the six models with all variables included, where the logistic regression model has an accuracy of 0.835, 
a recall of 0.750, a specificity of 0.867, and a brier score of 0.123. The XGBoost model has an accuracy of 0.812, a recall of 0.750, and a 
specificity of 0.835, and a brier score of 0.120. Table 2 shows the performance parameters of the six models constructed after LASSO 
feature screening. The logistic regression model has an accuracy of 0.863, a recall of 0.812, a specificity of 0.882, and a brier score of 

Fig. 2. Six machine learning-based predictive model ROC curves. (A) all variables incorporated; (B) variables incorporated after feature screening.  
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0.115, while the XGBoost model has an accuracy of 0.829, a recall of 0.750, a specificity of 0.859, and a brier score of 0.121.In the 
clinical decision analysis, when all features were included for model construction, the SVM model had the smallest range of net gains 
greater than 0, the GBDT had the largest range of net gains greater than 0 (Fig. S3), and the Logistic intervened clinically in the 
predicted outcomes of the Logistic model at a threshold probability range of 0.051–0.835 (Table S4),At this point the Logistic model 
resulted in the greatest net benefit. After LASSO regression feature screening, the SVM model had the smallest range of net gains 
greater than 0, CatBoost had the largest range of net gains greater than 0 (Fig. S4), and Logistic intervened clinically on the predicted 
results of the Logistic model at a threshold probability range of 0.061–0.933, at which point the Logistic model delivers the greatest net 
benefit (Table S5). 

The net reclassification improvement (NRI) and integrated discrimination improvement(IDI) analyses were performed for the 
predictive models. In the case of incorporating all the features for model construction, compared with the other five models (XGBoost, 
GBDT, LGBM, CatBoost, and SVM), the five NRIs of the logistic model are all greater than 0, and the P values are all less than 0.001, 
indicating that the logistic model prediction model is better than the other five models in local prediction effect; for IDI analysis, except 
for Logistic vs SVM, the IDIs of the other 4 models are all less than 0, and the P-values are all greater than 0.05, indicating that there is 
no difference in the overall prediction effect between the Logistic model and the other 4 models (XGBoost, GBDT, LGBM, and Cat-
Boost), whereas for SVM, the IDI >0, and the P < 0.05, indicating that Logistic model has better overall prediction effect than SVM 
model (Table S6). In the case of LASSO regression feature screening, compared with the other five models (XGBoost, GBDT, LGBM, 
CatBoost, SVM), the five NRIs of the Logistic model are also greater than 0, and P < 0.001, indicating that the Logistic model predicts 
the model better than the other five models (Table S7). 

Overall, after LASSO feature screening, the prediction performance of the logistic regression and SVM models improved (0.900 vs. 
0.915), (0.866 vs. 0.886), while the prediction performance of the remaining four machine learning models showed a slight decrease 
(Fig. S5). Therefore, to avoid overfitting and to align with clinical practicality, the feature-screened logistic regression model and 
XGBoost model were chosen as the final HLH patient mortality risk prediction models. 

3.6. Visualization of feature importance 

To visually explain the selected variables, this study used SHAP to illustrate how these variables affect early mortality in the model. 
The feature importance ranking of the five prediction models, namely CatBoost, GBDT, XGBoost, LGBM, and SVM, is shown in Fig. S8. 
The model importance scores were calculated by the built-in attributes of different machine learning algorithms. Combining the 
feature importance rankings of the five models, the factors most associated with early death were the treatment plan, TC, BUN, ALB,TT, 
APTT, and INR. 

For the logistic regression model, 15 variables were used to construct Nomogram to visualize the model. Each risk factor’s value is 
assigned a score on the point scale axis. By aggregating each score and using that value on the total scale axis, a total score can be easily 
calculated to correspond to the probability of early death in individual patients. The Nomogram present the effect of each factor on 
survival 30 days after diagnosis in patients with HLH, with the most important influences being prolonged TT, increased BUN, and 
decreased neutrophils (Fig. 3). For easier and faster predictive application in the clinic, a calculator tool was constructed on the web 
using Shinyapp (https://zheshiyigeceshi.shinyapps.io/DynNomapp/). Screenshots of the calculator tool are shown in Supplement 
Fig. S7. 

Table 1 
Model performance (all features incorporated).  

Model AUC（95%CI） Accuracy Recall Specificity Brier Score 

Logistic 0.900（0.850–0.942） 0.835 0.750 0.867 0.123 
XGBoost 0.892（0.840–0.940） 0.812 0.750 0.835 0.120 
GBDT 0.899（0.844–0.947） 0.835 0.729 0.875 0.110 
LGBM 0.893（0.834–0.943） 0.841 0.729 0.882 0.121 
CatBoost 0.897（0.844–0.945） 0.840 0.750 0.875 0.109 
SVM 0.866 (0.800–0.922) 0.773 0.771 0.773 0.144  

Table 2 
Model performance (after feature screening).  

Model AUC（95%CI） Accuracy Recall Specificity Brier Score 

Logistic 0.915（0.871–0.953） 0.863 0.812 0.882 0.115 
XGBoost 0.889（0.836–0.941） 0.829 0.750 0.859 0.121 
GBDT 0.885（0.835–0.936） 0.795 0.708 0.828 0.129 
LGBM 0.876（0.820–0.934） 0.784 0.687 0.820 0.126 
CatBoost 0.879（0.818–0.934） 0.818 0.708 0.859 0.123 
SVM 0.886 (0.831–0.933) 0.818 0.813 0.820 0.130  
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3.7. Interpretation of personalized predictions 

In this study, an analysis was conducted to enhance the interpretability of the XGBoost model by importing the SHAP package into 
the Tree-Explainer class. The SHAP explanation of the XGBoost model is shown in Fig. 4. Fig. 4A displays the importance ranking of 15 
risk factors evaluated by the average absolute SHAP value, while Fig. 4B shows the distribution of the impact of each feature on the 
model output results. The feature ranking (y-axis) indicates the significance of the prediction model, and the SHAP value (x-axis) is a 
uniform index that shows the impact of specific features on model output. Each dot in each row represents a patient, and the dot’s color 
represents the feature value: red denotes a higher value, while blue denotes a lower value. Red and blue bars represent risk factors and 
protective factors, respectively; the longer bars indicate more significant feature importance. The treatment regimen is the most critical 
influencing factor, and the risk of death is greater in pediatric HLH patients treated with hormone therapy alone and symptomatic 
support. Early immunochemotherapy considerably lowers the risk of death in HLH patients. Decreased TC, increased BUN, prolonged 
TT, increased total bilirubin, and increased bone marrow histiocyte ratio all lead to an increased risk of early death in pediatric HLH. 
The SHAP-dependent plot（Fig. S8） visualizes the top six clinical features that contribute to the prediction of the XGBoost model. 

To illustrate the interpretability of the model, we present two typical examples: Fig. 4C portrays a pediatric HLH patient with BUN 
of 5.29 mmol/L, total bilirubin of 157.7 μmol/L, an immunochemotherapy treatment regimen, TC of 5.11 mmol/L, and a TT of 26 s. In 
this prediction model, the 30-day early mortality rate was 4.97 %, with a SHAP value of − 2.95. In Fig. 4D, a pediatric HLH patient with 
a symptomatic treatment regimen, TC of 2.29 mmol/L, total bilirubin of 164 μmol/L, and a TT of 20s had a 30-day early mortality rate 
of 88.99 % in the prediction model, with a SHAP value of 2.09. 

4. Discussion 

This study is the first to utilize machine learning techniques to identify risk factors for early death in pediatric HLH patients and 
construct early death prediction models to assess the risk of early death in these patients. Two types of prediction models were 
constructed for the risk of death in HLH patients 30 days after diagnosis: six prediction models with full variables and six prediction 
models that were included after screening by LASSO features. The logistic regression model and XGBoost model, after screening for 
LASSO characteristics, were selected as the prediction models for the risk of death in patients with HLH through comprehensive 
evaluation. The importance of common features in each model indicated that the most significant factors for early mortality were the 
absence of immunochemotherapy, decreased TC, increased BUN and total bilirubin, and prolonged TT. To facilitate use, a web app was 
created to allow clinical staff to input patient-related information, quickly calculating the probability of early death for that patient and 

Fig. 3. Nomogram predicting the risk of death in patients with HLH.  
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enabling early intervention, optimal treatment planning, and improved efficiency. 
The AUC for the logistic and XGBoost model in this study was 0.915 and 0.889. The better performance of the logistic regression 

model might be due to the smaller size of the training data, and the 15 clinical indicators selected after LASSO feature selection being 
more correlated and discriminatory, enabling the logistic regression model to better differentiate between samples from different 
categories. Frizzell et al. constructed prediction models for all-cause readmission rates 30 days after heart failure discharge using 
machine learning tree augmented plain Bayesian networks, random forests, gradient boosting algorithms, logistic regression, and 
LASSO. Their results showed that all five models had similar AUCs: 0.618, 0.607, 0.614, 0.624, and 0.618, with the logistic model 
being slightly better [26]。 

Several studies have shown that machine learning-based models have better performance than prediction models using traditional 
logistic regression. In 2022, Duan MJ et al. developed a CatBoost model based on machine learning to predict the risk of 30-day 
unplanned readmission in pediatric pulmonary hypertension patients, with an AUC of 0.81 Compared to the traditional logistic 
regression algorithm, the machine learning model showed significantly better performance, with an AUC of 0.72 [27]. In 2021, Ke 
Wang et al. developed a machine learning-based XGBoost risk stratification tool to accurately assess and stratify the 3-year risk of 
all-cause mortality in patients with heart failure due to coronary heart disease [28]. Although several studies have explored risk factors 
for early mortality in children with HLH [4–6], machine learning-based risk stratification models have not been reported. 

With the emergence of medical informatics, machine learning has become a important tool for intelligently assessing the conditions 
of patients’ diseases. However, due to the opaque nature of machine learning, its application in clinical practice has been limited 
[29]。SHAP is a game-theoretic technique developed by Lundberg and Lee to address the black-box nature of machine learning by 
providing consistent interpretability. SHAP values assess the importance of the output for all feature combinations and provide 
consistent and locally accurate attribute values for each feature in the predictive model [30]。In this study, we performed inter-
pretable analysis of the XGBoost model by importing the Three-Explainer class through the SHAP package. Our results showed that the 
factors most associated with the risk of death within 30 days after discharge from HLH in children were failure to use immunoche-
motherapy, reduced TC levels and neutrophils, elevated BUN and total bilirubin, and prolonged TT. 

Previous studies have demonstrated that the risk of death within 30 days of diagnosis is lower in pediatric HLH patients treated with 
immunochemotherapy regimens. The early use of immunochemotherapy is beneficial in improving survival, with more than half of 
HLH patients treated with the HLH-94 regimen achieving 5-year long-term survival, timely immunochemotherapy regimens can 

Fig. 4. SHAP interpretation of the XGBoost model. (A) Importance ranking of features that have an impact on model prediction (B) Impact of each 
feature on model prediction, in each row, each dot represents a patient, and the color of the dot represents the feature value: red represents a larger 
value, blue represents a lower value. (C, D) Individualized predictions of the model for two patients. (For interpretation of the references to color in 
this figure legend, the reader is referred to the Web version of this article.) 
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rapidly control inflammatory factors and reduce ensuing organ damage [31]. Our research group has also previously confirmed that 
decreased TC and elevated BUN are independent risk factors for early death in children with HLH [32]。Lower cholesterol levels may 
impair the ability to regulate inflammatory immune responses and neutralize endotoxins in pathological conditions, ultimately leading 
to a storm of uncontrolled inflammatory factors [33]. Elevated BUN indicates that patients with HLH may have more severe circulatory 
perfusion deficits, infections, or acute kidney injury, which increases the risk of death [34,35]. Total bilirubin is a common indicator of 
liver impairment, and Honghao Ma et al. also found that high bilirubin levels are a poor prognostic factor for pHLH [36]. Previous 
studies have shown that coagulation disorders are common in patients with HLH and that abnormal coagulation increases the risk of 
bleeding and early death [37,38]. It has also been confirmed that severe neutropenia is a prognostic factor for early death in HLH, and 
that low neutrophil concentrations are suggestive of decreased immune function in patients, which may lead to an increased risk of 
death. 

This study has several limitations. First, the data used in this study were from the National Children’s Regional Medical Center 
(Southwest Region), and more cross-center studies are needed to verify the validity and generalizability of the results. Second, as a 
retrospective study, this may have affected the model due to some missing information, such as NK cell activity, sCD25 and cytokine 
assays were not included in the study variables. Finally, external validation was not performed in this study. Future studies should 
conduct validation in other independent datasets to increase the reliability and generalizability of the results. 

5. Conclusion 

This study introduces the first machine learning-based model for predicting early death in children with HLH, which exhibits 
excellent clinical applicability. The model can assist clinicians in making more precise prognostic predictions during early diagnosis 
and provide data to support early intervention for patients. 
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