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2003, the contagiousness of COVID-19 was found to be 
more severe in a short period [2, 3]. The ability of COVID-
19 to be transmitted from person to person, particularly 
through respiratory droplets and close contact, has led to 
an exponential increase in the number of positive cases [4]. 
COVID-19 was considered a public health emergency by 
the international community and declared a pandemic by 
the World Health Organization (WHO) on March 11, 2020. 
WHO confirms that there were approximately 236.5 million 
positive cases worldwide as of August 22, 2021. Unfortu-
nately, 4,831,486 of the positive cases resulted in death [5]. 
The massive damage that the disease causes to public health, 

Introduction

The novel coronavirus disease 2019 (COVID-19) was first 
reported in December 2019 in Wuhan City, Hubei province 
of China [1, 2]. Compared to the SARS-CoV epidemic in 
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Abstract
COVID-19 is a deadly outbreak that has been declared a public health emergency of international concern. The massive 
damage of the disease to public health, social life, and the global economy increases the importance of alternative rapid 
diagnosis and follow-up methods. RT-PCR assay, which is considered the gold standard in diagnosing the disease, is 
complicated, expensive, time-consuming, prone to contamination, and may give false-negative results. These drawbacks 
reinforce the trend toward medical imaging techniques such as computed tomography (CT). Typical visual signs such as 
ground-glass opacity (GGO) and consolidation of CT images allow for quantitative assessment of the disease. In this con-
text, it is aimed at the segmentation of the infected lung CT images with the residual network-based DeepLabV3+, which 
is a redesigned convolutional neural network (CNN) model. In order to evaluate the robustness of the proposed model, 
three different segmentation tasks as Task-1, Task-2, and Task-3 were applied. Task-1 represents binary segmentation as 
lung (infected and non-infected tissues) and background. Task-2 represents multi-class segmentation as lung (non-infected 
tissue), COVID (GGO, consolidation, and pleural effusion irregularities are gathered under a single roof), and background. 
Finally, the segmentation in which each lesion type is considered as a separate class is defined as Task-3. COVID-19 
imaging data for each segmentation task consists of 100 CT single-slice scans from over 40 diagnosed patients. The 
performance of the model was evaluated using Dice similarity coefficient (DSC), intersection over union (IoU), sensitiv-
ity, specificity, and accuracy by performing five-fold cross-validation. The average DSC performance for three different 
segmentation tasks was obtained as 0.98, 0.858, and 0.616, respectively. The experimental results demonstrate that the 
proposed method has robust performance and great potential in evaluating COVID-19 infection.
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compared to the studies conducted for the detection of 
COVID-19 [13]. Semantic segmentation can be used to 
detect, spatially localize, and quantitatively evaluate dis-
ease-related lesions. This study aims to perform seman-
tic segmentation of lung CT images in the fight against 
COVID-19 based on their tremendous potential.

Semantic segmentation is a method of interpreting an 
image at the pixel level. In other words, it is the process of 
assigning each pixel in the medical image to a predetermined 
class [14]. More specific information about diseases can be 
obtained by pixel-level analysis. With semantic segmenta-
tion, medical images can be understood not only for spe-
cific patterns but also by autonomous systems as a whole. In 
this way, a multidimensional analysis of lesions caused by 
COVID-19 in the lungs can be made possible. In this study, 
DeepLabV3+ architecture proposed in ref. [15] was applied 
for semantic segmentation. In the DeepLabV3+ architecture 
is a redesigned convolutional neural network (CNN) model 
for semantic segmentation. In the encoder structure of the 
segmentation model, a pre-trained ResNet-18 architecture 
is used as the backbone. ResNet-18 is an efficient network 
for applications with limited processing resources. Some of 
the significant and remarkable contributions of this study 
are listed below.

1. The efficacy of residual network-based DeepLabv3+ 
has been demonstrated in the semantic segmentation of 
COVID-19 irregularities in CT images.

2. Different segmentation tasks of chest CT images were 
examined and the factors affecting the segmentation 
performance of the regions of interest were investigated.

3. The performances obtained in studies using common 
architectures in semantic segmentation of CT images 
were compared with the performance of the model pro-
posed in this study.

4. CT irregularities associated with COVID-19 infections 
were evaluated as separate classes, allowing the assess-
ment of disease progression with more specific data.

Related work

Many successful models based on deep learning have been 
proposed in the literature for automatic detection and seg-
mentation of infection irregularities. In studies of COVID-
19 detection that propose popular CNN architectures by 
evaluating CT images as a whole, the problem of interest 
is generally considered binary (COVID-negative, COVID-
positive) [16–18] or multi-class (normal, pneumonia, 
COVID) [8, 19]. Effective detection systems have also been 
developed using hybrid models where feature extraction is 
based on a deep learning approach and classification is based 

social life, and the global economy increase the importance 
of alternative rapid diagnostic and follow-up procedures.

The main procedure still used in the diagnosis of COVID-
19 is based on laboratory tests. The reverse “ polymerase 
chain reaction (RT -PCR) assay is considered the gold stan-
dard for people with suspected COVID-19 who present to 
clinical centers with a variety of symptoms [6]. Although it 
is the main diagnostic kit, the method is time-consuming and 
leads to a considerable proportion of false-negative results 
[7, 8]. As an alternative to laboratory tests, chest X-ray and 
computed tomography (CT) scan have also proved helpful 
in diagnosing the disease and minimize the disadvantages of 
RT-PCR [3]. The fact that CT scans can be easily performed 
in most medical centers, have a high spatial resolution, and 
are more sensitive in detecting the irregularities in the lungs 
caused by COVID-19 encourages physicians to use this 
method frequently. However, the extraordinarily high num-
ber of positive cases poses a challenge to current screening 
methods. Considering the continuous analysis of radiologi-
cal records routinely performed to monitor the course of the 
disease, this means a severe overload on the limited number 
of physicians [3, 9]. It is therefore believed that the systems 
to be developed to automatically detect and quantify lung 
infections caused by COVID-19 will help overburdened 
health centers manage the chaos well.

Visual symptoms of infections, such as ground-glass 
opacity (GGO) and consolidation, on CT images, have been 
confirmed to be major abnormalities in the diagnosis and 
evaluation  of COVID-19. The incidences of GGO and con-
solidation were reported as 86% and 29%, respectively [10]. 
Changes in abnormalities over time contain crucial informa-
tion about the disease. However, given the current casel-
oad, manual review of changes in each patient may result 
in excessive time-consuming and human errors. Artificial 
intelligence (AI)-based investigation of CT scans can over-
come the existing drawbacks. The AI approach can analyze 
disease-related lesions and various opacities faster and more 
quantitatively than the manual approach. The superior per-
formance of deep learning algorithms in biomedical image 
processing in the last decade is the main motivation for this 
study.

The deep learning approach has achieved outstanding 
success, especially in recent years, in automatically extract-
ing meaningful and unique features from existing medical 
datasets and classifying the extracted features [11, 12]. In 
these studies, the features extraction from the regions of 
interest and the diagnosis of the disease depending on the 
irregularities are used as a general procedure. However, 
deep learning-based semantic segmentation will provide 
more powerful solutions for tracking serious complications 
that may occur in parallel with the disease in the lungs. In 
the literature, semantic segmentation attempts are limited 
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approach to supervise sophisticated infection areas with 
diverse appearances and shapes. Voulodimos et al. [30] ana-
lyzed the effectiveness of U-Net and FCN architectures in 
semantic segmentation of COVID -19 lesions. They proved 
that segmentation can be successfully performed despite the 
class imbalance in the dataset and human-made errors in 
labeling the boundaries of the symptom domains. Khalifa et 
al. [31] achieved an average IoU performance of 79.9% in 
semantic segmentation for a limited number of CT images 
by proposing a deep architecture consisting of an encoder 
and decoder structure. Saood et al. [13] performed semantic 
segmentation of COVID -19 lesions as binary and multi-
class using SegNet and U-Net architectures and compared 
the performances of both models. Müller et al. [32] applied 
the standard 3D U-Net architecture to reduce the risk of 
overfitting in the segmentation problem where a limited 
number of images are used.

Materials and methods

In this study, an effective deep learning-based semantic 
segmentation model is proposed for the detection, localiza-
tion, and quantitative evaluation of COVID-19 lung irregu-
larities. The methods and dataset used following the defined 
objectives are introduced in detail.

Axial CT image database

The images in the dataset used in this study are a collection 
of the Italian Society of Medical and Interventional Radi-
ology (SIRM) [33]. This dataset contains axial CT images 
from 68 patients with COVID-19. Most cases include multi-
ple slices. Ultimately, 100 single-slice scans were presented 

on conventional methods [20, 21]. In addition, state-of-the-
art models based on transfer learning have been proposed 
due to the limited number of images related to the disease 
and the desire for higher classification accuracy [22–24].

The models proposed for detecting COVID-19 from 
radiographic scans evaluate the images as a whole and 
assign them to a specific class. These sophisticated systems 
work like RT -PCR diagnostic kits and reduce the burden 
on busy hospital clinics. However, a more in-depth analy-
sis of CT symptoms associated with infections is needed to 
fight against COVID-19. It is well known that the nature 
and intensity of COVID-19 CT irregularities vary accord-
ing to the course of the disease. Semantic segmentation 
can provide a comprehensive analysis of disease-related 
lung lesions. For this purpose, effective models for deep 
learning-based segmentation of COVID-19 lung lesions 
have been developed in the literature. The proposed mod-
els are mainly U-Net [25], SegNet [26], fully convolutional 
neural networks (FCN) [27] and optimized architectures 
based on these models. In this context, Amyar et al. [11] 
proposed a unique multi-task deep learning framework for 
the segmentation of COVID-19 lung lesions. To ensure the 
continuity of spatial information in CT images, they pro-
posed a U-Net architecture in which they change the stride 
rate during the convolutional process instead of pooling 
in the encoder part. Zheng et al. [28] proposed a 3D CU 
-Net model based on 3D U-Net architecture for COVID -19 
lesion segmentation. They propose an attention mechanism 
to achieve local cross-channel information interaction in an 
encoder to improve different levels of feature representa-
tion. Yan et al. [29] proposed a feature variation block that 
adaptively adjusts the global properties of features for the 
segmentation of COVID-19 infections. They combined fea-
tures at different scales by proposing a progressive ASPP 

Fig. 1 The SIRM dataset samples. (a): Original axial CT scan, (b): Lung mask, (c): Ground-truth of COVID-19 irregularities (black color is back-
ground includes non-infected lung tissue, dark gray is GGO, light gray is the consolidation, and white is pleural effusion)
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(=3). In addition, lung masks are also available on the data-
set resource site to contribute to computer-based automatic 
detection and segmentation models. Figure 1 shows an 
example of the original CT scan, lung mask, and ground-
truth map of COVID-19 lesions.

from more than 40 patients to the researchers as 512 × 512 
pixel grayscale images. Ground-truth maps of COVID-19 
irregularities were prepared by an experienced radiologist. 
The radiologist labeled the infections at three levels: GGO 
(mask value=1), consolidation (=2), and pleural effusion 

Fig. 3 Dilated residual network-based DeepLabV3+ architecture for semantic segmentation

 

Fig. 2 Ground-truth maps for different segmentation tasks. (a): Original axial CT scan, (b): Ground-truth map for Task-1 (black color is back-
ground and white is lung (infected and non-infected tissues) (c): Task-2 (black color is background, red is COVID-19 pneumonia, and white is 
lung (non-infected tissue), (d): Task-3 (black color is background, red is GGO, blue is consolidation, green is pleural effusion, and white is lung 
(non-infected tissue))
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proposed segmentation architecture was run separately on 
each segmentation task.

Encoder and decoder architecture

Most of the proposed methods for semantic segmentation 
consist of encoder and decoder blocks [13]. The image pre-
sented to the input in the encoder section is progressively 
downsampled. The resolution of the feature maps is gradu-
ally decreased to capture the high-level information. The 
generation of the segmentation map with the same size as 
the original image from the small size feature maps supplied 
by the encoder is achieved with an efficient decoder module. 
With the decoder, in which spatial information is captured, a 
faster and stronger overall architecture is created [14, 15]. A 
general encoder and decoder structure based on deep learn-
ing applied in semantic segmentation is shown in Fig. 4. In 
this study, the dilated residual network (ResNet) was used 
as the backbone in the encoder block.

Dilated residual network for encoder

Deep learning outperforms conventional methods, espe-
cially in classifying large-scale images [34, 35]. Recently, 
many popular CNN architectures have been proposed that 
include various processing units and topological differ-
ences. It was observed that although the training process 
becomes increasingly difficult, the performance does not 
increase proportionally with depth [36, 37]. This is mainly 
because of the vanishing and exploding gradient problem 
[35]. To facilitate the training of networks and pave the way 

Preprocessing for ground-truth maps

The segmentation process was applied for three differ-
ent tasks to better analyze the effectiveness of the deep 
learning-based semantic segmentation architecture. Task-1 
represents binary segmentation as lung (infected and non-
infected tissue) and background. Task-2 represents multi-
class segmentation as lung (non-infected tissue), COVID 
(GGO, consolidation, and pleural effusion irregularities are 
gathered under a single roof), and background. Finally, the 
segmentation in which each lesion type is considered as a 
separate class is defined as Task-3. In this context, the seg-
mentation procedure was applied to the background, lung 
(non-infected tissue), GGO, consolidation, and pleural effu-
sion classes. The ground-truth maps were rearranged with-
out affecting the mask boundaries provided by the dataset 
source to implement various segmentation tasks. Figure 2 
shows ground-truth maps for each segmentation task.

The details for deep learning-based semantic 
segmentation

In this section, the encoder and decoder structure commonly 
used in most state-of-the-art models for semantic segmenta-
tion is briefly introduced. The main components of the pro-
posed DeepLabV3+ model, the dilated residual network that 
is the backbone structure, the atrous spatial pyramid pool-
ing (ASPP), and finally the decoder module is explained. 
Figure 3 shows the dilated residual network-based Deep-
LabV3+ segmentation architecture used in the study. The 

Fig. 4 The basic encoder and decoder architecture for semantic segmentation
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Atrous spatial pyramid pooling (ASPP)

The ASPP technique was developed with the motivation of 
the success of atrous convolutional operations and spatial 
pyramid pooling (SPP). The SPP was developed to over-
come the requirement of a fixed size for the input images in 
deep learning [38]. ASPP technique resamples feature maps 
generated from the encoder at different atrous rates. Then, 
the outputs obtained by applying a parallel convolution filter 
to the feature maps at different atrous rates are concatenated 
as shown in Fig. 3. Although extensive semantic informa-
tion is encoded in the final feature map, boundary informa-
tion may be lost for the region of interest [15]. Multi-scale 
information can be captured accurately and effectively with 
the ASPP method [14]. In this study, the ASPP module that 
consists of 1 × 1 convolution, followed by 3 × 3 convolutions 
with dilation rate d= 6, 12, and 18 and max-pooling layer 
in parallel was used. With depth-wise convolution applied 
instead of standard convolution, COVID-19 irregularities of 
various densities and sizes have been trying to be segmented 
with high sensitivity.

Decoder module

The decoder module generates segmentation maps in origi-
nal image size from low-scale feature maps of the encoder. 
The encoder feature map is downsampled by OS=16 than 
the original image. As seen in Fig. 3, the encoder feature 
maps are first upsampled with factor 4 to produce the seman-
tic segmentation map. These feature maps are concatenated 
with intermediate low-level features from the encoder back-
bone with the same spatial dimension. Segmentation perfor-
mance is improved by concatenating low-level features rich 
in spatial information from the backbone network and high-
level features from ASPP [15, 33]. Then, 3 × 3 convolution 
is performed before this feature map is again upsampled by 
4 to obtain the final segmentation output.

Training procedure and hyperparameters tuning

The preprocessing steps and segmentation experiments were 
performed in a Matlab programming environment (The 
MathWorks, Natick, MA, USA) installed on a 2.7 GHz dual 
Intel i7 processor 16 GB RAM, NVIDIA GeForce ROG-
STRIX 256 bit, and 8GB GPU hardware.

The one-hundred images dataset is divided into three 
sets for training, validation, and testing, with proportions 
of 60%, 20%, and 20% respectively. In order to reliably 
evaluate the segmentation performance, five-fold cross-
validation was performed for all segmentation tasks. In this 
way, the ability of the residual network-based DeepLabV3+ 
to achieve semantic segmentation of COVID-19 lesions was 

for deeper architectures, residual blocks were introduced 
in ref. [36]. Thus, it has been shown that effective training 
of deeper networks can increase accuracy with increasing 
depth. ResNet architectures are a popular feature extractor 
in semantic segmentation tasks, which has a lower compu-
tational cost despite its deeper architecture. In this study, the 
dilated ResNet architecture is used as the backbone struc-
ture for the semantic segmentation model to achieve high 
segmentation accuracy. Although the number of layers is 
various such as ResNet-18, ResNet-34, and ResNet-50, the 
networks have a basic form. ResNet uses five convolution 
blocks with output spatial resolution. Therefore, it has been 
found sufficient to use the simplest of these architectures.

In the ResNet-18 structure, where the residual block is 
the base element of each convolutional block, the small-
scale feature maps generated after the encoder have a nega-
tive impact on the segmentation performance. The stride 
rate is set to 1 instead of 2 in the convolutional layer in the 
last two blocks of the architecture to obtain feature maps 
that reflect high spatial information. However, with the 
reduction of the stride factor, the loss of receptive field in 
the convolution process was tried to be compensated by the 
appropriate dilation factor. Dilation rate (d=1) represents 
standard convolution operation, d>1 represents upsampled 
convolution filters. Figure 5 shows dilated convolution ker-
nels at different d rates.

Depending on the determined d rates, a balance between 
the feature map and the receptive field is achieved with dila-
tion convolutions, where zeros are placed between the filter 
weights. The size of the 16 × 16 final feature maps obtained 
for a 512 × 512 pixels image with the original ResNet archi-
tecture can be increased by dilated convolution. The typi-
cal downsampling factor (also called Output Stride (OS)) 
in CNN is 32. OS represents the ratio of spatial resolution 
of the input image and output image [15]. With the dilation 
approach, the OS ratio was set to 16 in this study. Attempts 
were made to obtain stronger segmentation maps by achiev-
ing more intensive feature extraction at a lower OS rate.

Fig. 5 Convolution filters for dilated rate=1, 2, and 3, respectively
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Specificity =

TN

TN + FP
(4)

 
Accuracy =

TP + TN

TP + FP + FN + TN
(5)

Model metrics are based on the confusion matrix for binary 
classification, where TP, FP, TN and FN represent the true 
positive, false positive, true negative and false negative rate, 
respectively. The statistical measures used to evaluate the 
performance were:

TP: the number of pixels correctly associated with the 
region of interest.

TN: the number of pixels correctly associated with the 
class outside the region of interest.

FP: the pixels associated with the region of interest by the 
proposed model but not by the radiologist.

FN: the pixels associated with the region of interest by 
the radiologist but missed by the proposed model.

Results

Binary segmentation (Task-1)

The binary segmentation experiment of lung CT images as 
background and lung (infected and non-infected tissue) was 
first performed to evaluate the effectiveness of the proposed 
model. The effect of distribution between classes on seman-
tic segmentation performance has been tried to be analyzed. 
Since infected and non-infected tissues were labeled as lung, 
thus achieving a more balanced distribution between classes 
according to other segmentation tasks. Table 1 shows the 
pixel count (total number of pixels in a class) and image 
pixel count (total number of pixels in images that had an 
instance of the class) information regarding lung tissue and 
background classes.

Following training, inference revealed strong segmen-
tation performance for lungs and background region. As a 
result of the five-fold cross-validation, the proposed model 
achieved average segmentation performance with IoU of 
0.942 and 0.979 for lung and background classes, respec-
tively. In addition, the DSC performance for both classes 
was 0.971 and 0.989, respectively. The results show that the 
segmentation model can discriminate the lung tissue on axial 
CT images. Overall, the proposed model achieved a DSC 
of 0.98 for all classes. Furthermore, the models obtained a 

evaluated. Training of network is performed with the ADAM 
stochastic optimizer because it has a fast convergence rate 
compared to other optimizers [39]. Rectified Linear Unit 
(ReLU) was used after each depth separable convolution. 
ReLU is an activation function, which has robust biologi-
cal and mathematical underpinning. To improve the perfor-
mance of the segmentation model, various hyperparameters 
such as initial learning rate, mini-batch size, and maximum 
epoch were tuned to an optimal level through trial and error. 
In the training of the network, the appropriate initial learn-
ing rate was determined as 0.0001 to avoid a long period in 
which the network can get stuck during learning or rapid 
learning without optimal weight values. For the proposed 
model to perform successful learning, mini-batch size and 
maximum epoch number were set to 4 and 10, respectively.

Evaluation metrics

The performance of any semantic segmentation model can 
only be reliably evaluated if appropriate metrics are consid-
ered. Segmentation of medical images is generally between 
unbalanced classes in terms of pixel distribution. In medical 
image segmentation, such as COVID-19 infections on CT, 
the region of interest is too small compared to the entire 
image and is therefore represented by fewer true positives 
(TP). True negatives representing background or lung tissue 
(non-infected) may result in misleading performance ratings 
for accuracy due to class imbalances. Therefore, it is neces-
sary to focus on the Dice similarity coefficient (DSC) and 
intersection over union (IoU) (also known as Jaccard index) 
metrics based on F-score that robustly and reliably reflect 
model performance [32]. In this study, the performance of 
the proposed DeepLabV3+ based CT segmentation model 
was evaluated in terms of these metrics. In addition, accu-
racy, sensitivity and specificity metrics   that are commonly 
used in the literature are also given.

 
DSC =

2 × TP

2 × TP + FP + FN
(1)

 
IoU =

TP

TP + FP + FN
(2)

 
Sensitivity =

TP

TP + FN
(3)

Table 1 Dataset class sizes for Task-1 segmentation
Class Pixel Count Image Pixel Count
‘Background’ 1.997e+07 2.6214e+07
‘Lung’ 7.017e+06 2.6214e+07
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As can be seen in Table 3, although three different COVID-
19 irregularities were considered as one pattern, the distri-
butional imbalance between classes increased according 
to Task-1 segmentation. The segmentation model obtained 
an average DSC and IoU of 0.858 and 0.772, respectively. 
Overall, the 5 fold cross-validation process resulted by DSC 
and IoU of 0.882 and 0.789 for the lungs (non-infected tis-
sue), as well as 0.708 and 0.548 for COVID-19 infection. 
For background class segmentation, DSC and IoU metrics 
were obtained as 0.985 and 0.972, respectively. Overall, the 
proposed model achieved a DSC of 0.858 for all classes. 
The proposed model was able to segment infected and non-
infected lung tissues successfully. Sensitivity performance 
was 0.792, 0.866, and 0.979 for COVID-19 lesions, lung 
(non-infected tissues), and background classes, respec-
tively. The sensitivity and specificity results show the effec-
tiveness of false negative decisions on model performance 
due to unbalanced distribution between classes (Table 4).

sensitivity and specificity of 0.977 and 0.987 on the testing 
set for lung tissue, respectively. Table 2 shows the details 
regarding the performance exhibited by the proposed model 
for binary segmentation.

Multi-class segmentation (Task-2)

GGO, consolidation, and pleural effusion irregularities 
were gathered under one roof in the segmentation process 
and accepted as a collective pattern in the COVID-19 detec-
tion. The proposed model has attempted to semantically 
segment irregularities labeled as COVID. As a result, the 
segmentation process was applied for the classes related 
to background, lung (non-infected tissue), and COVID. 
Table 3 shows the pixel count and image pixel count data 
for COVID, lung (non-infected tissue), and background 
classes.

Table 2 Five-fold cross-validation results for binary segmentation. The mean (µ) and standard deviation (σ) values   for each class are shown, 
respectively
Class Lung Background

µ σ µ σ
Sensitivity 0.977 0.006 0.987 0.002
Specificity 0.987 0.002 0.977 0.006
Accuracy 0.984 0.003 0.984 0.003
DSC 0.971 0.006 0.989 0.002
IoU 0.942 0.011 0.979 0.003

Table 3 Dataset class sizes for Task-2
Class Pixel Count Image Pixel Count
‘Background’ 1.9197e+07 2.6214e+07
‘COVID’ 1.8199e+06 2.5953e+07
‘Lung’ 5.1974e+06 2.6214e+07

Table 4 Five-fold cross-validation results for Task-2
Class Lung COVID Background

µ σ µ σ µ σ
Sensitivity 0.866 0.039 0.792 0.081 0.979 0.005
Specificity 0.976 0.004 0.966 0.011 0.979 0.009
Accuracy 0.955 0.004 0.955 0.006 0.979 0.003
DSC 0.882 0.023 0.708 0.022 0.985 0.002
IoU 0.789 0.036 0.548 0.027 0.972 0.004

Table 5 Dataset class sizes for Task-3
Class Pixel Count Image Pixel Count
‘Background’ 1.9197e+07 2.6214e+07
‘Lung’ 5.1974e+06 2.6214e+07
‘GGO’ 1.1965e+06 2.5166e+07
‘Consolidation’ 5.8921e+05 2.0447e+07
‘Pleural effusion’ 34,265 6.5536e+06
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The proposed model achieved DSC performances of 
0.597 and 0.511 for GGO and consolidation CT irregulari-
ties, respectively. For lung class segmentation, average DSC 
were obtained as 0.881. It can be said that the performance 
is low due to the very few pleural effusion patterns and false 
negatives sabotage the performance. However, it has been 
observed that the overall performance is quite reasonable 
for the multi-class segmentation. Overall, the proposed 
model achieved a DSC of 0.616 for all classes. In general, 
it is clear from the standard deviation values that the pro-
posed model shows stable performance for different folds in 
the training phase on various segmentation tasks. It can be 
seen that the presence of different CT samples in each train-
ing and testing phase does not introduce risky variations in 
model performance. Figure 6 shows the training accuracy 
and loss functions for each fold related to different segmen-
tation tasks.

The results proved that the fluctuations in training accu-
racy and loss functions increase in direct proportion to the 
number of classes in the segmentation tasks. In particular, 
it was observed that the training process was stopped early 
for some folds in order not to be overfitting. Figure 7 shows 
the visual results obtained for some CT image examples in 
different segmentation tasks.

Multi-class segmentation (Task-3)

A detailed segmentation process based on COVID-19 
irregularities types was performed. For this purpose, GGO, 
consolidation, and pleural effusion irregularities were con-
sidered separate classes. Considering the COVID-19 irregu-
larities separately causes the focused regions to be smaller 
and thus the imbalance in the pixel distribution between 
classes increases in parallel. Table 5 shows the pixel count 
and image pixel count data of the classes considered in the 
segmentation.

It is known that CT symptoms progress in different inten-
sities in parallel with the lung destruction of COVID-19. 
Table 5 confirms from the pixel count data that COVID-19 
irregularities are frequently seen as GGO and consolidation 
in the dataset. It can be seen that pleural effusion is observed 
much less frequently compared to other findings and is not 
included in every image. So it is clear that false negative 
decisions for pleural effusion are much more effective than 
other classes. The unbalanced segmentation problem also 
leads to a high level of variance in the performance   obtained 
for each fold during the training phase. Table 6 shows the 
performance metrics of the proposed model for Task-3 seg-
mentation in detail.

Table 6 Five-fold cross-validation results for Task-3
Class Lung GGO Consolidation Pleural Background

µ σ µ σ µ σ µ σ µ σ
Sensitivity 0.855 0.034 0.702 0.049 0.588 0.135 0.106 0.065 0.981 0.002
Specificity 0.979 0.004 0.970 0.005 0.986 0.003 0.999 0.001 0.906 0.025
Accuracy 0.955 0.004 0.958 0.003 0.977 0.007 0.999 0.001 0.975 0.003
DSC 0.881 0.002 0.597 0.075 0.511 0.049 0.105 0.065 0.986 0.002
IoU 0.789 0.033 0.429 0.078 0.345 0.045 0.057 0.035 0.972 0.003

Fig. 6 Graphs of training accuracy and loss function for each segmentation task according to the five-fold experiment (a): Binary segmentation 
(Task-1), (b): Multi-class segmentation (Task-2), (c): Multi-class segmentation (Task-3)
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decrease in performance from larger to smaller regions of 
interest is evidenced by achieving an average DSC of 0.98, 
0.858, and 0.616 for Task-1, Task-2, and Task-3 segmenta-
tion operations, respectively. Moreover, the lower level of 
performance for COVID-19 irregularities compared to other 
segmentation tasks is also due to the morphological diver-
sity of lesions.

From the literature reviewed, it can be seen that several 
successful models have been proposed for segmenting the 
characteristic irregularities caused by COVID-19 infec-
tions in lung CT images. The studies are mostly based on 
U-Net, SegNet, and FCN architectures and various modi-
fications made to these architectures. Table 7 compares the 
performances of the proposed state-of-the-art models for 
semantic segmentation of COVID-19 infections and the 
DeepLabV3+ model used in this study. The performance of 
the segmentation model was evaluated in terms of accuracy, 
sensitivity, specificity, DSC, and IoU metrics. The accuracy 
metric may result in misleading performance ratings due 
to class imbalances. Thus, the science community focused 

Discussion

The CT method is one of the most powerful tools in the 
diagnosis and evaluation of COVID-19. Compared to the 
classification-based models proposed for COVID-19 detec-
tion, the semantic segmentation approach provides detec-
tion, spatial localization, and quantitative evaluation of 
infections. In this regard, it is clear that the semantic seg-
mentation method provides rich and robust information 
about the disease. The small size of the data set used may 
negatively affect the training from scratch of the backbone 
architecture used in the encoder section. Therefore, the pre-
trained architecture has been successful in producing rich 
feature maps in the Large-Scale Visual Recognition Chal-
lenge (ILSVRC). The proposed model presented optimal 
segmentation maps by concatenating low-level features 
and high-level features. The main problem in segmentation 
performance is the dominance of false negatives since the 
regions of interest are quite small compared to the whole 
image. The very few false positive and false negative results 
may cause a tremendous impact on the metric values. The 

Fig. 7 Visual comparison of ground-truth segmentation using the radiologist annotations for each segmentation task: Task-1, Task-2, and Task-3, 
respectively
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problems compared to FCN, SegNet, and U-Net architec-
tures [14, 43, 44]. However, DeepLabV3+ is considered 
relatively unexplored in the analysis of CT images for 
COVID-19. The proposed method performed similar or 
significantly better segmentation performance according 
to related works without increasing the number of model 
parameters by using atrous convolution and SPP methods. 
Thus, it has been shown that the DeepLabV3+ architecture 
may be one of the main approaches used in the segmenta-
tion of COVID-19 lesions.

Conclusions

In this study, a multi-task semantic segmentation was per-
formed for the detection of COVID-19 pulmonary infec-
tions. DeepLabV3+ architecture, a recently developed 
CNN model, was used instead of the segmentation models 
commonly used in the literature. A pre-trained ResNet-18 
architecture was used as a backbone to improve the feature 
representation capability. The effectiveness of the proposed 
DeepLabV3+ was evaluated using the segmentation results 
for healthy lung tissue and different types of COVID-19 
lesions. The experimental results demonstrate that the pro-
posed method has robust performance and great potential in 
evaluating COVID-19 infection.

The segmentation performance can be improved via 
further research on various parameter modifications of the 
DeepLabV3+. In particular, different base networks can be 
employed for feature extractor backbone. In addition, the 
DeepLabV3+ framework may work more effectively by 
using different atrous rates in the encoder or ASPP module.

mainly on the other four widely popular metrics for medical 
image analysis.

Segmentation of COVID-19 irregularities from CT 
images is a crucial step for identifying and quantifying dis-
ease. Autonomous systems developed in this context allow 
effective monitoring of the course of the disease. Thus, many 
state-of-the-art models have been conducted to improve seg-
mentation performance. Table 7 presents the segmentation 
performance of encoder decoder-based popular CNN archi-
tectures. All state-of-the-art models can achieve efficient 
performance for the segmentation of COVID-19 lesions. 
However, segmentation approaches have a high number 
of parameters, computing time, and network complexity. 
These drawbacks can make them infeasible for real-world 
applications. Various backbone options can make the Deep-
LabV3+ model smaller than other architectures.

The main challenges of COVID-19 irregularities seg-
mentation are the small size of lesions, anatomical differ-
ences, and human-made errors in labeling the boundaries. In 
this study, although the convolution and pooling operations 
in the encoder part provide rich information, the boundary 
information about the regions of interest may be lost. To 
increase resolution, the downsampling or strided convolu-
tion can be removed from the network architecture. But it 
has the major drawback of reduction in the receptive field 
of kernels. It is main challenging to establish a balance 
between the resolution of the feature map and the receptive 
field. These challenges have been tried to be overcome with 
various improvements such as dilation convolution opera-
tion and different atrous rates.

DeeplabV3+was originally developed for the segmenta-
tion of road scenes, biomedical and real-world images. It 
generally gives better performance for various segmentation 

Table 7 Related works for COVID-19 segmentation and comparison of resulting segmentation performances such as DSC, IoU, sensitivity (Sen.), 
and specificity (Spe.). The table categories the related works according to the proposed model and dataset information such as source, dimension 
(Dim.), and sample size
The state-of-the-art works CT images properties Metrics
Author(s) Proposed Model Database Size Dim DSC IoU Sen. Spe.
Saood et al. [13] U-Net SIRM [33] 100 2D 0.733 - 0.964 0.948
Saood et al. [13] SegNet SIRM [33] 100 2D 0.749 - 0.956 0.954
Khalifa et al. [31] Overall encoder and decoder Jun et al. [40] 3250 2D - 0.799 0.945 0.945
Müller et al. [32] Standard U-Net Ma et al. [41] 20 2D 0.804 0.672 0.778 0.999
Pei et al. [42] MPS-Net (Supervision U-Net) SIRM [33] 100 2D 0.833 0.742 0.841 0.999
Ma et al. [41] Standard U-Net Ma et al. [41] 20 3D 0.608 - 0.628 0.997
Ma et al. [41] nnU-Net Ma et al. [41] 20 3D 0.673 - 0.620 0.999
Yan et al. [29] SegNet Yan et al. [29] 861 3D 0.726 - 0.751 -
Zheng et al. [28] 3D CU-Net based on U-Net Jun et al. [40] 3250 3D 0.778 - 0.738 0.999
This study DeepLabV3+

Task-1
SIRM [33] 100 2D 0.980 0.961 0.982 0.982

This study DeepLabV3+
Task-2

SIRM [33] 100 2D 0.858 0.769 0.879 0.970

This study DeepLabV3+
Task-3

SIRM [33] 100 2D 0.616 0.518 0.647 0.968
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