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Abstract Malaria forecasts from dynamical systems have never been attempted at the health district
or local clinic catchment scale, and so their usefulness for public health preparedness and response at the
local level is fundamentally unknown. A pilot preoperational forecasting system is introduced in which the
European Centre for Medium Range Weather Forecasts ensemble prediction system and seasonal climate
forecasts of temperature and rainfall are used to drive the uncalibrated dynamical malaria model VECTRI
to predict anomalies in transmission intensity 4 months ahead. It is demonstrated that the system has
statistically significant skill at a number of sentinel sites in Uganda with high-quality data. Skill is also
found at approximately 50% of the Ugandan health districts despite inherent uncertainties of unconfirmed
health reports. A cost-loss economic analysis at three example sentinel sites indicates that the forecast
system can have a positive economic benefit across a broad range of intermediate cost-loss ratios and
frequency of transmission anomalies. We argue that such an analysis is a necessary first step in the
attempt to translate climate-driven malaria information to policy-relevant decisions.

Plain Language Summary The malaria parasite and its mosquito vector are both weather
sensitive, with temperature impacting development rates and mortality, and rainfall providing mosquito
breeding sites. We take advantage of these effects to provide forecasts of malaria transmission intensity up
to 4 months ahead, using a state-of-the-art climate prediction system to drive a mathematical model of the
parasite/vector cycle. The system is evaluated to have skill in Uganda at the district and local clinic scale,
a first for subnational forecasts. We then perform an economic analysis to show at which range of decision
entry points and anomalous transmission events the system has positive benefit, necessary for integration
into decision-making processes.

1. Introduction
Timely availability of information is key for effective decision making in any sector. The ability to reliably
predict the transmission of malaria for the season ahead sufficiently far in advance would be of significant
benefit to health planners in Africa (Hay et al., 2001; Thomson & Connor, 2001; Thomson et al., 2005; Cox &
Abeku, 2007). The lag between the rainy season and the peak of malaria transmission implies that monitor-
ing weather conditions can provide warning of anomalous malaria transmission 1 to 2 months in advance,
resulting in calls to improve climate monitoring capacity in Africa for health applications (Thomson
et al., 2014).

Numerous studies have investigated the potential of climate surveillance (Abeku et al., 2004; Ceccato et al.,
2007; Grover-Kopec et al., 2005; Ototo et al., 2011; Worrall et al., 2008) although to date there has been limited
progress in sustainably operationalizing such approaches into health systems (Thomson et al., 2014). This is
partly due to the challenge of effectively integrating climate into existing health planning procedures. While
referring to longer timescales of climate change, many of the issues highlighted by Campbell-Lendrum et al.
(2015) are also valid for shorter seasonal planning timescales, notably the lack of high-quality, multidecade
health data sets with which to develop and evaluate climate-driven planning systems, the potential mis-
match of scales between climate information and the local decision process, the lack of relative effective
decision support tools to marry climate-driven information with the decision process and a general lack
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of a framework to effectively communicate model system uncertainties to end users (see also Tompkins
& Thomson, 2018). Moreover, the 1-month advance warning provided by the monitoring of climate may
be too short, limiting the scope to implement or modify cost-effective, preemptive actions (Checchi et al.,
2006) such as sending out indoor residual spraying teams to identified vulnerable areas. DaSilva et al. (2004)
emphasize that this latter shortcoming could be addressed by incorporating information from reliable sea-
sonal climate forecasts that provide predictions of climate variables (such as temperature and precipitation)
from 6 to 13 months ahead. If proven skillful, these could be used to increase the advance warning time
for impending outbreaks. The present work limits the scope of the predictions to an advance warning (lead
time) of 4 months, since previous research has shown that this is likely the upper limit for skillful prediction
for the present generation of seasonal prediction systems (particularly for precipitation, e.g., Ogutu et al.,
2017; Shukla et al., 2016), while noting that this time frame may still be inadequate for some operational
decisions.

The uptake of seasonal climate predictions in malaria-related health planning has been hampered by sev-
eral knowledge bottlenecks. Historically, prediction at seasonal timescales was reliant on statistical models
of seasonal anomalies based on regional sea surface temperature anomalies (Mason et al., 1996; Mutai et al.,
1998), and forecast skill of rainfall and temperature in the tropics from dynamical systems was limited to the
very short range of at most a few days (Vitart, 2014), thus preventing longer range, skillful, climate-based
prediction of outbreaks. At the same time, spatial disease modeling systems that accounted for climate were
statistical in nature and relied on accurate and long-term health data records. The quality, consistency, and
availability of subnational level health data for malaria was often inadequate for the training and subse-
quent evaluation of disease prediction systems (Thomson et al., 2014). Paper-based surveillance systems
and limited confirmation of suspected cases through microscopy or diagnostic test kits lead to large health
data uncertainties that compound those deriving from the use of imperfect climate and malaria modeling
systems. The first demonstration of climate forecasts for malaria prediction used dynamical climate fore-
cast models to drive a statistical model for national malaria cases in Botswana (Thomson et al., 2005). To
date, there has been no demonstration of malaria early warning from dynamical modeling systems at the
subnational, health district scale.

Scientific and surveillance advances are reducing the barriers to the development of dynamical disease pre-
diction systems. Case confirmation through rapid diagnostic test kits, while still not universal, has increased
substantially (Zhao et al., 2012), while many countries in Africa now have digital-based health surveillance
systems in place (Chaulagai et al., 2005). In tandem, weather forecasting techniques and order-of-magnitude
increases in the use of satellite monitoring of the atmosphere have improved climate forecasting skill (Bauer
et al., 2015). Mathematical dynamical disease modeling systems that account for climate have been devel-
oped and can be applied to model seasonal and interannual spatial changes in malaria hazard (Hoshen &
Morse, 2004; Laneri et al., 2010; Lunde et al., 2013; Tompkins & Ermert, 2013). Recent theoretical studies
have used climate forecast information to drive such dynamical disease models to demonstrate the potential
predictability of malaria over regional scales (Jones & Morse, 2010, 2012; Tompkins & Di Giuseppe, 2015),
with the caveat that no validation was made for the presented systems with actual health data. One example
of an early warning system evaluated with monthly case data aggregated at the national scale for Botswana
has been presented by MacLeod et al. (2015), consisting of a dynamical malaria model driven by monthly
and seasonal forecasts. The forecasts were statistically skillful, while highlighting the considerable number
of outbreak false alarms (MacLeod et al., 2015).

Here we present the first subnational evaluation of a spatially distributed, climate-driven, malaria early
warning system built (MEWS) with dynamical modeling systems. The system is evaluated using high-quality
sentinel site and regional health district data in Uganda, and it is demonstrated that the system can pre-
dict which seasons may have enhanced transmission up to 4 months in advance. Our key finding is that,
despite the use of an imperfect forecast system verified with imperfect health data, a threshold has now been
superseded whereby the system skill may translate into positive economic value for decision making.

2. Methods
Technical details of the MEWS are given in Tompkins and Di Giuseppe (2015) and in supporting information
S1–S3. Briefly, the early warning system consists of dynamical malaria model that models the parasite sexual
reproduction in the human host in a classic compartmental susceptible-exposed-infected-recovered model,
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Figure 1. Standardized anomaly of the detrended observed total malaria cases (Co) at the Jinja, Kanungu, and
Mubende Sentinel sites (red line) compared to the standardized anomaly of the detrended cases proxy (Cm) from the
forecast ensemble, with the black line showing the ensemble mean and the gray shading the range (minimum and
maximum) of the five-member forecast ensemble members. In the left-hand column, each point of the forecast time
series is a forecast started 1 month prior to the observation and thus give an early warning of 1 month (lead 1), while
the right-hand column shows a forecast started 4 months ahead (lead 4). EIR = entomological inoculation rate.
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Table 1
Spearman Rank Correlation Coefficient at Jinja, Kanungu, and Mubende
Sentinel Sites as a Function of Forecast Lead Time From 1 to 4 Months

Sentinel site Lead 1 m Lead 2 m Lead 3 m Lead 4 m
Apac 0.56 0.29 0.55 0.39
Jinja 0.75 0.66 0.80 0.78
Kanungu 0.87 0.14 0.69 0.63
Mubende 0.39 0.57 0.51 0.62
Tororo 0.73 0.33 0.63 0.46

Note. Statistically significant values are in bold.

coupled to a model for the vector life cycle and the parasite sporogonic cycle, which account for climate
variations. The climate conditions are provided by monthly weather and seasonal climate forecasts with one
forecast ensemble made per month for the years 1994 to 2013. The ensemble of five forecasts sample chaotic
uncertainty of the atmosphere and account for weather forecast model and analysis system uncertainties.

This version of the MEWS predicts the entomological inoculation rate (the number of infectious bites
received per person per unit time), the human bite rate, the detectable parasite ratio, and the vector density,
and the entomological inoculation rate is used to generate a proxy for total cases off-line. To focus on the
skill at predicted interannual variability, all series are detrended prior to analysis and monthly standardized
anomalies of both the model proxy and the observed cases (detailed next) are calculated. The skill is then
classified using the Spearman's rank correlation score between the modeled and observed series of standard-
ized anomalies, with the forecasts classed as skillful if the correlation value for the period for which data are
available is significant at the 95% level.

In Uganda, high-quality, laboratory total confirmed case data from six sentinel sites distributed throughout
across the country are available for the period 2006–2013 (Sserwanga et al., 2011). Of these, Kabale has an
altitude of 2,000 m and has mean temperatures below the 18 ◦ C threshold required for sustained transmis-
sion in the model, while the other five sites (Apac, Jinja, Kanungu, Mubende, and Tororo) range between
1,000 and 1,320 m. We mainly focus on Jinja, Kanungu, and Mubende as the three highest altitude sites
above 1,100 m where climate variability is expected to be more important for driving interannual variability
in malaria transmission (Alonso et al., 2011; Haque et al., 2010; Ototo et al., 2011; Zhou et al., 2004). In addi-
tion to the sentinel sites, monthly totals of suspected malaria cases obtained from the Ministry of Health of
Uganda and aggregated at the administrative district level are used for a period of approximately 10 years. For
details of the forecast system, observations, and evaluation method, refer to the supporting information S1.

3. Results
The predictions of transmission anomaly compared to the actual measured anomaly in malaria cases is
shown for the three focus sites of Jinja, Kanungu, and Mubende (Figure 1). The panels show information that
would be available to a decision maker 1 month (lead 1) and 4 months (lead 4) in advance. The shaded region
shows the span of the five-member forecast ensemble, an indication of the forecasts uncertainty related to
the climate forecasts but does not include the uncertainty of the malaria model or the initial conditions (see
discussion in the supporting information and Tompkins & Thomson, 2018). The uncertainty due to climate
increases with lead time; hence, its range is much larger for the 4-month lead time predictions. This is also
emphasized in Table 1, which shows the rank correlation skill score for all five sites as a function of the
forecast lead time. The system is skillful at most forecast lead times for all five sites, but the skill does not
decrease monotonically as a function of lead time. This is an artifact of the relatively short validation period,
constrained by the availability of health data.

The comparison shows that the MEWS is able to predict the seasonal trends in case anomalies at the sentinel
sites, with the 2010 identified as a year of anomalous transmission, likely associated with the occurrence of
a medium strength El Ninõ event, which would produce anomalously warm temperatures and can some-
times increase rainfall if associated with warmer seas in the Indian Ocean (Lindblade et al., 1999). From
the two high altitude sentinel sites (i.e., Kanungu and Mubende), the model performance is superior in
Kanungu, with the higher transmission in 2012 at Mubende underestimated. The early warning system is
able to predict the secondary maximum that occurs in 2012 in Mubende and Kanungu in the highlands
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Figure 2. Map of Uganda showing the Spearman's rank correlations for districts for which the model forecast system
has statistically significant skill relative to the suspected malaria district data obtained from the Ministry of Health.

and yet also predicts the single period of enhanced cases at the lower-altitude Jinja site. This indicates that
the system has the potential to predict differences occurring at a subnational scale, likely driven by rainfall
spatial heterogeneity.

The forecasts are also validated using the suspected malaria case surveillance time series obtained from the
Ministry of Health of Uganda and aggregated at the district level, and it is found that the system is skillful
in approximately half of the districts (Figure 2). While the districts that are skillful include many of the
higher-altitude locations in the east and south west, there is no obvious characteristic that determines the
skillful districts, which also include districts where malaria is highly endemic.

The cost-loss analysis of relative economic value V of the MEWS is conducted using the monthly anomalies
for the three focus sentinel sites (Figure 3) and shows that the system has positive value for a range of
intermediate cost-loss ratios bounded by 0 or negative value at very low or high cost-loss ratios. As the event
threshold becomes rarer, the system has value at lower cost-loss ratios, seen in the diagonal slant of the
area of positive economic value, and for a decreasing range of cost-loss ranges. Kanungu has a wider range
of decision entry points and cost-loss ratios for which the system has positive economic benefit relative to
Mubende, for which the system only has benefit for thresholds below approximately 0.85, corresponding to a
1 in 7-month event, and for cost-loss ratios of 0.15 to 0.3. At Jinja, the range of economic value is limited. Note
that an upper quintile event as calculated here is not precisely equivalent to the definition of an epidemic
by the World Health Organization field handbook on malaria epidemiology (Hook, 2004), since the latter is
defined in terms of a seasonal anomaly, whereas the present calculation is based on monthly anomalies.

4. Discussion
The forecasting system has demonstrable skill in predicting temporal variations in malaria cases, although
the analysis is necessarily limited by the temporal length of data available. This is the first time that a
dynamical early warning system for malaria has been shown to have demonstrable skill at the subnational
scale using monthly real time series of epidemiological surveillance data. For context, previous studies
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Figure 3. Relative economic value V of using the forecast system at a 4-month lead time at Jinja, Kanungu, and Mubende, using a range of cost-loss (C∕L)
ratios (x axis) and percentile threshold of the monthly standardized transmission anomaly (y axis). For example, a percentile fraction of 0.66 corresponds to
higher transmission anomaly that is expected to occur 1 in 3 months, while 0.8 refers to a 1 in 5 standardized anomaly. Refer to supporting information S1 for
full outline of analysis method.

have quantitatively compared their malaria forecasts against national annually averaged malaria indices
(MacLeod et al., 2015) or qualitatively against subnational annual Plasmodiumfalciparum prevalence data
(Lauderdale et al., 2014).

The skill was demonstrated for high-quality confirmed sentinel site cases as well as for approximately half
of health districts. It is emphasized that the district malaria data are affected by many factors in addition to
climate variability, including population mobility, changes in land use, and systematic increases in preven-
tative interventions. In addition, we suspect that a key factor is that district data, especially in the earlier
period of the database, is subject to large uncertainties due to the lack of systematic confirmation of cases at
the time the data were collected (Yeka et al., 2012). As the spatial scale of seasonal climate anomalies will
exceed the district scale, in particular for temperature, one would expect a positive spatial autocorrelation
of the normalized seasonal malaria transmission anomaly. Instead, the health district data show a Moran's
spatial autocorrelation (Figure 4) close to 0 and lower than the climate-driven malaria model. Note that
heterogeneities in urban-rural settings, population densities, and land cover would not greatly affect auto-
correlation as these factors do not change rapidly on interannual timescales. Recognizing the limitations
of the district data, it is encouraging that the malaria predictions are nevertheless skillful in approximately
half of the districts in Uganda, 4 months in advance.

Apart from the need to reduce uncertainties and errors in the climate forecasting and malaria modeling
systems themselves, the next step is to ascertain how to best incorporate such as system effectively into a
national or regional decision-making process concerning health planning and interventions. The cost-loss
economic analysis represents a potential framework for this as it allows a decision maker to assess whether
using the forecast system to decide when to apply a particular invention makes economic sense. For example,
in the analysis of the relative economic value V , it was seen that the system never has value at low cost-loss
ratios C∕L. This is straightforward to interpret since at low cost-loss ratios, the system has to be very accurate
to have positive economic value as a single miss will prove more costly than simply intervening every year.
In these cases, the decision maker would err on the side of caution and simply intervene even with a highly
accurate forecast system available for guidance. The diagonal slant of the area of positive economic value
in Figure 3 means that for rarer events, the threshold for using the early warning system moves to lower
cost-loss ratios. This also makes sense, since as anomalies that one is attempting to mitigate become rarer,
the economic wastage of always intervening when not required starts to outweigh the cost of losses due to
a forecast miss.

At high cost-loss ratios, the cost of forecast false alarms is instead the issue, since the high cost of inven-
tion in these cases outweighs the alternative strategy of never intervening. It should be said that these
cases highlight a weakness of the cost-loss analysis, in that intervention decisions are political as well as
economical, and a decision maker may decide to intervene even if it is not the optimal strategy to avoid the
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Figure 4. Moran spatial autocorrelation for each month calculated for the
Uganda district data (circles) and the lead 1 district malaria predictions
(squares). The whiskers indicate the interannual standard deviation.

appearance of inaction in the face of an unexpected disease outbreak.
Another drawback of the cost-loss approach is that mapping actual pol-
icy decisions and outcomes to economic values of intervention costs and
economic losses is extremely challenging. For example, an economic loss
may refer to loss of productivity due to worker absence or the direct cost
of treating clinical cases, with estimates made from analyses of previ-
ous outbreaks in an epidemic transmission setting. On the other hand,
the action cost could refer to implementing interventions in the area.
Economic analyses have been carried out previously to evaluate and com-
pare the economic value of interventions in various transmission settings
(Morel et al., 2005; Wiseman et al., 2003; Worrall et al., 2004, 2008; Yukich
et al., 2008) but necessarily involve simplifications. Despite these chal-
lenges, such an economic framework is important to emphasize the fact
that a forecast may well have statistical skill at predicting an outbreak but
that this may not necessarily translate into actionable information for a
specific decision.

Another aspect of health early warning systems that requires further
attention regards the initialization of the forecasts. Weather forecasts
have been operational now for over six decades, and in that time, the
World Meteorological Organization has worked with national weather
centers to build up a wide-reaching global telecommunications system to

transmit satellite and in situ measurements to collecting centers in near real time for their use in assimilation
systems to provide the initial conditions for weather forecasts. No such system for monitoring epidemiolog-
ical or entomological conditions exists. While case data are now collected digitally in many countries using
Health Management Information Systems (Chaulagai et al., 2005), these are usually country based and, for
obvious reasons of privacy, rarely open access or shared with neighboring countries. Entomological condi-
tions such as vector density are sporadically monitored, if at all. At best, satellite information can be used to
monitor surface water availability to attempt to infer vector densities indirectly (Franke et al., 2015). The lag
between climate and malaria means that the forecast skill in the first month derives almost entirely from the
correct initialization of the epidemiological and entomological conditions (Tompkins & Di Giuseppe, 2015).
Thus, the development of improved health early warning systems will be hampered unless the issue of data
availability for initialization can be addressed. A first step would be for a coordinated international action to
collect past digital health records, processed to adequately address privacy concerns, to be released in digi-
tal format publicly as a resource for research to develop and evaluate the potential of health early warning
systems. The ensuing development of pilot systems with improved assimilation techniques for system ini-
tialization would in turn encourage further efforts to open up data resources publicly and make investments
toward the collection of health information in near real time to support operational use for intervention
planning (Tompkins et al., 2018). In addition to improving and expanding broadband networks that facilitate
the implementation of Health Management Information Systems, low-cost technology solutions now exist
for long-distance wireless networks (Zennaro et al., 2010) and low-volume data transmission via mobile net-
works to reach isolated, rural locations (Aranda-Jan et al., 2014) that would allow relevant epidemiological,
as well as supporting entomological and in situ environmental information to be transmitted and gathered
efficiently in near real time.

5. Conclusions
We have shown that a dynamical malaria system driven by a combination of monthly and seasonal climate
forecasts is able to produce forecasts of the normalized force of infection that reproduce some of the tempo-
ral variability in the malaria cases, both in terms of district unconfirmed cases and high-quality data from
several sentinel sites in Uganda. This is the first such demonstration on a subnational scale. Further confi-
dence in the system could be gained by its evaluation in alternative geographical areas or by using longer
data series, highlighting the need for continuous, subnational malaria data across large areas. An econom-
ical analysis demonstrates that the system has positive benefit for a range of intervention-benefit ratios at
some sites, possibly indicating a method for incorporating such a system into the decision-making process.

TOMPKINS ET AL. 64



GeoHealth 10.1029/2018GH000157

References

Abeku, T. A., Hay, S. I., Ochola, S., Langi, P., Beard, B., de Vlas, S. J., & Cox, J. (2004). Malaria epidemic early warning and detection in
African highlands. Trends Parasitology, 20(9), 400–405.

Alonso, D., Bouma, M. J., & Pascual, M. (2011). Epidemic malaria and warmer temperatures in recent decades in an East African highland.
Proceedings of the Royal Society B: Biological Sciences, 278, 1661–1669.

Aranda-Jan, C. B., Mohutsiwa-Dibe, N., & Loukanova, S. (2014). Systematic review on what works, what does not work and why of
implementation of mobile health (mhealth) projects in Africa. BMC Public Health, 14(1), 188.

Bauer, P., Thorpe, A., & Brunet, G. (2015). The quiet revolution of numerical weather prediction. Nature, 525(7567), 47–55.
Campbell-Lendrum, D., Manga, L., Bagayoko, M., & Sommerfeld, J. (2015). Climate change and vector-borne diseases: What are the

implications for public health research and policy? Philosophical Transactions of the Royal Society B, 370(1665), 20130552.
Ceccato, P., Ghebremeskel, T., Jaiteh, M., Graves, P., Levy, M., Ghebreselassie, S., Ogbamariam, A., Barnston, A., Bell, M., Del Corral, J.,

Connor, S. J., Fesseha, I., Brantly, E. P., & Thomson, M. C. (2007). Malaria stratification, climate, and epidemic early warning in Eritrea.
American Journal of Tropical Medicine and Hygiene, 77, 61–68.

Chaulagai, C. N., Moyo, C. M., Koot, J., Moyo, H. B., Sambakunsi, T. C., Khunga, F. M., & Naphini, P. D. (2005). Design and implementation
of a health management information system in Malawi: Issues, innovations and results. Health Policy and Planning, 20(6), 375–384.

Checchi, F., Cox, J., Balkan, S., Tamrat, A., Priotto, G., Alberti, K. P., Zurovac, D., & Guthmann, J.-P. (2006). Malaria epidemics and
interventions, Kenya, Burundi, southern Sudan, and Ethiopia, 1999–2004. Emerging Infectious Diseases, 12(10), 1477–1485.

Cox, J., & Abeku, T. A. (2007). Early warning systems for malaria in Africa: From blueprint to practice. Trends in Parasitology, 23(6),
243–246.

DaSilva, J., Garanganga, B., Teveredzi, V., Marx, S. M., Mason, S. J., & Connor, S. J. (2004). Improving epidemic malaria planning,
preparedness and response in Southern Africa. Malaria Journal, 3(1), 37.

Franke, J., Gebreslasie, M., Bauwens, I., Deleu, J., & Siegert, F. (2015). Earth observation in support of malaria control and epidemiology:
MALAREO monitoring approaches. Geospatial Health, 10(1), 335. https://doi.org/10.4081/gh.2015.335

Grover-Kopec, E., Kawano, M., Klaver, R. W., Blumenthal, B., Ceccato, P., & Connor, S. J. (2005). An online operational rainfall-monitoring
resource for epidemic malaria early warning systems in Africa. Malaria Journal, 4, 6. https://doi.org/10.1186/1475–2875–4–6

Haque, U., Hashizume, M., Glass, G. E., Dewan, A. M., Overgaard, H. J., & Yamamoto, T. (2010). The role of climate variability in the
spread of malaria in Bangladeshi highlands. PLoS One, 5, E14341. https://doi.org/10.1371/journal.pone.0014,341

Hay, S. I., Rogers, D. J., Shanks, G. D., Myers, M. F., & Snow, R. W. (2001). Malaria early warning in Kenya. Trends Parasitology, 17, 95–99.
Hook, C. (2004). Field guide for malaria epidemic assessment and reporting: Draft for field testing (Tech. Rep.). Geneva, Switzerland: World

Health Organisation. Retrieved from http://apps.who.int/
Hoshen, M. B., & Morse, A. P. (2004). A weather-driven model of malaria transmission. Malaria Journal, 3, 32. https://doi.org/

10.1186/1475-2875-3-32
Jones, A. E., & Morse, A. P. (2010). Application and validation of a seasonal ensemble prediction system using a dynamic malaria model.

Journal of Climate, 23, 4202–4215.
Jones, A. E., & Morse, A. P. (2012). Skill of ENSEMBLES seasonal re-forecasts for malaria prediction in West Africa. Geophysical Research

Letters, 39, L23707. https://doi.org/10.1029/2012GL054040
Laneri, K., Bhadra, A., Ionides, E. L., Bouma, M., Dhiman, R. C., Yadav, R. S., & Pascual, M. (2010). Forcing versus feedback: Epidemic

malaria and monsoon rains in northwest India. PLOS Computational Biology, 6, E1000898. https://doi.org/10.1371/journal.pcbi.1000898
Lauderdale, J. M., Caminade, C., Heath, A. E., Jones, A. E., MacLeod, D. A., Gouda, K. C., et al. (2014). Towards seasonal forecasting of

malaria in India. Malaria Journal, 13(1), 310.
https://doi.org/10.1186/1475-2875-13-310

Lindblade, K. A., Walker, E. D., Onapa, A. W., Katungu, J., & Wilson, M. L. (1999). Highland malaria in Uganda: Prospective analysis of
an epidemic associated with El Niño. Transactions of the Royal Society of Tropical Medicine and Hygiene, 93(5), 480–487.

Lunde, T. M., Korecha, D., Loha, E., Sorteberg, A., & Lindtjørn, B. (2013). A dynamic model of some malaria-transmitting
anopheline mosquitoes of the Afrotropical region. I. Model description and sensitivity analysis. Malaria Journal, 12(1), 28.
https://doi.org/10.1186/1475-2875-12-28

MacLeod, D. A., Jones, A., Di Giuseppe, F., Caminade, C., & Morse, A. P. (2015). Demonstration of successful malaria forecasts for Botswana
using an operational seasonal climate model. Environmental Research Letters, 10(4), 044005.

Mason, S., Joubert, A., Cosijn, C., & Crimp, S. (1996). Review of seasonal forecasting techniques and their applicability to Southern Africa.
Water SA-Pretoria-, 22, 203–210.

Morel, C. M., Lauer, J. A., & Evans, D. B. (2005). Cost effectiveness analysis of strategies to combat malaria in developing countries. British
Medical Journal, 331(7528), 1299. https://doi.org/10.1136/bmj.38,639.702,384.AE

Mutai, C., Ward, M., & Colman, A. (1998). Towards the prediction of the East Africa short rains based on sea surface
temperature-atmosphere coupling. International Journal of Climatology, 18, 975–997.

Ogutu, G. E., Franssen, W. H., Supit, I., Omondi, P., & Hutjes, R. W. (2017). Skill of ECMWF system-4 ensemble seasonal climate forecasts
for East Africa. International Journal of Climatology, 37(5), 2734–2756.

Ototo, E. N., Githeko, A. K., Wanjala, C. L., & Scott, T. W. (2011). Surveillance of vector populations and malaria transmission during the
2009/10 El Niño event in the western Kenya highlands: Opportunities for early detection of malaria hyper-transmission. Parasit Vectors,
4, 144.

Shukla, S., Roberts, J., Hoell, A., Funk, C. C., Robertson, F., & Kirtman, B. (2016). Assessing North American multimodel ensemble
(NMME) seasonal forecast skill to assist in the early warning of anomalous hydrometeorological events over East Africa. Climate
Dynamics, 1–17. https://doi.org/10.1007/s00382-016-3296-z

Sserwanga, A., Harris, J. C., Kigozi, R., Menon, M., Bukirwa, H., Gasasira, A., et al. (2011). Improved malaria case manage-
ment through the implementation of a health facility-based sentinel site surveillance system in Uganda. PLoS One, 6(1), E16316.
https://doi.org/10.1371/journal.pone.0016316

Thomson, M. C., & Connor, S. J. (2001). The development of malaria early warning systems for Africa. Trends in Parasitology, 17(9),
438–445.

Thomson, M. C., Mason, S. J., Phindela, T., & Connor, S. J. (2005). Use of rainfall and sea surface temperature monitoring for malaria early
warning in Botswana. American Journal of Tropical Medicine and Hygiene, 73, 214–221.

Thomson, M. C., Mason, S., Platzer, B., Mihretie, A., Omumbo, J., Mantilla, G., Ceccato, P., Jancloes, M., & Connor, S. (2014). Climate and
health in Africa. Earth Perspectives, 1, 17. https://doi.org/10.1186/2194-6434-1-17

Acknowledgments
This research was partly funded
through the EUFP7 projects of
Quantifying Weather and Climate
Impacts on Health in Developing
Countries (QWeCI, grant agreement
243964) and HEALTHY FUTURES
(grant agreement 266327). F. J. C. G.
was supported by the National
Institute for Health Research (NIHR),
Health Protection Research Unit in
Emergency Preparedness and
Response at King's College London.
The Sentinel health data used in this
paper are freely available online
from Uganda Malaria Surveillance
Project (UMSP), downloaded from
umsp.muucsf.org in 2013. All early
warning system data and the Uganda
detrended, normalized district data
have been submitted to Pangeae
(https://doi.pangaea.de/10.1594/
PANGAEA.897884). The VECTRI
model is freely available at
www.ictp.it/∼tompkins/vectri.

TOMPKINS ET AL. 65

https://doi.org/10.4081/gh.2015.335
https://doi.org/10.1186/1475--2875--4--6
https://doi.org/10.1371/journal.pone.0014,341
http://apps.who.int/
https://doi.org/10.1186/1475-2875-3-32
https://doi.org/10.1186/1475-2875-3-32
https://doi.org/10.1029/2012GL054040
https://doi.org/10.1371/journal.pcbi.1000898
https://doi.org/10.1186/1475-2875-13-310
https://doi.org/10.1186/1475-2875-12-28
https://doi.org/10.1136/bmj.38,639.702,384.AE
https://doi.org/10.1007/s00382-016-3296-z
https://doi.org/10.1371/journal.pone.0016316
https://doi.org/10.1186/2194-6434-1-17
umsp.muucsf.org
https://doi.pangaea.de/10.1594/PANGAEA.897884
https://doi.pangaea.de/10.1594/PANGAEA.897884


GeoHealth 10.1029/2018GH000157

Tompkins, A. M., & Di Giuseppe, F. (2015). Potential predictability of malaria using ECMWF monthly and seasonal climate forecasts in
Africa. Journal of Applied Meteorology and Climatology, 54, 521–540.

Tompkins, A. M., & Ermert, V. (2013). A regional-scale, high resolution dynamical malaria model that accounts for population density,
climate and surface hydrology. Malaria Journal, 12, 65. https://doi.org/10.1186/1475–2875–12–65

Tompkins, A. M., Lowe, R., Nissan, H., Martiny, N., Roucou, P., Thomson, M. C., & Nakazawa, T. (2018). Predicting climate impacts on
health at sub-seasonal to seasonal timescales. In A. W. Robertson & F. Vitart (Eds.), The gap between weather and climate forecasting:
Sub-seasonal to seasonal prediction (pp. 455–477). Amsterdam: Elsevier.

Tompkins, A. M., & Thomson, M. C. (2018). Uncertainty in malaria simulations due to initial condition, climate and malaria model
parameter settings investigated using a constrained genetic algorithm. PLoS One, 13, E0200638.
https://doi.org/10.1371/journal.pone.0200638

Vitart, F. (2014). Evolution of ECMWF sub-seasonal forecast skill scores. Quarterly Journal of the Royal Meteorological Society, 140(683),
1889–1899.

Wiseman, V., Hawley, W. A., Ter Kuile, F. O., Phillips-Howard, P. A., Vulule, J. M., Nahlen, B. L., & Mills, J. (2003). The cost-effectiveness
of permethrin-treated bed nets in an area of intense malaria transmission in western Kenya. American Journal of Tropical Medicine and
Hygiene, 68(4_suppl), 161–167.

Worrall, E., Connor, S., & Thomson, M. C. (2008). Improving the cost-effectiveness of IRS with climate informed health surveillance
systems. Malaria Journal, 7, 263. https://doi.org/10.1186/1475-2875-7-263

Worrall, E., Rietveld, A., & Delacollette, C. (2004). The burden of malaria epidemics and cost-effectiveness of interventions in epidemic
situations in Africa. In J. G. Breman, M. S. Alilio, & A. Mills (Eds.), The intolerable burden of malaria II: What's new, what's needed (Vol.
71.2; SUPP, pp. 136–140). Northbrook, IL: American Society of Tropical Medicine and Hygiene.

Yeka, A., Gasasira, A., Mpimbaza, A., Achan, J., Nankabirwa, J., Nsobya, S., et al. (2012). Malaria in Uganda: Challenges to control on the
long road to elimination: I. Epidemiology and current control efforts. Acta Trop, 121(3), 184–195.

Yukich, J. O., Lengeler, C., Tediosi, F., Brown, N., Mulligan, J.-A., Chavasse, D., et al. (2008). Costs and consequences of large-scale vector
control for malaria. Malaria Journal, 7(1), 258. https://doi.org/10.1186/1475-2875-7-258

Zennaro, M., Bagula, A., Gascon, D., & Noveleta, A. B. (2010). Long distance wireless sensor networks: Simulation vs reality. In Proceed-
ings of the 4th ACM Workshop on Networked Systems for Developing Regions (p. 12). New York: Association for Computing Machinery.
https://doi.org/10.1145/1836001.1836013

Zhao, J., Lama, M., Korenromp, E., Aylward, P., Shargie, E., Filler, S., Komatsu, R., & Atun, R. (2012). Adoption of rapid diagnostic tests
for the diagnosis of malaria, a preliminary analysis of the Global Fund program data, 2005 to 2010. PLoS One, 7(8), E43549.

Zhou, G., Minakawa, N., Githeko, A. K., & Yan, G. (2004). Association between climate variability and malaria epidemics in the East
African highlands. Proceedings of the National Academy of Sciences of the United States of America, 101, 2375–2380.

TOMPKINS ET AL. 66

https://doi.org/10.1186/1475--2875--12--65
https://doi.org/10.1371/journal.pone.0200638
https://doi.org/10.1186/1475-2875-7-263
https://doi.org/10.1186/1475-2875-7-258
https://doi.org/10.1145/1836001.1836013

	Abstract
	Plain Language Summary


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends false
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


