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A B S T R A C T   

The large amount of the non-renewable energy consumption in China brings certain challenges to 
the realization of carbon neutrality. This paper proposes a new grey model to predict the con-
sumption of non-renewable energy in China. Based on the traditional grey model, the proposed 
model introduces two parameters to adjust the weight of information. Simultaneously, the 
intelligent optimization algorithm determines the optimal parameters. Three cases verify the 
feasibility of the model. The forecast results show that the amount of oil and natural gas con-
sumption will continue to grow at a faster rate. By 2026, the amount of oil consumption will 
exceed 37 EJ (EJ) and natural gas consumption will exceed 22 EJ. Compared to 2021, oil con-
sumption is up nearly 24%, and natural gas consumption is up more than 60%. While the con-
sumption of coal will maintain a small up rate and gradually be leveled off.   

1. Introduction 

Natural resources play an important role in social development. Non-renewable resources are closely related to people’s daily life 
[1]. The non-renewable resources that humans are most exposed to in their daily lives are coal, oil and natural gas. The massive 
consumption of these resources has caused very serious problems to the environment on which people live [2]. At the same time, if the 
consumption of these resources is not controlled, they will be depleted. It impedes sustainable development. In recent years, the focus 
on carbon neutrality is high, and China has an important role to play in achieving carbon neutrality [3,4]. The realization of carbon 
neutrality can help China adjust its energy structure and protect the environment. The massive consumption is bound to prevent China 
from becoming carbon neutral [5]. It is a general trend to vigorously develop clean energy for replacing non-renewable energy. 
Therefore, this thesis mainly takes China as the research area and non-renewable energy consumption as the research object. The 
future development trend is forecasted and analyzed. And aim to provide reference for relevant departments to issue policies. 

The grey system was proposed in the 1980s [6], the theory has been developed by many scholars. The theory is based on differential 
equations, with little data information to model and predict. Compared with other forecasting methods, such as neural network al-
gorithm [7–9], long and short memory network method [10,11], linear regression method [12–14] and other models which require a 
lot of statistical data. Grey model can make accurate predictions with less data. With this characteristic, it has been widely used in air 
quality [15,16], water resources [17,18], transportation [19,20], the energy consumption [21,22], etc. 

However, as a subject which has only been developed for more than 30 years, it still needs further optimization and adjustment. By 
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studying literatures, the improvement methods are mainly divided into the following parts. The first aspect is optimization of back-
ground values. The traditional grey model is W(1)(k) = 0.5 ∗ [m(1)(k + 1) + m(1)(k)]. A new optimization method, W(1)(k) =

m(1)(k)− m(1)(k− 1)
ln m(1)(k)− ln m(1)(k− 1) is proposed, which can better reduce the error [23]. Some scholars suggest that the traditional method will cause a 

large error to the result, so a regulating factor is introduced in the calculation process. M(1)(k) = αy(1)(k) + (1 − α) is proposed by Wang 
[24]. The second aspect is the improvement of generating operator. It can skillfully deal with the unsmoothness in the sequence. So, the 
data series can be further optimized and the prediction accuracy can be improved. In contrast, the sequence development law after 
accumulation is more clear. However, does first-order accumulation make the sequence fit best? Based on this problem, Wu proposes a 
fractional order generating operator, which gives different orders according to different wave conditions of the sequence [25]. Some 
scholars believe that different information should be given different weights [26]. There are also other operators, such as the 
weakening buffer operator [27], damping accumulation generating operator [28], etc. Another aspect is the optimization of error 
correction. When the result of model prediction is not good, it is usually necessary to correct the error. Usually, the traditional model 
predicts the error again after predicting the result. Jia believes that this is inappropriate. Therefore, he uses Markov method instead of 
grey model to correct the error [29]. Some scholars also use the triangular residual correction method to reduce the uncertainty of the 
sequence [30]. 

Reasonable accumulation method makes the original sequence smoother, so that makes the prediction better. The accumulation 
method combines fractional order and weighted accumulation of new information. The fractional order accumulation method gives 
the same order to each information in the original sequence for the accumulation, and also makes the error disturbance order smaller. 
The weighted accumulation method of new information takes into account the timeliness of the information. The newer the data, the 
greater the weight, which also confirms the basic principle. The combination of the two methods can adjust the weight of information 
from many angles, thus increasing the accuracy. Simultaneously, the stability and the disturbance of the error boundary are optimized. 

The overall structure is as follows. In Section 2, the compound cumulant grey model (CGM(1,1)) and the properties of cumulant 
generator are given. In Section 3, the properties are analyzed, mainly the perturbation. Then, verify whether the first value in the 
original sequence of the model is valuable. In Section 4, the accuracy is verified by citing several cases and comparing with other 
models. Section 5 is the application part. The last Section summarizes this article. 

2. The compound accumulation model 

The CGM(1,1) model is analyzed in detail here. The first part mainly elaborates the modeling process. The second part introduces 
the selection of parameters and the methods used in this model. The third part describes the properties of generating operators in this 
model. 

2.1. The modeling process 

equations (1)–(10) show the modeling process. X(0) = {x(0)(1), x(0)(2),⋯, x(0)(n)} is the non-negative sequence, two non-negative 
parameters are r,λ⊂[0,1], the sequence after fractional accumulation is 

X(r) = {x(r)(1), x(r)(2),⋯, x(r)(n)}

among them, 

x(r)(k)=
∑k

i=1
Ck− i

k− i+r− 1x(0)(i), k = 1, 2,⋯, n, (1)  

Ck− i
k− i+r− 1 =

(k − i + r − 1)(k − i + r − 2)⋯(r + 2)(r + 1)r
(k − i)!

, k = 1, 2,⋯, n, (2)  

C0
r− 1 = 1,Ck+1

k = 0, x(r)(1) = x(0)(1).

The sequence after the weights are assigned is 

X(rλ) =
{

x(rλ)(1), x(rλ)(2),⋯, x(rλ)(n)
}
,

among them, 

x(rλ)(k)=
∑k

i=1
λk− ix(r)(i), k= 1, 2,⋯, n. (3) 

So, the conformable fractional weighted accumulation sequence is 

X(rλ) =
{

x(rλ)(1), x(rλ)(2),⋯, x(rλ)(n)
}
.

Next, 
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dx(rλ)
dt

+ ax(rλ) = b, (4) 

is the whitenization equation. Then, 

x̂(rλ)
(k)=

(

x(0)(1) −
b
a

)

e− a(k− 1) +
b
a
, k= 1, 2,⋯, n. (5) 

Estimating the values of a and b by least square method, 
[

a
b

]

=
(
BT B

)− 1BT Y, (6) 

among them, 

B=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−
(x(rλ)(1) + x(rλ)(2)

)

2
1

−
0.5(x(rλ)(2) + x(rλ)(3)

)

2
1

⋮ ⋮

−
0.5(x(rλ)(n − 1) + x(rλ)(n)

)

2
1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,Y =

⎡

⎢
⎢
⎣

x(rλ)(2) − x(rλ)(1)
x(rλ)(3) − x(rλ)(2)

⋮
x(rλ)(n) − x(rλ)(n − 1)

⎤

⎥
⎥
⎦. (7) 

The decreasing sequence is 

X̂
(r)
= {x̂(r)

(1), x̂(r)
(2),⋯, x̂(r)

(n),

among them, 

x̂(r)
(k)= x̂(rλ)

(k) − λx̂(rλ)
(k − 1), (8) 

the predicted values X̂
(0)

is 

X̂
(0)

=
{

x̂(0)
(1), x̂(0)

(2),⋯, x̂(0)
(n)

}
,

among them, 

X̂
(0)
(k)= x̂(r)(1− r)

(k) − x̂(r)(1− r)
(k − 1). (9) 

Fig. 1. Flowchart of searching parameters using particle swarm optimization.  
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Usually, the accuracy of a model is judged by the indicators. There are many evaluation indicators [28], such as MAPE, RMSPE, 
MSE, etc. In this paper, the MAPE value will be used as an indicator. The expression for MAPE is shown below: 

MAPE=
1
n

∑n

k=1

|x̂(0)
(k) − x(0)(k)|

x(0)(k)
× 100%. (10)  

2.2. Parameter selection method 

The model uses particle swarm optimization algorithm (PSO). The algorithm is proposed after receiving the foraging behavior of 
birds [31]. A flock of birds forages in an area of space where the food location is unknown. But all birds know how far away the food is. 
The most effective way to find food is to look around for the birds closest to the food. 

Suppose there are m particles at any position in a search space. So, every particle has a position in space. The best position for each 
particle to pass through itself in each iteration of the generation is Pbest . Now, the optimal position that exists in the entire particle 
swarm is gbest . In the iteration process, the change formula of particle velocity is shown in Eq. (11). 

Vi+1 =ωvd
i = c1r1

(
pd

i − xd
i

)
+ c2r2

(
pd

g − xd
i

)
. (11)  

where, ω stands for inertia coefficient, c1 and c2 stand for the acceleration coefficients, r1 and r2 are randomly generated numbers. The 
change formula of the position is shown in Eq. (12). 

xi+1 = xi + vi. (12) 

If the particle is outside the boundary during the change, it is set equal to the boundary value. The termination condition of the 
search is generally set to meet the target requirement or to meet the set number of iterations. The flow chart of the CGM(1,1) combined 
with this algorithm is shown in Fig. 1. 

2.3. Properties of generating operator 

Proposition 1. The grey cumulative generating operator of the CGM(1,1) model satisfies the fixed point theorem. 
Proof The expression is shown as Eq. (13). 

x(rλ)(k)=
∑k

i=1
λ(k− i) (r + k − i)!

(k − i + 1)!r!
x(0)(i). (13) 

When k = 1, . 

x(rλ)(1)=
∑k

i=1
λ(k− i) (r + k − i)!

(k − i + 1)!r!
x(0)(i)=

∑1

i=1
λ(1− 1) (r + 1 − 1)!

(1 − 1 + 1)!r!
x(0)(1)= x(0)(1).

So, x(0)(1) is the fixed point of x(rλ)(k). 

Proposition 2. When r ∈ (0,1), λ ∈ (0,1), the grey cumulative generator of CGM(1,1) model is new information first. 
Proof From x(rλ)(k), the coefficient of x(0)(i) is shown in Eq. (14). 

aki = λ(k− i) (r + k − i)!
(k − i + 1)!r!

, (14)  

the coefficient of x(0)(i − 1) is shown as Eq. (15) and Eq. (16). 

ak(i− 1) = λ(k− i+1)(r + k − i + 1)!
(k − i + 2)!r!

, (15)  

aki

ak(i− 1)
=

λ(k− i) (r+k− i)!
(k− i+1)!r!

λ(k− i+1)(r+k− i+1)!
(k− i+2)!r!

=
1
λ

(r + k − i)!
(k − i + 1)!r!

(k − i + 2)!r!
(r + k − i + 1)!

=
1
λ
(r + k − i + 2 − r)
(r + k − i + 1)

=
1
λ

(

1+
1 − r

r + k − i + 1

)

. (16) 

When r ∈ (0, 1),λ ∈ (0,1), i ≤ k, 1λ > 1,1+ 1− r
r+k− i+1 > 1, . 

so, 

aki

ak(i− 1)
=

1
λ

(

1+
1 − r

r + k − i + 1

)

> 1.

This shows that in the expression of x(rλ)(k), the coefficient of x(0)(i) is larger than that of x(0)(i − 1), and has greater weight. 
Therefore, it is proved. 

Proposition 3. When r > 1, λ > 1, the old information in the grey accumulation operator of the CGM(1,1) model has greater weight. 
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Proof Same as the formula in Proposition 2. 

aki

ak(i− 1)
=

λ(k− i) (r+k− i)!
(k− i+1)!r!

λ(k− i+1)(r+k− i+1)!
(k− i+2)!r!

=
1
λ

(r + k − i)!
(k − i + 1)!r!

(k − i + 2)!r!
(r + k − i + 1)!

=
1
λ
(r + k − i + 2 − r)
(r + k − i + 1)

=
1
λ

(

1+
1 − r

r + k − i + 1

)

.

When r > 1,λ > 1, i ≤ k, . 

1
λ
< 1, 1 +

1 − r
r + k − i + 1

< 1.

So, 

aki

ak(i− 1)
=

1
λ

(

1+
1 − r

r + k − i + 1

)

< 1.

This shows that in the expansion expression of x(rλ)(k), the coefficient of x(0)(i) is larger than that of x(0)(i − 1), and has greater 
weight, so it indicates that the old information has priority. 

Proposition 4. When r = 1, λ = 1, it has equal information of grey accumulation generating operator. 
Proof Same as the formula in Proposition 2. 

aki

ak(i− 1)
=

λ(k− i) (r+k− i)!
(k− i+1)!r!

λ(k− i+1)(r+k− i+1)!
(k− i+2)!r!

=
1
λ

(r + k − i)!
(k − i + 1)!r!

(k − i + 2)!r!
(r + k − i + 1)!

=
1
λ
(r + k − i + 2 − r)
(r + k − i + 1)

=
1
λ

(

1+
1 − r

r + k − i + 1

)

.

When r = 1,λ = 1, . 

aki

ak(i− 1)
=

1
λ

(

1+
1 − r

r + k − i + 1

)

= 1,

aki = ak(i− 1).

Therefore, it is proved. 
When r = 1 and λ = 0, the CGM(1,1) model is transformed into the GM(1,1) model. when r = 1, λ ∈ (0, 1), it is transformed into the 

WDGM(1,1) model. When λ = 0, r ∈ (0, 1), it is transformed into the FGM(1,1) model. 
Two cases are introduced to analyze the four models. Table 1 studies the energy consumption in Henan Province. Table 2 takes the carbon 

emission as the research object. Data comes from literature [21]. The GM(1,1), discrete grey model (DGM(1,1)), WDGM(1,1) and FGM(1,1) 
models are used in both cases for comparison. The purpose is to analyze whether the CGM(1,1) model has improved accuracy. 

According to the statistical data in Table 1, the CGM(1,1) model’s MAPE is 0.21%. Compared with 0.85% for the WDGM(1,1) and 
0.5% for the FGM(1,1), the CGM(1,1) model works best. From Table 2, the CGM(1,1) model’s MAPE is 1.6%, which is also the smallest 
in comparison. Although in some years, the data error is greater than that of other models, but this is acceptable. When looking for 
parameters, the objective is to minimize the overall error value. Therefore, there may be large errors in individual years. 

To sum up, compared with the two models before composite, the accuracy of the composite model is indeed improved. 

3. Properties of the CGM(1,1) model 

The properties need to be proved. The first part mainly proves the perturbation bound of the model, as shown in equations (17)– 
(22). The second part mainly proves whether the first value in the original sequence of the model has any effect. 

Table 1 
The fitting results on the energy consumption in Henan Province  

Year Actual value GM(1,1) DGM(1,1) WDGM(1,1) FGM(1,1) CGM(1,1) 

2003 10595 10595 10595 10595 10595 10595 
2004 13074 13307 13319 12830 13038 13072 
2005 14625 14593 14606 14791 14736 14625 
2006 16234 16003 16017 16414 16234 16284 
2007 17838 17549 17565 17758 17657 17733 
2008 18976 19244 19262 18872 19058 19043 
MAPE(%) 1.01 1.27 0.85 0.50 0.21  

J. Guo et al.                                                                                                                                                                                                             



Heliyon 9 (2023) e17037

6

3.1. Disturbance analysis 

Lemma 1. [32,33] Let A ∈ Cm×n, b ∈ Cm, there is a matrix A whose generalized inverse is matrix A†, if the columns of A are linearly 
independent, then 

‖Ax − b‖2 =min, (17) 

has only one solution x = A†b. 

Lemma 2. [32,33] Let A ∈ Cm×n, b ∈ Cm, there is a matrix A whose generalized inverse is matrix A†, 

B=A + E, c = b + k ∈ Cm.

Let the solutions of the linear least squares problem 

‖Bx − c‖2 =min, (18) 

and 

‖Ax − b‖2 =min,

be x+ h and x. 
If rank(A) = rank(B) = n, and ‖A†‖2‖E‖2 < 1, then 

‖h‖ ≤
κ†

γ†

(
‖E‖2

‖A‖2
‖x‖+

‖k‖
‖A‖

+
κ†
γ†

‖E‖2

‖A‖2

‖rx‖

‖A‖

)

, (19) 

where 

κ† = ‖A†‖2‖A‖, γ† = 1 − ‖A†‖2‖E‖2, rx = b − Ax. (20) 

From these two lemmas, E is the disturbance matrix, and k is the disturbance vector. The perturbation of the solution is h. The perturbation 
bound of least squares can be obtained by perturbation analysis of matrices. 

Theorem 1. The CGM(1,1) model is x(rλ)(k + 1) = β1x(rλ)(k)+ β2. the least square estimation of the parameter satisfies 
[

β2
β1

]

=
(
BT B

)− 1BT Y, (21) 

where 

B=

⎡

⎢
⎢
⎢
⎢
⎣

1 x(rλ)(1)
1 x(rλ)(1)
⋮ ⋮
1 x(rλ)(n − 2)
1 x(rλ)(n − 1)

⎤

⎥
⎥
⎥
⎥
⎦
,Y =

⎡

⎢
⎢
⎢
⎢
⎣

x(rλ)(2)
x(rλ)(3)

⋮
x(rλ)(n − 1)

x(rλ)(n)

⎤

⎥
⎥
⎥
⎥
⎦
. (22)   

Theorem 2. According to the least square method 

min‖Bx − Y‖2,

Table 2 
The carbon emission fitting error of the five models in the Beijing-Tianjin-Hebei region  

Year Actual value GM(1,1) DGM(1,1) WDGM(1,1) FGM(1,1) CGM(1,1) 

2000 35726.78 35726.78 35726.78 35726.78 35726.78 35726.78 
2001 36471.51 37949.98 37981.67 32408.96 34660.35 36446.97 
2002 38402.42 40762.73 40795.89 38435.42 39073.59 37765.94 
2003 41530.01 43783.94 43818.64 43945.52 43433.44 42728.67 
2004 46828.24 47029.08 47065.35 48983.48 47640.24 47309.86 
2005 53241.51 50514.74 50552.62 53589.78 51749.30 51670.96 
2006 55868.82 54258.74 54298.28 57801.38 55813.53 55904.16 
2007 61360.13 58280.24 58321.47 61652.12 59873.66 60067.93 
2008 62511.46 62599.81 62642.76 65172.92 63960.81 64202.33 
2009 66640.81 67239.52 67284.23 68392.04 68099.53 68336.39 
2010 72472.94 72223.12 72269.60 71335.33 72309.79 72492.25 
2011 79335.39 77576.09 77624.36 74026.43 76608.49 76687.40 
2012 79890.07 83325.80 83375.89 76486.94 81010.33 80936.23 
MAPE(%) 3.08 3.07 3.51 2.33 1.60  
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the solutions of the CGM(1,1) model x(rλ)(k+1) = β1x(rλ)(k) + β2 is x. If there is a disturbance, 

x̂(0)
(1)= x(0)(1) + ε,

B̂ =B+ΔB=

⎡

⎢
⎢
⎣

1 x(rλ)(1)
1 x(rλ)(2)
⋮ ⋮
1 x(rλ)(n − 1)

⎤

⎥
⎥
⎦+

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 ε
0 rλε
⋮ ⋮
0 λn− 2Cn− 2

n− 3+rε

⎤

⎥
⎥
⎥
⎥
⎥
⎦

,

Ŷ =Y +ΔY =

⎡

⎢
⎢
⎣

x(rλ)(2)
x(rλ)(3)

⋮
x(rλ)(n)

⎤

⎥
⎥
⎦+

⎡

⎢
⎢
⎢
⎢
⎢
⎣

λrε
λ2C2

1+rε
⋮

λn− 1Cn− 1
n− 2+rε

⎤

⎥
⎥
⎥
⎥
⎥
⎦

.

The solution of the least squares problem min‖B̂x − Ŷ‖2 is x̂, the perturbation of the solution is Δx. Let k(B) = rank(B̂) = 2,
‖B†‖2‖ΔB‖2 < 1. Then 

‖Δx‖ ≤ |ε| κ†
γ†

⎛

⎜
⎜
⎜
⎜
⎜
⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖x‖+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

k=2
λ2(k− 1)( Ck− 1

k+r− 2

)2
√

‖B‖
+

κ†
γ†

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖rx‖

‖B‖

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

Proof When x̂(0)
(1) = x(0)(1)+ ε, 

‖ΔY‖2 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(λr)2
+
(
λ2C2

1+r

)2
+ ⋯ +

(
λ(n− 1)Cn− 1

n− 2+r

)2
|ε|2

√

= |ε|
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑n

k=2
λ(k− 1)( Ck− 1

k+r− 2

)2
√

ΔBT ΔB=

[
0 0
0

[
1 + λ2r2 + ⋯+λ2(n− 2)( Cn− 2

n− 3+r

)2
]
ε2

]

.

the maximum eigenvalue of ΔBTΔB is [1 + λ2r2 + ⋯ + λ2(n− 2)(Cn− 2
n− 3+r)

2
]ε2, thus, 

‖ΔB‖2 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 + λ2r2 + ⋯ + λ2(n− 2)( Cn− 2
n− 3+r

)2
√

|ε| =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

k=1
λ2(k− 1)( Ck− 1

k+r− 2

)2
√

|ε|,

according to Lemma 2, 

‖Δx‖≤
κ†
γ†

(
‖ΔB‖2

‖B‖
‖x‖+

‖ΔY‖
‖B‖

+
κ†
γ†

‖ΔB‖2

‖B‖
‖rx‖

‖B‖

)

=

If x̂(0)
(1) = x(0)(1)+ ε, the perturbation bound of the CGM(1,1) model is 

L
[
x(0)(1)

]
= |ε| κ†

γ†

⎛

⎜
⎜
⎜
⎜
⎜
⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖x‖+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

k=2
λ2(k− 1)( Ck− 1

k+r− 2

)2
√

‖B‖
+

κ†

γ†

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖rx‖

‖B‖

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

|ε| κ†

γ†

⎛

⎜
⎜
⎜
⎜
⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

k=1
λ2(k− 1)( Ck− 1

k+r− 2

)2
√

‖B‖
‖x‖+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

k=2

(
λk− 1Ck− 1

k+r− 2

)2
√

‖B‖
+

κ†
γ†

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

k=1

(
λk− 1Ck− 1

k+r− 2

)2

√

‖B‖
‖rx‖

‖B‖

⎞

⎟
⎟
⎟
⎟
⎠
.

Theorem 3. Compared with the Theorem 2, under the premise of unchanged conditions. If x̂(0)
(2) = x(0)(2) + ε, the perturbation 

bound of the CGM(1,1) model is 

J. Guo et al.                                                                                                                                                                                                             



Heliyon 9 (2023) e17037

8

L
[
x(0)(2)

]
= |ε| κ†

γ†

⎛

⎜
⎜
⎜
⎜
⎜
⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 2

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖x‖+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

k=1
λ2(k− 1)( Ck− 1

k+r− 2

)2

√

‖B‖
+

κ†

γ†

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 2

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖rx‖

‖B‖

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

Similarly, if x̂(0)
(s) = x(0)(s) + ε, s = 3, 4,⋯, n − 1, the perturbation bound of the CGM(1,1) model is 

L
[
x(0)(r)

]
=

|ε| κ†

γ†

⎛

⎜
⎜
⎜
⎜
⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− s

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖x‖+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− s+1

k=1
λ2(k− 1)( Ck− 1

k+r− 2

)2

√

‖B‖
+

κ†
γ†

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− r

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖rx‖

‖B‖

⎞

⎟
⎟
⎟
⎟
⎠
.

s= 3, 4,⋯, n − 1.

If x̂(0)
(n) = x(0)(n)+ ε, then the perturbation boundary is 

L
[
x(0)(n)

]
=

κ†
γ†

|ε|
‖B‖

.

Proof When x̂(0)
(2) = x(0)(2)+ ε, 

ΔB=

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 0
0 ε
⋮ ⋮
0 λn− 3Cn− 3

n− 4+rε

⎤

⎥
⎥
⎥
⎥
⎥
⎦

,ΔY =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

ε
λrε
⋮

λn− 2Cn− 2
n− 1+rε

⎤

⎥
⎥
⎥
⎥
⎥
⎦

.

the perturbation boundary is 

L
[
x(0)(2)

]
=

|ε| κ†

γ†

⎛

⎜
⎜
⎜
⎜
⎜
⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 2

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖x‖+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

k=1
λ2(k− 1)( Ck− 1

k+r− 2

)2

√

‖B‖
+

κ†
γ†

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 2

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖rx‖

‖B‖

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

When x̂(0)
(s) = x(0)(s) + ε, s = 3,4,⋯, n − 1, then 

L
[
x(0)(r)

]
=

|ε| κ†

γ†

⎛

⎜
⎜
⎜
⎜
⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− s

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖x‖+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− s+1

k=1
λ2(k− 1)( Ck− 1

k+r− 2

)2

√

‖B‖
+

κ†
γ†

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− r

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖rx‖

‖B‖

⎞

⎟
⎟
⎟
⎟
⎠

r= 3, 4,⋯, n − 1  

If x̂(0)
(n) = x(0)(n)+ ε, the perturbation boundary is 

L
[
x(0)(n)

]
=

κ†
γ†

|ε|
‖B‖

.

Thus, the result is proved. 
When x̂(0)

(1) = x(0)(1)+ ε, the perturbation boundary is 
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L
[
x(0)(1)

]
= |ε| κ†

γ†

⎛

⎜
⎜
⎜
⎜
⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− s

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖x‖+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− s+1

k=1
λ2(k− 1)( Ck− 1

k+r− 2

)2

√

‖B‖
+

κ†

γ†

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− r

k=1
λ2(k− 1)( Ck− 1

k+r− 2

√ )2

‖B‖
‖rx‖

‖B‖

⎞

⎟
⎟
⎟
⎟
⎠
.

Compared with the FGM(1,1) model 

L
[
x(0)(1)

]
= |ε| κ†

γ†

⎛

⎜
⎜
⎜
⎜
⎜
⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

k=1

(
Ck− 1

k+r− 2

√ )2

‖B‖
‖x‖+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

k=2

(
Ck− 1

k+r− 2

)2
√

‖B‖
+

κ†
γ†

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

k=1

(
Ck− 1

k+r− 2

√ )2

‖B‖
‖rx‖

‖B‖

⎞

⎟
⎟
⎟
⎟
⎟
⎠

and the WDGM(1,1) model 

L
[
x(0)(1)

]
= |ε| κ†

γ†

⎛

⎜
⎜
⎜
⎜
⎝

̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 2

i=1
λ2i

√

‖B‖
‖x‖+

̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 1

i=1
λ2i

√

‖B‖
+

κ†

γ†

̅̅̅̅̅̅̅̅̅̅̅̅
∑n− 2

i=0
λ2i

√

‖B‖
‖rx‖

‖B‖

⎞

⎟
⎟
⎟
⎟
⎠
,

it decreased significantly. 
Because the perturbation bound is smaller than the WDGM(1,1) and FGM(1,1). Therefore, it is proved. 

3.2. Analysis of the validity of initial value 

An important principle is to mine the information contained in data. But in traditional model, the first data information is not mined 
because changing this value has no effect on the fitting sequence. Therefore, the first numerical information in the original sequence of 
traditional model is not mined, which has been proved in Li’s paper on air quality [34]. 

Next, verify that the first value of the original sequence of the CGM(1,1). In other words, we observe whether the changes of the 
initial values affect the fitting results. In order to get a more convenient and intuitive conclusion, a case is introduced for analysis. The 
grain output of Hebei Province during 2013–2018 was studied, the data is from the National Bureau of Statistics (http://www.ststs. 
gov.cn/). The operation results of the GM(1,1) and CGM(1,1) models are shown in Table 3. 

The analysis shows the data growth rate fitted by CGM(1,1) is variable, but the growth rate of GM(1,1) is fixed. So, the CGM(1,1) 
model can more truly reflect the development trend when predicting cases. 

In order to more directly reflect whether the first value in the original sequence of the CGM(1,1) model has any effect, the first value 
of the original sequence 3584.87 is replaced by 3560. Among them, the replacement data can be arbitrarily selected. The purpose is to 
verify whether the fitting sequence will change after the initial value is changed. The operation results are shown in Table 4. 

In order to prevent the occurrence of coincidence, the first value 3584.87 is replaced by 3600. Of course, this data is also arbitrary 
and the operation results are shown in Table 5. 

According to Tables 4 and tbl5, after the first value changes, the results of the GM(1,1) model has not changed. Therefore, the first 
value is invalid. However, in contrast, after the first value changes, the fitting results have changed. This fully demonstrates the 
importance of the first number in the numerical sequence to the CGM(1,1) model. that is to say, the first value in the sequence is 
utilized. Thus, the first value in the CGM(1,1) model sequence is fully mined for information. 

4. Empirical validation 

This chapter introduces three practical cases. At the same time, other models are cited to further verify the accuracy. 

Case 1. The research object is natural gas, the research area is China, and the time node is from 2002 to 2010 [35]. 
In this case, natural gas (Units: Billion Cubic Meters (BCM)) is used as research target. Use data from 2002 to 2010 to predict results 

for the next four years. The MAPE value is used to compare the models. The simulation results are shown in Table 6. Table 7 collates the 

Table 3 
The operation results of the models.  

Time value growth rate GM(1,1) growth rate CGM(1,1) growth rate 

2013 3584.87  3584.87  3584.87  
2014 3568.98 − 0.45% 3600.51 0.44% 3558.88 − 0.73% 
2015 3602.19 0.92% 3648.03 1.31% 3601.76 1.19% 
2016 3782.99 4.78% 3696.18 1.31% 3782.34 4.77% 
2017 3829.25 1.21% 3744.96 1.31% 3804.15 0.57% 
2018 3700.86 − 3.47% 3794.39 1.31% 3723.03 − 2.18%  
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annual error percentages. 
Table 6 shows that the CGM(1,1)’s MAPE(2002–2010) is only 1.72%, which is significantly better than other models. The CGM 

(1,1)’s MAPE(2011–2014) is 2.84%, while the MAPE of the GM(1,1) and SIGM(1,1) models is more than 5%. From Table 7 and Fig. 2, 
in contrast, CGM(1,1) has smallest annual relative error percentage in the simulation results. Obviously, CGM(1,1) has the best ac-
curacy in this case. 

Case 2. The research object is energy consumption, the research area is Jiangsu Province, and the time node is from 2001 to 2008 
[36]. 

The energy consumption is chosen as our research object (Units: 104 tons of standard coal). First, use data from 2001 to 2008 to 
predict results for the next four years. Then, other models are introduced. The data simulated by the models are organized into Table 8. 

From Tables 8 and 9, in contrast, the MAPE value of the CGM(1,1) model is the smallest. As can be seen from Fig. 3, the CGM(1,1) 
model has the smallest relative error except for individual years. This indicates that the simulation results are very effective. Therefore, 
the CGM(1,1) model has the best accuracy in this case. 

Case 3. The case for wind turbine capacity in Europe [37]. 
In this case, wind turbine capacity is selected for the study (Units: megawatts). Use data from 2007 to 2015 to predict results. 

Meanwhile, other models are introduced. The data simulated by the models are organized into Table 10. 
From Table 10, the MAPE of the CGM(1,1) model are 0.41% and 0.14%. Among the other four models, the DGM(1,1) model’s 

fitting MAPE is 1.54%. The NGBM(1,1) model’s prediction MAPE is 3.07%. From Table 11 and Fig. 4, the CGM(1,1) model’s simulation 
results are relatively stable, and the largest percentage error occurred in 2009, with an error of 1.12%. The simulation results are very 
ideal. 

Based on the above information, The accuracy of CGM(1,1) has improved. Therefore, CGM(1,1) has high fitting and prediction 
ability. It can be applied to real case studies. 

Table 4 
The operation results of the models.  

Time value GM(1,1) CGM(1,1) New sequence GM(1,1) CGM(1,1) 

2013 3584.87 3584.87 3584.87 3560.00 3560.00 3560.00 
2014 3568.98 3600.51 3558.88 3568.98 3600.51 3561.01 
2015 3602.19 3648.03 3601.76 3602.19 3648.03 3598.01 
2016 3782.99 3696.18 3782.34 3782.99 3696.18 3781.02 
2017 3829.25 3744.96 3804.15 3829.25 3744.96 3805.46 
2018 3700.86 3794.39 3723.03 3700.86 3794.39 3726.90  

Table 5 
The operation results of the models.  

Time value GM(1,1) CGM(1,1) New sequence GM(1,1) CGM(1,1) 

2013 3584.87 3584.87 3584.87 3600.00 3600.00 3600.00 
2014 3568.98 3600.51 3558.88 3568.98 3600.51 3551.87 
2015 3602.19 3648.03 3601.76 3602.19 3648.03 3603.09 
2016 3782.99 3696.18 3782.34 3782.99 3696.18 3794.44 
2017 3829.25 3744.96 3804.15 3829.25 3744.96 3805.64 
2018 3700.86 3794.39 3723.03 3700.86 3794.39 3700.87  

Table 6 
Consumption of natural gas (Units: BCM).  

Year Actual GM(1,1) SIGM(1,1) FGM(1,1) FHGM(1,1) CGM(1,1) 

2002 29.2 29.2 29.2 29.2 29.2 29.2 
2003 33.9 34.7 32.98 33.4 32.9 33.9 
2004 39.7 40.8 40.1 39.7 40.3 39.7 
2005 46.8 47.9 48.1 47.3 48.2 47.8 
2006 56.1 56.2 57.1 56.1 56.9 56.7 
2007 69.5 66.1 67.2 66.3 66.9 66.9 
2008 80.7 77.6 78.7 78.0 78.2 78.3 
2009 87.5 91.1 91.5 91.4 91.1 91.2 
2010 107.5 107.0 106.0 106.8 106.0 106.1 
MAPE(%) 2.64 2.50 2.00 2.36 1.72 
2011 131.3 125.7 122.2 124.4 123.0 123.0 
2012 147.1 147.6 140.6 144.6 142.6 142.3 
2013 165.0 173.4 161.2 167.7 165.0 164.3 
2014 187.0 203.6 184.4 194.2 190.9 189.5 
MAPE(%) 6.19 5.02 3.11 2.87 2.84  
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5. Empirical results and analysis 

Non-renewable energy refers to the energy that cannot be renewed after people exploit and use it at the present stage, mainly 
including oil, coal, natural gas, nuclear energy, etc. Society cannot develop without these sources of energy, especially in some 
developing countries, which consume large amounts of these non-renewable. As the existing amount of non-renewable energy is 
limited, if people continue to exploit it without control, these resources will soon be exhausted. Although now people have begun to 
focus on replace the non-renewable energy, consumption is still high. 

Table 7 
Percentage of simulated prediction errors for the five models.  

Year Simulation error(%) of GM 
(1, 1) 

Simulation error (%)of 
SIGM(1,1) 

Simulation error (%)of 
FGM(1,1) 

Simulation error(%) of 
FHGM(1,1) 

Simulation error(%) of 
CGM(1,1) 

2002 0.00 0.00 0.00 0.00 0.00 
2003 2.41 2.70 1.47 2.95 0.00 
2004 2.71 0.99 0.00 1.51 0.00 
2005 2.33 2.77 1.07 2.99 2.14 
2006 0.26 1.79 0.00 1.43 1.07 
2007 4.95 3.25 4.60 3.74 3.74 
2008 3.86 2.53 3.35 3.10 2.97 
2009 4.13 4.58 4.46 4.11 4.23 
2010 0.45 1.43 0.65 1.40 1.30 
2011 4.28 6.90 5.26 6.32 6.32 
2012 0.35 4.44 1.70 3.06 3.26 
2013 5.07 2.31 1.64 0.00 0.42 
2014 8.88 1.39 3.85 2.09 1.34  

Fig. 2. Relative errors of five models.  

Table 8 
Prediction results of five models (Units: 104 tons of standard coal).  

Year Actual GM(1, 1) FGM(1,1) NIPGM(1,1) 1)1) WFGM(1,1) CGM(1,1) 

2001 8881 8881 8881 8881 8881 8881 
2002 9609 10483 9998 9609 9621 9596 
2003 11061 11988 11990 11826 11850 11062 
2004 13652 13710 14048 14031 14087 13970 
2005 17167 15678 16129 16224 16276 16561 
2006 18742 17930 18239 18404 18411 18862 
2007 20948 20505 20391 20572 20493 20898 
2008 22232 23449 22599 22728 22522 22690 
MAPE(%) 4.81 3.55 2.63 2.61 1.12 
2009 23709 26816 24875 24872 24499 24258 
2010 25774 30667 27228 27004 26426 25621 
2011 27589 35071 29669 29124 28304 26795 
2012 28850 40108 32207 31232 30134 27796 
MAPE(%) 24.56 7.43 5.87 3.23 2.36  
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According to the Statistical Review of World Energy (https://www.bp.com)(BP), China is one of the world’s top coal consumers. Oil 
consumption is also considerable, the second largest in the world. Natural gas consumption ranks third in the world. The consumption 
of non-renewable energy is huge in China. Therefore, this section mainly forecasts China’s non-renewable energy consumption. 
Table 12 collects consumption data for recent years. The data comes from the BP. 

Next, take oil consumption as an example to carry out detailed calculation. The other two sources of energy only show results. 
China’s oil consumption from 2010 to 2021 is sorted into the original sequence, 

X(0) = {18.99, 19.41, 20.36, 21.27, 22.11, 23.80, 24.56, 25.86, 27.12, 28.49, 28.74, 30.60}.

Table 9 
Percentage of simulation errors for the five models.  

Year Simulation error(%) of 
GM(1,1) 

Simulation error(%) of 
FGM(1,1) 

Simulation error(%) of 
NIPGM(1,1) 

Simulation error(%) of 
WFGM(1,1) 

Simulation error(%) of 
CGM(1,1) 

2001 0.00 0.00 0.00 0.00 0.00 
2002 9.09 4.05 0.00 1.26 0.14 
2003 8.38 8.40 6.92 7.14 0.00 
2004 0.42 2.90 2.78 3.18 2.33 
2005 8.67 6.05 5.50 5.19 3.53 
2006 4.33 2.69 1.80 1.76 0.64 
2007 2.12 2.66 1.80 2.17 0.24 
2008 5.47 1.65 2.23 1.31 2.06 
2009 13.12 4.92 4.90 3.33 2.32 
2010 18.99 5.64 4.77 2.53 0.59 
2011 27.12 7.54 5.56 2.59 2.88 
2012 39.02 11.64 8.26 3.23 3.65  

Fig. 3. The relative error percentage of the energy consumption in Jiangsu province by five models.  

Table 10 
Five models simulate wind turbine capacity (Units: megawatts).  

Year Actual GM(1, 1) DGM(1,1) NGBM(1,1) NGM(1,1,k,c) CGM(1,1) 

2007 56748.89 56748.89 56748.89 56748.89 56748.89 56748.89 
2008 64943.48 68733.07 68819.11 68053.13 62092.57 65284.87 
2009 77019.99 76808.49 76910.91 76293.36 72082.88 76154.00 
2010 86721.97 85832.7 85954.16 85366.11 82532.46 86751.70 
2011 96603.13 95917.15 96060.72 95432.01 93462.41 97610.32 
2012 109884.87 107186.43 107355.62 106629.26 104894.83 108972.89 
2013 120994.68 119779.73 119978.58 119099.88 116852.81 121003.59 
2014 133915.44 133852.61 134085.77 132997.36 129360.5 133833.00 
2015 147637.65 149578.91 149851.68 148490.51 142443.19 147576.92 
MAPE(%) 1.58 1.54 1.79 4.22 0.41 
2016 161939.87 167152.88 167471.36 165766.36 156127.30 162345.59 
2017 178314.15 186791.62 187162.78 185032.76 170440.49 178248.83 
MAPE(%) 3.99 4.19 3.07 4.00 0.14  
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The particle swarm optimization algorithm as shown in Section 2.2 is used to obtain the best parameter values. The optimization 
process is shown in Fig. 1, which is realized by MATLAB. Where r = 0.9685, λ = 0.1037. 

From Eq. (1) and Eq. (2), the sequence after r-order accumulation is 

X(r) = {18.99, 37.98, 57.65, 78.01, 99.03, 121.52, 144.62, 168.84, 194.15, 220.64, 247.29, 275.59}.

From Eq. (3), the weighted accumulation sequence of X(r) is 

X(rλ) = {18.99, 39.95, 61.8, 84.42, 107.78, 132.7, 158.38, 185.26, 213.36, 242.77, 272.47, 303.84}.

The coefficient a and b are solved by Eq. (6), 
[

a
b

]

=
(
BT B

)− 1BT Y =

[
− 0.0405
19.7846

]

,

where 

Table 11 
Percentage error of five models.  

Year Simulation error(%) of 
GM(1,1) 

Simulation error(%) of 
DGM(1,1) 

Simulation error(%) of 
NGBM(1,1,k) 

Simulation error(%) of NGM 
(1,1,k,c) 

Simulation error(%) of 
CGM(1,1) 

2007 0.00 0.00 0.00 0.00 0.00 
2008 5.84 5.97 4.79 4.39 0.53 
2009 0.27 0.14 0.94 6.41 1.12 
2010 1.03 0.89 1.56 4.83 0.03 
2011 0.71 0.56 1.21 3.25 1.04 
2012 2.46 2.30 2.96 4.54 0.83 
2013 1.00 0.84 1.57 3.42 0.01 
2014 0.05 0.13 0.69 3.40 0.06 
2015 1.31 1.50 0.58 3.52 0.04 
2016 3.22 3.42 2.36 3.59 0.25 
2017 4.75 4.96 3.77 4.42 0.04  

Fig. 4. Percentage error of five models.  

Table 12 
Energy consumption (Units: Exajoules).  

Year Coal oil Natural gas Year Coal oil Natural gas 

2010 73.22 18.99 3.92 2016 80.19 24.56 7.54 
2011 79.71 19.41 4.87 2017 80.56 25.86 8.69 
2012 80.71 20.36 5.43 2018 81.05 27.12 10.22 
2013 82.43 21.27 6.19 2019 81.70 28.49 11.10 
2014 82.48 22.11 6.78 2020 82.38 28.74 12.12 
2015 80.92 23.80 7.01 2021 86.17 30.60 13.63  
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B=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

− 29.4700 1

− 50.8706 1

− 73.1047⋮− 288.1560
1
⋮

1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, Y =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

20.9601
21.8410

22.6261
⋮

31.3759

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

From Eq. (5), 

x̂(rλ)
(k)=

(

x(0)(1) −
b
a

)

e− a(k− 1) +
b
a
=(18.99+ 488.5086)e0.0405(k− 1) − 488.5086 

and 

X̂
(rλ)

=
{

18.99, 39.97, 61.81, 84.55, 108.24, 132.9, 158.58, 185.32, 213.17, 242.17, 272.37, 303.81,

336.56, 370.65, 406.16, 443.13, 481.63}

From Eq. (8), the weighted reduction sequence 

X̂
(r)
= {18.99, 38.0, 57.66, 78.14, 99.47, 121.67, 144.8, 168.88, 193.95, 220.06, 247.25, 275.57,

305.05, 335.75, 367.72, 401.01, 435.68}

From Eq. (9), 

X̂
(0)

=
{

18.99, 19.43, 20.36, 21.39, 22.43, 23.49, 24.59, 25.71, 26.87, 28.08, 29.32, 30.62, 31.96,

33.36, 34.82, 36.33, 37.90}

From Eq. (10), MAPE = 1
n
∑n

k=1
|̂x

(0)
(k)− x(0)(k)|
x(0)(k) × 100% = 0.71%. 

The results are shown in Table 13. Table 14 shows the corresponding accuracy levels of each index. 
The formula of grey absolute correlation degree is shown in equations (23)–(26). 

ε0i =
1 + |s0| + |si|

1 + |s0| + |si| + |si − s0|
, (23)  

|s0| =

⃒
⃒
⃒
⃒
⃒

∑n− 1

k=2
x0

0(k)+
1
2
x0

0(n)

⃒
⃒
⃒
⃒
⃒
, (24)  

|si| =

⃒
⃒
⃒
⃒
⃒

∑n− 1

k=2
x0

i (k)+
1
2
x0

i (n)

⃒
⃒
⃒
⃒
⃒
, (25) 

Table 13 
The fitting values of the CGM(1,1) mode (Units: Exajoules).  

Year Oil Natural gas Coal Natural gas 

Actual fitting value Actual fitting values Actual fitting values 

2010 18.99 18.99 3.92 3.92 73.22 73.22 
2011 19.41 19.43 4.87 4.87 79.71 80.05 
2012 20.36 20.36 5.43 5.30 80.71 80.42 
2013 21.27 21.39 6.19 5.89 82.43 80.76 
2014 22.11 22.43 6.78 6.53 82.48 81.09 
2015 23.80 23.50 7.01 7.24 80.92 81.40 
2016 24.56 24.59 7.54 8.03 80.19 81.70 
2017 25.86 25.71 8.69 8.91 80.56 82.00 
2018 27.12 26.87 10.22 9.89 81.05 82.29 
2019 28.49 28.08 11.10 10.97 81.70 82.58 
2020 28.74 29.32 12.12 12.16 82.38 82.86 
2021 30.60 30.62 13.63 13.49 86.17 83.15 
MAPE(%) 0.71 2.44 1.29 
a − 0.0405 − 0.1036 − 0.0031 
b 19.7846 4.5905 79.6255 
r 0.9685 0.9993 0.9958 
λ 0.1037 0.1023 0.0021  
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|si − s0| =

⃒
⃒
⃒
⃒
⃒

∑n− 1

k=2
(x0

i (k) − x0
0(k)

)

+
1
2
(x0

i (n) − x0
0(n))

⃒
⃒
⃒
⃒
⃒
. (26) 

By calculating the absolute correlation degree, it is found that the fitting absolute correlation degree of oil, coal and natural gas is 
0.998, 0.999, 0.997, respectively. 

First, Eq. (27) is used to find the mean and variance. 

x=
1
n

∑n

k=1
x(0)(k), s2

1 =
1
n

∑n

k=1

(
x(0)(k) − x

)2
. (27) 

Next, the mean and variance of the residual sequence are calculated by Eq. (28). 

ε= 1
n
∑n

k=1
ε(k), s2

2 =
1
n
∑n

k=1
(ε(k) − ε)2

. (28) 

Then the mean square error ratio is shown in Eq. (29). 

C=
s2

s1
. (29) 

Through calculation, the variance ratio of oil is close to 0, that of natural gas is 0.0478 and that of coal is 0.3177. 
The calculation formula of small error probability is 

p=P(|ε(k) − ε|< 0.6745S1). (30) 

From Eq. (30), the small error probability of oil and natural gas is 1, and that of coal is 0.92. Table 15 summarizes the results of 
these indicators. 

From Tables 14 and 15, the fitting MAPE value of oil meets the first-level accuracy standard, while that of natural gas and coal 
meets the second-level accuracy standard. The absolute correlation degree of the three energy sources all meet the first-level accuracy 
standard. The mean square error ratio of oil and nature gas meets the first-level accuracy standard, while the probability of small error 
of coal meets the second-level accuracy standard. To sum up, this model has good performance, and the results are summarized in 
Table 16. The development trends are summarized in Fig. 5. 

Fig. 5 shows that China’s oil consumption will continue to grow. By 2026, the consumption of oil will exceed 37 EJ, that’s an 
increase of nearly 24% compared to 2021, which is inseparable from the rapid development of China. But oil reserves are limited, if 
uncontrolled exploitation, oil resources will soon face depletion. As the current alternative energy sources have not been popularized, 
the consumption of oil as a rigid demand of human beings will continue to increase. At present, the focus of people’s task is to 
vigorously develop and promote new energy to gradually replace oil. The consumption of natural gas is expected to exceed 22 EJ by 
2026, that’s an increase of more than 60% compared to 2019. Coal consumption in China, will maintain a small upward trend and 
gradually level off. 

Oil is mainly used as fuel and power energy. With the continuous development of social, oil consumption is also increasing year by 
year. China should speed up the adjustment of industrial, develop clean energy instead of oil consumption. At the same time, improve 
the petroleum technology. China is a big coal resource country, and coal consumption is huge in the development of the whole society. 
In order to improve people’s ecological environment, China’s coal provinces should develop diversified economy on the basis of their 
own development. According to regional characteristics, the construction of diversified pillar industries, steadily promote the 

Table 14 
Precision inspection reference table.  

Accuracy Grade(Level) Critical value NGM(1,1,k) CGM(1,1) 

Relative Error(%) Correlation degree Mean square deviation ratio(%) Small error probability 

1 1 0.90 35 0.95 
2 5 0.80 50 0.80 
3 10 0.70 65 0.70 
4 20 0.60 80 0.60 

Next, the CGM(1,1) model are used to verify whether the model meets the requirements. In general, MAPE, correlation degree, mean square error 
ratio, small error probability are used as indicators. 

Table 15 
The fitting index of three kinds of energy.  

energy MAPE Absolute Correlation Mean square deviation ratio Small error probability 

Oil 0.71% 0.998 0 1 
Nature gas 2.44% 0.997 0.0478 1 
Coal 1.29% 0.999 0.3177 0.917  
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transformation of industrial structure. The government should improve talent management and promote the efficient and clean uti-
lization of coal. As a clean energy source, natural gas consumption in China is increasing. To some extent, it reflects the work of the 
government in recent years. In the future, the government should continue to strengthen the implementation of relevant laws. 

6. Conclusion and future study 

This thesis studies a composite summation model, which is then used to study the consumption of non-renewable energy. Two 
adjustable parameters are introduced in GM(1,1) model. The optimal parameters are determined by the PSO algorithm. Improve the 
performance by giving greater weight to new information. Then, it studies the consumption of non-renewable energy in China. The 
results show that oil and natural gas will maintain a larger growth trend in terms of consumption in the future. By 2026, oil con-
sumption will exceed 37 EJ. Natural gas consumption will exceed 22 EJ. However, coal will maintain a small growth trend in terms of 
consumption and gradually tend to level off. 

Future work can be considered from the following three aspects. Firstly, this model is combined with other optimization algorithms. 
Secondly, the accuracy of the multi-variable model is further improved by considering other influencing factors comprehensively. 
Thirdly, the good accuracy of the model can be studied in more fields. 
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Table 16 
Prediction value of the CGM(1,1) model (Units: Exajoules).  

Year Oil Nature gas Coal 

2022 31.96 14.97 83.43 
2023 33.36 16.60 83.71 
2024 34.82 18.41 83.99 
2025 36.33 20.43 84.27 
2026 37.90 22.66 84.55  

Fig. 5. Three energy consumption trends.  
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