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Abstract 
Background – Recently, there have been attempts to develop 
mHealth applications for asthma self-management. However, there is 
a lack of applications that can offer accurate predictions of asthma 
exacerbation using the weather triggers and demographic 
characteristics to give tailored response to users. This paper proposes 
an optimised Deep Neural Network Regression (DNNR) model to 
predict asthma exacerbation based on personalised weather triggers. 
Methods – With the aim of integrating weather, demography, and 
asthma tracking, an mHealth application was developed where users 
conduct the Asthma Control Test (ACT) to identify the chances of their 
asthma exacerbation. The asthma dataset consists of panel data from 
10 users that includes 1010 ACT scores as the target output. 
Moreover, the dataset contains 10 input features which include five 
weather features (temperature, humidity, air-pressure, UV-index, 
wind-speed) and five demography features (age, gender, outdoor-job, 
outdoor-activities, location). 
Results – Using the DNNR model on the asthma dataset, a score of 
0.83 was achieved with Mean Absolute Error (MAE)=1.44 and Mean 
Squared Error (MSE)=3.62. It was recognised that, for effective asthma 
self-management, the prediction errors must be in the acceptable loss 
range (error<0.5). Therefore, an optimisation process was proposed to 
reduce the error rates and increase the accuracy by applying 
standardisation and fragmented-grid-search. Consequently, the 
optimised-DNNR model (with 2 hidden-layers and 50 hidden-nodes) 
using the Adam optimiser achieved a 94% accuracy with MAE=0.20 
and MSE=0.09. 
Conclusions – This study is the first of its kind that recognises the 
potentials of DNNR to identify the correlation patterns among asthma, 
weather, and demographic variables. The optimised-DNNR model 
provides predictions with a significantly higher accuracy rate than the 
existing predictive models and using less computing time. Thus, the 
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optimisation process is useful to build an enhanced model that can be 
integrated into the asthma self-management for mHealth application.
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Introduction
Asthma is a chronic lung disease that affects people of all age groups around the world.1 Asthma exacerbation causes
asthma attacks, and the frequency of asthma attacks depends on the exposure to asthma triggers.2 Weather is a common
triggering factor of asthma exacerbation.3 Studies show that weather triggers, such as temperature, humidity, air pressure,
and wind, cause asthma attacks.4–6 Weather impact is specific to individual asthmatic patients due to their lung
performance, which varies among patients. This depends on their demographic characteristics, such as age and gender.7

Geographical location is also a factor because the association between weather triggers and asthma is inconsistent in
different climate regions.4

Although asthma cannot be cured, avoiding exposure to weather triggers through asthma self-management can minimise
the risk of asthma exacerbation.8 Recently, there have been attempts to develop mHealth applications to assist asthma
self-management. However, until now, no application for effective asthma self-management exists that has been widely
adopted by users or integrated into primary asthma care records.2 This is because there is a lack of solutions that can offer
accurate predictions of asthma exacerbation based on personalised weather triggers and provide tailored feedback to
users.

Deep Neural Network (DNN) is a type of neural network algorithm with multiple hidden layers and several nodes.9 In
recent years, DNN has been significantly utilised in the health informatics research domain for forecasting and pattern
recognition.10–13 This is because DNN models tend to learn more effectively and have better performance in providing
accurate predictions (especially through optimisation) than traditional Machine Learning (ML) algorithms.14 Neverthe-
less, the application of ML and DNN in weather-based healthcare is still in its infancy. In fact, to the best of the authors’
knowledge, none of the existing research has applied DNN to predict asthma exacerbation based on demography and
weather. Therefore, the main contribution of the work in this paper is to apply DNN and propose an optimisation process
to predict asthma exacerbation based on personalisedweather triggers with low error and high accuracy. The findingswill
be helpful for developing mHealth solutions with personalisation for effective asthma self-management.

Methods
Data collection
With the aim of integrating weather, demography, and asthma tracking, anmHealth application, namelyWeather Asthma
(WEA), was developed for this study.15 The WEA is an android-based application that collects user demography and
monitors daily weather forecasts in individual users’ location to identify the potential weather triggers. Consequently,
both demography and weather data are selected as input features in the asthma dataset.

The WEA application also allows users to conduct the Asthma Control Test (ACT).16 The ACT is a self-administered
survey which is considered the standard assessment for monitoring chronic asthma and recommended by the Global
Initiative for Asthma.17 The ACT score is selected as the target output for prediction because it helps identify the severity
and chances of asthma exacerbation.16

Data was collected through theWEA application from ten participants with asthma over a period of one-year. Participants
conducted ACTs by regularly answering five multiple-choice questions, which include four asthma symptom-related
questions and one asthma self-evaluate question. Each question is scored between 1-5. Once the ACT was submitted, a
timestamp was formed with the participant’s demography and the weather information of that day and time at their
location. This timestamp, along with the total ACT score, are stored in the database, as seen in Table 1. All participants
consented to the data collection and the ethical approval was obtained from the Multimedia University Research Ethics
Committee (EA1532021).

Data pre-processing
The first step of data pre-processing is identifying the missing data in the dataset through a heatmap, illustrated in
Figure 1, which visualises the locations of missing values. Fortunately, the selected dataset does not contain any missing
or NaN values.

The second step is dropping irrelevant features including “User ID” and “Timestamp”. “Smoking habit” is also dropped
because its correlation coefficient value with the target variable “ACT score” in the heatmap is close to zero. Table 2
represents the final dataset, which consists of 1010 recordswith ten input features and one output variable. Figure 2 shows
the ACT scores’ distribution, which ranges from 12 to 21. Figure 3 illustrates a scatterplot and countplot for weather
features, where a strong correlation can be observed between the weather features and “ACT score”.

The third step is converting the categorical variables in the dataset to numeric representations using the label encoder. The
fourth step is splitting the dataset into training (707 samples) and testing (303 samples) datasets.
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Regression with DNN
DNN can be modelled with various ML techniques, such as regression and classification.18 Regression is responsible for
modelling and characterising the relationship between the input features and the target output. Regression is applied to
predict numerical values.19 Hence, regression is used in this study to predict the ACT score, which is a numerical value.

Table 1. Data collection example.

Data name Example

User ID 5QBEe959GPOxv3rDNYXZX

Timestamp 1607926290609

ACT score 20

Age Above 50

Gender Male

Outdoor job Occasionally

Outdoor activites Extremely likely

Smoking habit No

Temperature 29.8°C

Humidity 70%

Air pressure 1009.0 hectopascals

UV index Low (i.e. 0 to 2)

Wind speed 2.1 meters per second

Figure 1. Heatmap visualisation.
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Consequently, a DNN Regression (DNNR) model is applied on the dataset. In DNNR, the hidden layers are located
between the input layer and the output layer, as seen in Figure 4. The hidden layers apply weights to input values and
direct them via an activation function for the output values.20 The activation function assists in deriving distinguishing
features that are required for the prediction.10 This is particularly helpful to model the asthma dataset which contains
multiple types of input features. The Rectified Linear Unit (ReLU) activation function is used because it provides
nonlinear transformations for deep modelling.9

The following are the main equations used for prediction using the DNNR model:

x¼ ½x1,x2, :::,xm�
w¼ ½w1,w2, :::,wm�

f ðeÞ¼
�0 f or e <  0

e f or e  ≥  0

e¼
Xm
j¼1

xwþb

ŷ¼ f ðeÞ

Table 2. Input/output variables.

Name Type Description

Age Categorical Input demography

Gender Categorical Input demography

Location Categorical Input demography

Outdoor activities Categorical Input demography

Outdoor job Categorical Input demography

Temperature Numerical Input weather

Humidity Numerical Input weather

Air pressure Numerical Input weather

UV index Categorical Input weather

Wind speed Numerical Input weather

ACT score Numerical Target output

Figure 2. ACT distribution.
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Figure 3. Weather visualisation.

Figure 4. DNNR architecture.
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where x is the input features, ŷ is the predicted values, w is the input weights, b is the bias (a constant number used for
adjustment), e is the internal elements in the hidden layers, f(e) is the activation function,m is the number of input features,
and j is a constant number between [0, m].

Evaluation metrics
Evaluating the DNNR model is essential to determine its prediction error and accuracy, which can be achieved through
Mean Absolute Error (MAE), Mean Squared Error (MSE), and Explained Variance Score (EVS). The MAE sums up the
absolute difference between the actual and the predicted values. The MSE sums up the squared differences between the
actual and the predicted values. The EVS computes the variance score which determines the accuracy of nonlinear
regression models.9 The following equations calculate the MAE, MSE and EVS of the DNNR model:

MAE¼ 1
n

Xn
i�1

jŷi� yij

MSE¼ 1
n

Xn
i�1

ðŷi� yiÞ2

EVS¼ 1� vðŷ� yÞ
vðyÞ

where y is the actual output values, ŷ is the predicted values, n is the number of records in the dataset, v is the biased
variance, and i is a constant number between [0, n].

Optimisation methods
Optimising the DNNRmodel is crucial for prediction with low error, high accuracy, and less computing time. This can be
achieved by applying essential optimisation methods which include data scaling and parameter tuning. For data scaling,
standardisation is used because it is beneficial for enhancing the performance of the DNNRmodel and its optimisation.9

This happens by rescaling the input and the output values using the following equations:

s0 ¼ s�μ
σ

μ¼ 1
n

Xn
i�1

si

σ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i�1

ðsi�μÞ2
s

where s is the input/output variables, s0 is the standardised input/output values, μ is the mean of the input/output values, σ
is the standard deviation of the input/output values, n is the number of records in the dataset, and i is a constant number
between [0, n].

The DNNR parameters include hidden layers, nodes at each hidden layer, batch size, epochs, weight initialiser, loss
function, and optimiser. Grid-search is an optimisation algorithm which automates the trial procedure of tuning these
parameters and selecting their best values.21 Nevertheless, tuning a large number of parameters and their search values
using grid-search leads to excessive computational time and power. In this study, the fragmented-grid-search method is
used where parameters are tuned independently in parallel, hence taking less computing time for optimisation. Figure 5
demonstrates the optimisation algorithm and Figure 6 illustrates the overall optimisation process.

Results
Regression results
Using the DNNR model on the dataset, a score of 0.83 is achieved with MAE = 1.44 and MSE = 3.62. Table 3 shows
5 predicted values against their actual values and Figure 7 contains the residual visualisation. It can be seen that the
differences between the predicted and the actual values vary up to�15. While this might seem an acceptable prediction
error for some datasets, in the case of the asthma dataset, this amount of loss is unacceptable. This is because the range of
the ACT score can only be from 5 to 25, where scores of 5 to 15 are categorised as “poorly-controlled asthma”, 16 to 19 as
“not well-controlled asthma”, and 20 to 25 as “well-controlled asthma”.17

In the last row of Table 3, with the actual value of 19 (not well-controlled), the predicted value is 20 (well-controlled),
which gives a contradictory prediction result. This can be a serious problem while providing tailored feedback to
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Figure 5. Optimisation algorithm.

Figure 6. Optimisation process.

Table 3. Actual vs. predicted values.

Actual values Group Predicted values Group

12 Poorly-controlled 16 Not well-controlled

25 Well-controlled 19 Not well-controlled

17 Not well-controlled 22 Well-controlled

21 Well-controlled 18 Not well-controlled

19 Not well-controlled 20 Well-controlled
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asthmatic patients, resulting in an insufficiently effective asthma self-management solution. For an optimised model, the
acceptable loss range needs to be less than�0.5. For example, with the actual value of 19, the prediction value can be at
most 19.4≃ 19 (with maximum +0.4 loss) or at least 18.6≃ 19 (with maximum �0.4 loss). Therefore, an optimised-
DNNR model is built to reduce the prediction error and increase the overall accuracy.

Optimisation results
For the optimised-DNNR model, two hidden layers are used with 50 nodes at each hidden layer. Adaptive Moment
Estimation (Adam) is used as the optimiser, which is helpful for optimising the learning and convergence rates during
model training.13 Table 4 summarises the optimum parameter values obtained using fragmented-grid-search and the total
tuning time. Figure 8 shows the loss rate of the training and the testing datasets swiftly decreased using the ReLU
activation function.

Figure 7. DNNR Residual.

Table 4. Optimum parameters.

No. of hidden layers 2

No. of nodes 50

Batch size 10

No. of epochs 100

Loss function MSE

Optimiser Adam

Weight initialiser Normal

Total tuning time 26 minutes

Figure 8. Loss function.
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Using the optimised-DNNRmodel on the dataset, a score of 0.91 was achieved with a total accuracy of around 94%. The
MAE and the MSE rates are 0.20 and 0.09 respectively, which are in the acceptable loss range (error < 0.5). Figure 9
illustrates the residual plot of the optimised-DNNRmodel which shows a strong correlation between the predicted and the
actual values. Figure 10 confirms that the optimised-DNNR model provides predictions within the loss range �0.5.

Discussion and conclusion
Recent popularity of mHealth and DNN enabled developing solutions to collect data from asthmatic patients and provide
accurate predictive alerts. Although several studies support the association betweenweather and asthma, there is a lack of
solutions for effective asthma self-management that can predict asthma exacerbation based on personalised weather
triggers. This is due to three problems:

1. Limited availability of real-time weather data that can link weather triggers with demography and asthma
severity for individual asthmatic patients. This study obtained the dataset from the WEA application which
comprises relevant input features (weather and demography) and target output (asthma severity).

2. Existence of nonlinear relationships in the asthma dataset due to multiple types of input features and
interconnected correlations. This study applied DNN for modelling the dataset, which effectively handles
nonlinearity by using the ReLU activation function.

3. Lack of accurate predictive models and precautionary frameworks for effective asthma self-management. This
study built an optimised model that provides accurate predictions of asthma exacerbation with errors in the
acceptable loss range (error < 0.5).

Figure 9. Optimised-DNNR prediction.

Figure 10. Optimised-DNNR residual.
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The experimental results reveal that the standardisation technique improves the stability of the DNNR model, which
enhances the performance of the optimisation algorithm and the optimiser. Furthermore, the fragmented-grid-search
method is able to tune several parameters with much less computing time (≈26 minutes) than the standard grid-search
used in previous studies (e.g.≈4.3 hours for tuning 2 parameters22). Moreover, model training takes less than one minute
due to the Adam optimiser, which helps the model converge efficiently. Overall, the optimised-DNNR model provides
predictions with a significantly higher accuracy rate (94%) than the existing ML models in the literature for predicting
asthma exacerbation (e.g. 87% with naïve Bayes,2 85% through logistic regression,8 and 84% using random forest23).

Consequently, the optimisation process helps build an enhanced model for effective asthma self-management. Subse-
quently, the optimised model will be integrated into the WEA application for predicting asthma exacerbation based on
personalised weather triggers and providing tailored feedback to users. The main limitation of this study is that the data
was collected from a limited number of users and in one climate region. In future, more users from different climate
regions will be considered for testing the generalisation capability of the proposed model.
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should discuss the potential impact if a larger dataset is being used, including from 
different climate regions or different demographics. 
 

1. 

"smoking habit" was mentioned as one of the features in data pre-processing. The author 
should explain what other features were included the data set (if any) and why they were 
included in the first place.

2. 
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The novelty of this study is to improve the accuracy of prediction of asthma by using optimised 
deep neural network and this gives a contribution to enhance the current model in terms of 
accuracy and computational performance. Most decisions in the research work are justifiable with 
supported of references made to the previous related works. Main results are explained in 
regards to the use of optimizer in building the model. 
 
In overall, the paper has a good-structured layout. However, the content in the method section 
can be improved to give a good flow of understanding. Either way to have an overall methodology 
of the study that describing the steps taken in the methods, or the arrangement and/or 
explanation in the methods follow the optimization process as in Figure 6. 
 
Suggest also to include relevant works to support the choice of ADAM optimizer in the study as 
compared with other optimizers, as well as the used of ReLU activation function over Mish (for 
example) and others in order to build strong arguments.
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This an interesting paper, which is timely. There is suitable use of deep learning, however there is 
a need to consider whether the problem is big data. It is good that there is some consideration of 
preprocessing. The paper follows a clear scientific process. There is a need to clearly outline why 
this paper is novel and to offer greater discussion of the future direction of the project. 
 
There is some indication of the performance achieved, but I would have liked to see greater 
statistical analysis. There is a need for consideration of the state of the art and how the approach 
in this paper compares with the state of the art. 
 
Overall a very well written and well presented paper that would benefit a little from greater 
analysis of the achievements. The analysis that you might consider using is the f-score, false 
positive and false negatives, and the use of ROC curves. The developed approach would be of 
clear benefit to asthma patients.
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