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ABSTRACT: Fractured gas condensate reservoirs (FGCR) are a
complex, special, and highly valuable type of gas reservoir, accounting
for a significant proportion of gas reservoir development. In recent
years, with the continuous advancement of horizontal well
technology, it has become the main approach for the development
of FGCR. The current model is unable to accurately represent the
fluid distribution in the near-well area of horizontal wells due to the
unique retrograde condensation phenomenon in GCR. Additionally,
the presence of fractures complicates the solution of traditional
analytical models. In response to this issue, this paper proposes a
novel semianalytical model for horizontal wells in FGCR, which
incorporates natural fractures, multiphase flow, and the influence of
stress sensitivity on pressure response. A dual-porosity model is
employed to simulate fractured reservoirs, and a four-region radial composite model is developed to characterize multiphase flow
resulting from retrograde condensation in GCR. The pseudopressure transform, Pedrosa transform, Laplace transform, and Finite
Cosine transform are utilized to address the nonlinear partial differential equation. A systematic verification of the semianalytical
solution is confirmed through a comparison with the numerical solution from computer modeling group (CMG). We thoroughly
explain the physical significance of the various features by identifying the 12 flow regimes of the typical curve. Furthermore, we offer
a method for assessing the extent of retrograde condensation and the size of the retrograde condensate region based on the curve’s
characteristics. Finally, the pressure measurements recorded from the Bohai field are carried out to validate the accuracy of the
proposed model. The results show that the predictions of the new model are in good agreement with the actual production data,
demonstrating the proposed solution’s applicability.

1. INTRODUCTION
Gas condensate reservoirs (GCR) hold a unique and significant
position in the world of gas reservoir development. According to
statistics, GCR account for 68% of the giant gas reservoirs with
geological reserves exceeding 1× 1012 m3, and they also make up
58% of the large gas reservoirs with reserves exceeding 1 × 108
m3.1,2 GCR are a particular and complex type of gas reservoir
with exceptionally high economic value, which has been playing
an increasingly significant role in gas reservoir development in
the world. As illustrated in Figure 1, during the development of
GCR, as pressure decreases, condensate oil tends to precipitate
in the vicinity of the wellbore, resulting in a two-phase zone of oil
and gas. This phenomenon leads to reduced relative
permeability for both gas and liquid phases, ultimately
diminishing the production capacity of gas wells.3,4 In recent
years, with continuous improvements in horizontal well
technology, it has become a primary means for enhancing
production in low-permeability GCR.5,6 The intricate nature of
horizontal well development calls for a systematic approach in
monitoring reservoir properties and evaluating the impacts of
production measures, highlighting the essentiality of pressure

transient analysis (PTA). While PTA techniques for GCR have
made significant progress, challenges persist in understanding
the flow characteristics for horizontal well, particularly for GCR
containing natural fractures.
The study of flow characteristics in horizontal wells originates

from research on point source functions. The introduction of
point source functions by Gringarten and Ramey marked the
inception of their use in the petroleum industry to address
unstable reservoir flow.7 Based on point source function theory,
horizontal pressure transient techniques were developed. Daviau
was the first to propose an analytical model of horizontal well.8

Goode introduced another horizontal model, different from
Daviau’s model in that it assumed reservoir anisotropy (Kx = Ky
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= Kz), which adopts the Daviau model while considering the
inconsistency of permeability in the horizontal and vertical
directions.9,10 Ozkan utilized the Green function to address the
pressure response of horizontal wells in homogeneous and dual-
porosity reservoirs with horizontal wells, employing no-flow
boundaries above and below, while also considering anisotropic
reservoirs.11−13 Although Green functions and the Newman
method had been developed by Gringarten and Ramey in 1973
to solve the problem of horizontal well unstable flow, their
practical application has limitations, and it was not until 1991
that Ozkan and Raghavan introduced a comprehensive general
solution based on Laplace variables.14−16 These models and
solutions have guided the development and solution of various
models of horizontal wells and have provided abundant spatial
analytic models for single and corresponding fast calculation
methods, greatly enriching theoretical models. Marir studied the
horizontal PTA method for dual-porosity sealed oil reservoirs,
but there were certain flaws in the pressure response solution,
leading to significant errors in later-stage pressure calculations.17

Hashemi proposed that the superposition principle could be
used to consider the effects of wellbore storage and skin factor
on pressure response.18 Baqawi introduced analytical solutions
for hydraulic fractured horizontal wells in naturally fractured
reservoirs, significantly improving calculation accuracy.19

Subsequently, pressure transient models of horizontal wells
have been continually improved. Cao proposed a transient
analysis model for fractured low-permeability gas reservoirs,
offering a detailed solutionmethod for transient pressuremodels
in dual-porosity gas reservoirs.20 These studies offer innovative
methods to tackle fluid flow obstacles in fractured gas reservoirs,
contributing to the resolution of the nonlinear equations of the
FGCR.
Numerous scholars have extensively researched the flow and

PTA aspects in GCR. In their studies, Muskat initially
introduced the term “condensate blocking” to describe the
phenomenon of condensate oil buildup near the wellbore,
leading to the creation of a highly saturated zone when the
pressure falls below the dew point pressure.21 This phenomenon
results in a reduced relative permeability of the gas phase,
leading to diminished production capacity. Jones introduced the
concept of multiphase pseudopressures in GCR, subsequently
developing various models based on this pseudopressure
concept, opening a new era in research on PTA for GCR.22,23

Following the introduction of the pseudopressure concept,
Fevang and Whitson proposed the well-known three-zone flow
model for GCR, which later became the most commonly used
flow model.24 Gringarten incorporated the capillary number
effect into numerical simulations and discovered that the

saturation of condensate oil near the wellbore was not as high as
previously thought, but rather lower than in other regions.25,26

Thus, a four-zone model was introduced to describe the flow
characteristics of condensate oil, which was adopted in this study
for fluid flow in porous media. Although the GCR model for
vertical wells has been gradually improved, the development of
the GCRmodel for horizontal wells is slow. It was not until 2018
that Zhang and colleagues introduced the first composite model
for horizontal GCR with three zones, which, however, assumed
isotropy and is not applicable to GCR with developed natural
fractures.27 Subsequently, both the vertical well model
incorporating natural fractures and the fracturing model for
horizontal wells were introduced.28−30 In recent studies, Wang
proposed a novel semianalytical model to accurately describe the
bottom-hole pressure behavior of water injectors in fractured
reservoirs.31 Additionally, Wei developed analytical models to
comprehensively investigate the intricate thermal behavior of
fractured reservoirs.32 Yin presented a highly sophisticated
semianalytical model for GCR, which takes into consideration
the intricate effects of multiphase flow, stress sensitivity, and
wellbore phase redistribution.33 However, there is still a dearth
of a natural fracture model specifically tailored to the GCR with
horizontal wells.
In summary, although numerous studies have focused on

single-well simulation in multiphase flow within GCR, relatively
little attention has been devoted to studying the combined
effects of natural fractures and horizontal wells. Furthermore,
the existing model is not precise enough to characterize the
retrograde condensation in the near-well region of horizontal
wells. Failing to consider the interconnected effects of these
factors could result in inaccurate results of single-well simulation
and incorrect evaluations of well and formation parameters in
FGCR. In this study, we have developed a semianalytical model
that takes into account multiphase flow behavior in FGCR. In
this paper, a multiregion radial composite model was used to
describe the multiphase flow induced by retrograde condensa-
tion, while the W-Root model was employed to characterize the
fractured reservoir. We also considered the stress-sensitive
variation of fracture permeability with changing pressure. To
solve the model, Laplace transformation, Pedrosa trans-
formation, and Cosine transformation are applied to convert
the partial differential equations into ordinary differential
equations. A numerical simulation model was established
using commercial software (CMG),34 and the results were
found to be highly consistent with the model proposed in this
paper, thereby validating the correctness of our model. The
solutions obtained from the model can be displayed as type
curves, which effectively illustrate the impact of retrograde

Figure 1. Distribution of formation fluid in horizontal wells used for developing GCR.
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condensation and natural fractures. Ultimately, the proposed
model was successfully utilized to interpret a field case in the
Bozhong field.

2. METHODOLOGY
2.1. Physical Model. During the development of the GCR,

there will be several distinct flow regions in the formation as the
pressure decreases. The composite models are consistently used
to simulate the well production process, where the reservoir is
clearly divided into multiple zones with different properties.
Experiments show that four flow zones with different fluid
saturation can be observed around the horizontal well in GCR
due to retrograde condensation.35 Figure 2 shows the physical
model.
(1) Region-1: the gas and condensate oil are mobile, and

condensate saturation reaches critical saturation. In
addition, the oil saturation in region-1 is lower than that
in region-2 because some of the oil is carried away as a
result of the high speed of gas flow and the high capillary
number.36

(2) Region-2: the oil and gas are mobile and the condensate
saturation is higher than region-1.

(3) Region-3: oil and gas coexist in region-3, but only gas is
mobile because the oil saturation in this region is below
the critical flow saturation.

(4) Region-4: in this region, retrograde condensation does
not take place and only gas is mobile.

To establish the mathematical model, certain assumptions are
made as follows:
(a) The gas condensate reservoir is a homogeneous infinite

reservoir with dual porosity, characterized by a consistent
thickness.

(b) The fluid flow within the reservoir is isothermal and
follows Darcy’s law.

(c) The pressure remains continuous at the interfaces
between different regions.

(d) The horizontal well is completely located in region-1.
(e) The initial pressure is higher than the dew point pressure.
(f) The upper and lower parts of the reservoir are

impermeable.
2.2. Analytical Model. The permeability of fractures varies

as a function of pressure, and its relationship with pressure is as
follows:

Figure 2. Model of FGCR based on the dual-porosity model: (a) physical model, (b) flow model.
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Based on the characteristics of the aforementioned four-zone
model, we derive the flow equations used to describe the
production of horizontal wells in GCR according to the W-R
model.37 For zone-1 (i = 1) and zone-2 (i = 2), we obtain
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For zone-3, the flow equations can be written as
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For zone-4, the following flow equations are obtained:
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The partial differential equation described above is seriously
nonlinearized. The two-phase pseudopressure is used to solve
this problem. In this research, we utilized the method suggested
by Fevang and Whitson to compute the two-phase pseudo-
pressure.24

The pseudopressure for zone-1 (i = 1) and zone-2 (i = 2) can
be represented as
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For zone-3 these are given by
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For zone-4, we obtain
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The flow equation for each region (i = 1, 2, 3, 4) can be
linearized based on the aforementioned pseudopressure:

+ + +

= +

+ =

r r
r

m
r

m
r

K
K

m
z

m
r

m
t

m
t

FK m m
K m

t

1

e
1 1

( )
( )

0

i i i

i

i

m m

i

i

i

i

i i i
i

i

i

f f
2

fv

fh

2
f

2
f

2

( )

f

f

m

m

s m m f
fh

m

m

r

l

m

oooooooooooooo

n

oooooooooooooo

Ä
Ç
ÅÅÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑÑ

i
k
jjj y

{
zzz

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅ
i
k
jjj y

{
zzz

É

Ö

ÑÑÑÑÑÑÑÑÑÑÄ

Ç
ÅÅÅÅÅÅÅÅÅÅ

É

Ö
ÑÑÑÑÑÑÑÑÑÑ

(8)

A comprehensive derivation of the linearization procedure is
provided in Appendix A.
The dimensionless equations for the four zones (i = 1, 2, 3, 4)

can be derived by utilizing the dimensionless variables defined in
Appendix B. The resulting dimensionless mathematical model is
presented below:
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The connection condition is that the pressure and fluid
velocity are identical at the common boundary.
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The outer boundary condition (infinite reservoir) is given by
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The inner boundary condition can be expressed as
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The initial condition is given as

= = =p r p r i( , 0) ( , 0) 0, 1, 2, 3, 4i ifD D mD D (13)

2.3. Model Solution. To derive a point source solution for a
horizontal well, the first step is to eliminate the nonlinearity of
the equation by applying the Pedrosa variable substitution. Next,
the Laplace transform is utilized on the time variable, and
orthogonal transformation is performed on the spatial variable,
converting the differential equation into a standard Bessel
equation and obtaining the point source solution. Finally, the
point source solution is integrated to calculate the horizontal
well pressure response, resulting in the expression of the bottom-
hole pressure response in the Laplace domain (the detailed
derivation of the model solution is presented in Appendix C).
The Laplace domain solution can be obtained for the horizontal
well pressure:
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An expression can be obtained that takes into account the
reservoir effect and skin effect by using the Duhamel principle:38
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The dimensionless pseudopressure ηwD can be determined by
converting the Laplace domain outcome in eq 16 to the real
domain via the utilization of the Stehfest numerical inversion
method.39 Finally, the Pedrosa transformation is used to solve
the solution considering the effect of stress sensitivity.

= 1
ln(1 )wD

D
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(16)

3. VALIDATION AND LIMITATION
To validate the accuracy of the semianalytical model, a
numerical model is constructed using the commercial simulator
CMG, with the same parameters set up for comparison with the
model proposed in this paper. Table 1 provides a comprehensive
breakdown of the reservoir and fluid properties.

Figure 3 displays the constant volume depletion (CVD) test
curve. Figure 4 illustrates a comparison between the outcomes

obtained from the commercial simulator and the proposed
model. The remarkable consistency observed between the
proposed model and the commercial simulator serves as a
testament to the dependability and precision of the proposed
model.

4. RESULTS AND DISCUSSION
4.1. Type Curves. Figure 5 depicts the PTA-type curve of a

horizontal well in FGCR. Based on the shape characteristics of
the type curve, each flow regime of the curve is determined.
Regime 1: Wellbore storage regime. The pressure and its

derivative curves exhibit unit slope characteristic.
Regime 2: The skin effect regime. The presence of a hump in

the pressure derivative is attributed to the skin effect, indicating
the onset of fluid flow from the reservoir into the wellbore.
Regime 3: Early vertical radial flow regime. The third regime

is the early vertical radial flow regime, where the pressure
derivative curve approximates a horizontal line and its value is

Table 1. Properties of FGCR and Fluid

parameters value

original pressure, MPa 55
porosity, % 20
horizontal well length, m, 400
dew point pressure, MPa 48
max liquid dropout,% 24.86
horizontal permeability, 10−3 μm2 50
vertical permeability, 10−3 μm2 5
critical oil saturation,% 10
reservoir outer radius, m 2000

Figure 3. CVD curve.
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associated with “LD”. In horizontal wells with relatively high
wellbore storage coefficients, the early vertical radial flow stage
may be obscured by the impact of wellbore storage.
Regime 4: Horizontal well linear flow regime. The pressure

derivative curve is a straight line with a slope of 0.5 in this stage,
indicating the propagation of pressure waves to the boundary,
resulting in a linear flow perpendicular to the horizontal well.
Regime 5: The zone-1 radial flow regime. The pressure

derivative curve is a horizontal line with a value that remains
around 0.5, indicating the influence of the capillary number on
the oil-gas two-phase flow.
Regime 6: The zone-1 transitional flow regime. The

derivative curve exhibits an upward trend, indicating the
propagation of pressure waves from zone-1 to zone-2.
Regime 7: The zone-2 radial flow regime. The derivative

curve undergoes a transition to a new horizontal line with a value
of 0.5 × M2, which represents the oil-gas two-phase flow that is
independent of the capillary number.
Regime 8: The zone-2 transitional flow regime. The pressure

derivative curve exhibits a downward trend, indicating that the
pressure wave is spreading from zone-2 to zone-3.
Regime 9: The zone-3 radial flow regime. The pressure

derivative horizontal line of 0.5 × M2 × M3 represents the gas
phase flow in the condensate blockage area.

Regime 10: The zone-3 transitional flow regime. This trend
continues as the pressure wave spreads from zone-3 to zone-4,
with the drop in the pressure derivative, suggesting high fluidity
in zone-4.
Regime 11: Interporosity regime. Due to the flow from the

matrix to the natural fractures, the derivative curve takes on a V-
shape.
Regime 12: The zone-4 radial flow regime. This indicates the

initial state of the FGCR, in which the pressure derivative
exhibits a horizontal line with a value of 0.5 × M2 × M3 × M4.
During the radial flow regime, the pressure derivative curve

exhibits an initial rise, followed by a decline, indicating varying
mobility across different zones. However, the presence of these
flow regimes is dependent on factors such as wellbore storage
and well and reservoir dimensions, as revealed in the sensitivity
analysis.

4.2. Sensitivity Analysis. The pressure of horizontal well in
FGCR is anticipated to be influenced by the factors listed below:
permeability modulus, composite radius, wellbore storage
coefficient, interporosity flow coefficient, and mobility ratio.
The impact of the aforementioned parameters on the pressure
was examined using the model presented in this paper.
4.2.1. Wellbore Storage Coefficient CD. The impact of

different wellbore storage coefficients (CD = 0.01, 0.05, and 0.1)
on transient pressure behavior was analyzed while keeping other
parameters constant, as illustrated in Figure 6. The pressure and

derivative curves both exhibit a slope of 1. A smaller CD value
results in an earlier appearance of the derivative curve’s “hump”.
As the CD value increases, the curve shifts to the right, obscuring
the characteristics of early vertical radial flow. Additionally,
when the radius of the first zone is small, the radial flow
characteristics of this zone may not be readily apparent.
Nevertheless, this does not affect the pressure behavior beyond
the second transient flow regime.
4.2.2. Permeability Modulus γD. Figure 7 illustrates the

variations in dimensionless pressure for different permeability
modulus (0.1, 0.03, and 0.01). It is apparent that the pressure
response is affected by the permeability modulus except during
the wellbore storage regimes. The pressure derivative curve
exhibits an upturned characteristic in the later stages due to
stress sensitivity. Overall, both the pressure and its derivative
curve tend to increase as the permeability modulus rises.
Significantly, the upturned characteristic of the pressure

Figure 4. Comparison of results obtained from commercial simulator
and proposed model.

Figure 5. Type curve of FGCR

Figure 6. Impact of the dimensionless wellbore storage coefficient (CD)
on type curves
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derivative curve in the later stages can also be linked to a closed
boundary. Therefore, it is imperative to exercise additional
caution when observing an upward shift of the pressure
derivative curve in the later stages, since it could be an outcome
of stress sensitivity rather than a closed boundary.
4.2.3. Composite Radius RjD. Figure 8 illustrates the pressure

and its derivative characteristics under examination of three
distinct composite radius (R1D, R2D, R3D). R1D is varied as 1, 2,
and 3, while R2D and R3D remain constant, as depicted in Figure
8a. It is evident that an increase in the radius value of zone-1
leads to an extended duration of the zone-1 radial flow regime
while making the characteristics of the zone-1 transition regime
and the zone-2 radial flow regime less pronounced. The type
curves for other zones exhibit a pattern similar to that of zone-1.
As a result, it becomes viable to define the boundaries of the
retrograde condensate region through an analysis of the radial
flow phase regimes.
Furthermore, when summarizing the observations from

Figure 8a−c, it becomes apparent that when the radii between
two adjacent zones are about the same size, identifying the four-
zone feature on the type curve can be challenging. This suggests
that even if retrograde condensation takes place within the
formation, it may not be easily distinguishable from the pressure
test curve when the condensate bank is small. Therefore, there
are scenarios where it becomes imperative to assess the degree of
condensate blockage by conducting multiple pressure measure-
ments.
4.2.4. Interporosity Flow Coefficient λ.We have considered

three different scenarios of the interporosity flow coefficient,
denoted as λ (λ = 1 × 10−5, 5 × 10−5, 1 × 10−6). In Figure 9, it is
evident that the type curves exhibit significant overlap, except
within the interporosity regime. Notably, the “V-shape”
phenomenon shifts to the left as the interporosity flow
coefficient increases. In simpler terms, a higher value of the
interporosity flow coefficient leads to an earlier appearance of
the “V-shape”. This phenomenon is primarily attributed to the
interporosity flow coefficient’s influence on the interporosity
regime. A larger interporosity flow coefficient facilitates fluid
movement between the matrix and fracture, resulting in the
interporosity regime occurring at an earlier stage. It is essential
to highlight that as the interporosity flow coefficient diminishes,
the “V-shape” materializes within the domain of the radial flow
regimes. For instance, when the interporosity flow coefficient
equals 1 × 10−5, the “V-shape” emerges in the region associated
with zone-3 and obscures the characteristics of the zone-3 radial

flow regime. It indicates that more extensive development of
fractures within the reservoir results in a postponement of the
onset of the interporosity regime.
4.2.5. Storativity Ratio ω. The impact of different two-phase

storativity ratios (ω = 0.03, 0.05, and 0.1) is illustrated in Figure
10. It is evident from the results that, except for the interporosity
regime, pressure and its derivatives exhibit substantial overlap
across these three cases. As the ω value increases, the storage
capacity of fractures gradually diminishes. Simultaneously, the
depth of the V-shaped pressure curve becomes shallower, and
the onset of the interporosity regime is delayed with increasing
ω. This phenomenon can be attributed to the fact that in

Figure 7. Impact of permeability modulus (γD) on type curves.

Figure 8. Impact of composite radius (RjD) on type curves: (a) R1D, (b)
R2D, (c) R3D.
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formations with larger fractures, fluid within the fracture system
initially escapes when the formation pressure declines. In other
words, it takes more time to observe a noticeable pressure
differential between the matrix and fracture when the fractures
are extensive. Fluid from the matrix only begins to migrate
toward the fractures once a significant pressure drop occurs.
Consequently, in formations with more extensive fractures
characterized by a higher number of fractures, larger openings,
and enhanced connectivity, the interporosity regime commen-
ces at a later stage.
4.2.6. Mobility Ratio Mi. The impact of the mobility ratio is

illustrated in Figure 11. The mobility ratio exerts a minimal
impact on the pressure curve, while the pressure derivative curve
exhibits greater sensitivity to this parameter. To further analyze
this effect, we focus on Zone-2 as demonstrated in Figure 11a. In
this case, three different mobility ratios for Zone-2, denoted as
M2 (M2 = 1.1, 1.2, 1.5), are selected. It becomes apparent that,
with the exception of the second radial flow regime and the
second transitional flow regime, the pressure and its derivative
curve overlap across these three cases. Notably, the pressure and
its derivative curve display an upward trend after the first radial
flow regime as M2 increases. Moreover, the pressure derivative
curve demonstrates that as M2 decreases gradually, the
characteristics of the second radial flow regime become less
distinguishable, resulting in a pressure transient response that
more closely resembles that of a three-zone system. Moreover,

the influence of the mobility ratio on the derivative curve is
uniform across different zones, as illustrated in Figure 11b,c.

5. CASE STUDY
Y Buried Hill gas condensate reservoir was discovered in recent
years in China with a maximum liquid dropout of 24.6% at 26
MPa and a dew point pressure of 48.73 MPa. The seismic
detection shows that fractures are developed in the reservoir.
The experimental results demonstrate that the gas condensate
reservoir exhibits low-permeability characteristics. A typical well
in this field was interpreted to verify the practicality of the
proposed model.

Figure 9. Impact of the interporosity flow coefficient (λ) on type
curves.

Figure 10. Impact of storativity ratio (ω) on type curves.

Figure 11. Impact of mobility ratio (Mi) on type curves: (a)M2, (b)M3,
(c) M4.
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Y gas condensate reservoir is a recently discovered large-
capacity gas condensate reservoir in China. As shown in Figure
12a, the reservoir exhibits amaximum liquid pressure of 24.6% at
a pressure of 26 MPa and a dew point pressure of 48.73 MPa.
Formation coring has revealed the presence of natural fractures
within the reservoir, as depicted in Figure 12b. Well X, a
horizontal well within the gas condensate reservoir, exhibits a
highly complex pressure measurement curve after a period of
production with the fitting accuracy of existing models being
inadequate. Consequently, the model proposed in this paper was
employed for fitting analysis, yielding numerous parameters that
could not be obtained via conventional models with a good
fitting accuracy observed. Thus, the model presented in this
paper demonstrates practicality for application in practice.
Table 2 presents the essential parameters of the gas

condensate reservoir and well X, with the test conducted 3

years after the well was put into operation. Initially, the well
produced solely natural gas. However, after 1 year of production,
oil and gas were produced simultaneously. The semianalytical
model proposed in this paper was employed to interpret the
recorded pressure measurements, with Figure 13 illustrating a
good fit between the recorded pressure measurements and the
theoretical curve. The pressure curves recorded exhibit

characteristics of flow between fractures and matrix, the
production features of horizontal wells, and the intricacies of
multizone complexities. The interpretation results are detailed
in Table 3, with the model providing a comprehensive
understanding of various parameters, including the physical
properties of the formation and the radius of each retrograde
condensate zone. As such, it aids in providing a more precise
depiction of the condensate oil distribution within the reservoir
and offers guidance for the development of gas condensate
reservoirs.

6. CONCLUSIONS
A semianalytical model was developed in this study to examine
the pressure behavior of horizontal wells in FGCR. A
comprehensive account of the model development, validation,
sensitivity analysis, and a case study was presented in detail. The
semianalytical model is capable of interpreting pressure
measurement data, assessing the current condensate distribution
within the formation, and characterizing parameters such as
fractures and effective production zones in horizontal wells. The

Figure 12. (a) Phase diagram and (b) the fracture characteristics observed in rock core.

Table 2. Basic Parameters of FGCR and Well X

parameters value sources

temperature, K 436.03 well logging
well depth, m 5126 well logging
original pressure, MPa 51.53 measurement
horizontal well length, m 300
porosity, % 15.43 experiment
horizontal permeability, 10−3 μm2 5.5 experiment measurement
vertical permeability, 10−3 μm2 0.6
reservoir thickness, m 80
dew point pressure, MPa 42.1 experiment
maximum CVD liquid dropout,% 15 experiment measurement

Figure 13. Application of the proposed semianalytical solution.
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utilization of this model is expected to considerably enhance the
efficiency of FGCR development. Furthermore, a method is
provided for accurately assessing the extent of retrograde
condensation and determining the size of the retrograde
condensate region utilizing the distinctive characteristics of
the curve. In conclusion, this studymakes valuable contributions
to the field and highlights the importance of using the proposed
model.

• We proposed a straightforward, swift, and robust
semianalytical mathematical model tailored for a
horizontal well dealing with multiphases (oil and gas),
within the context of horizontal wells in FGCR. The
derivation of our semianalytical approach is thoroughly
discussed, and the numerical simulation results align
admirably with outcomes from our model.

• Our model identifies 12 flow regimes, encompassing the
wellbore storage phase, transitional flow stages, inter-
porosity transitions, and various radial flow phases. The
comparison between our numerical simulations and the
proposed model showcases a commendable level of
agreement overall.

• Notably, the wellbore storage coefficients significantly
impact the early regime. Increasing the wellbore storage
coefficients slows down the pressure drop, extends
transitional flow periods, and delays the initiation and
conclusion of the initial transition flow. Additionally,
stress sensitivity manifests as an upturned curve character-
istic in the later regime.

• The interporosity flow coefficient and composite radius
can have an impact on the radial flow regime, potentially
obscuring its distinctive characteristics. Specifically, the
interporosity flow coefficient can alter the location of the
interporosity regime, while the radial flow features of the
latter zone may be masked when the radius of adjacent
zones are similar.

• We conducted a case study in the Bozhong oil field,
demonstrating that our model effectively interprets
pressure measurements obtained from the FGCR. The
proposed solution proves feasible for analyzing the radius
of condensate oil and formation parameters.

■ APPENDIX A
Using the two-phase pseudopressure function introduced within
the zone as an example, the differential equation for the seepage

of condensate gas was linearized, and the subsequent two-phase
pseudopressure integral function was introduced as follows:
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To simplify the differential equation for the unstable
percolation of a condensate reservoir by introducing the two-
phase pseudopressure function, the following equation trans-
formation should be carried out initially:
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Because of oil saturation, the density of oil and the density of gas
are both functions of pressure:
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In this work, we define Cft as the total density compressibility,
which is shown as Cft = CoρoSfo + CgρoSfg, Cmt = CoρoSmo +
CgρgSmg. Therefore,
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Taking the derivative of pseudopressure function over time gives

= · = +
m p

t
m p

p
p
t

K K p
t

( ) ( )1 1 rfo

o
o

rfg

g
g

i

k
jjjjjjj

y

{
zzzzzzz (A-7)

Thus,

= ·
+

p
t

m p
t
( ) 1

K K

1f

o g
rfo

o

rfg

g

i
k
jjj y

{
zzz

(A-8)

= ·
+

p
t

m p
t
( ) 1

K K

1m

o g
rfo

o

rfg

g

i
k
jjj y

{
zzz

(A-9)

Substituting eqs A-1−A-9 into eq 1, we get

Table 3. Interpretations Results of Well X

parameters symbol unit
interpretation

results

wellbore storage coefficient C m3/MPa 0.58
skin factor S 1.4
horizontal
permeability

Zone I k1 10−3 μm2 3.07
Zone II k2 1.52
Zone III k3 4.52
Zone IV k4 5.31

composite radius Zone I R1 m 201.63
Zone II R2 361.26
Zone III R3 426.21

Shape factor λ 1 × 10−6

Interporosity flow coefficient ω 0.3
Permeability modulus γ 0.001
Horizontal well length L m 300
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The left-hand side of eq A-10 can be transformed as
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Then the following equation can be obtained:
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Finally, eq A-10 becomes
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■ APPENDIX B
We define the following dimensionless variables:
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■ APPENDIX C
The diffusivity equation is not presented in a form that is
amenable to analytical solution. To address this issue, a new
dimensionless dependent variable is introduced, which is linked
to the dimensionless pressure:40
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(C-1)

By utilizing the Pedrosa variable substitution (eq C-2), the
subsequent partial differential equation can be derived (i = 1, 2,
3, 4):
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To obtain an approximate analytical solution, the perturba-
tion law is employed. As the dimensionless permeability
modulus is typically small, η can be expanded as a power series
in the parameter γD:41,42
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Upon substitution of eq C-3 into eqs C-2, eqs C-2 can be
represented in the Laplace space as follows (i = 1, 2, 3, 4):
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In order to achieve analytical solution, the Laplace trans-
formation needs to be performed to transform the model into
ordinary differential equations. After application of the Laplace
transformation with respect to tD, the dimensionless model in
the Laplace domain can be expressed as
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To obtain the point source solution, eq C-6 can be utilized by
performing a finite cosine transform with respect to zD:

43
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The inverse finite cosine transform with respect to zD is
expressed as
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Performing the finite cosine transform of eq C-5 (i = 1, 2, 3, 4)
yields
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where
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The solution to eq C-9 (i = 1, 2, 3, 4) in the Laplace domain,
employing Bessel functions, is expressed as44
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According to the outer boundary condition and the inner
boundary condition, we know that
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Because of the property of Bessel functions,
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According to the interface conditions between different regions,
we can get:
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Equation C-16 contains six equations and six unknown
variables (A2, A3, A4, B1, B2, B3) and thus is a solvable equation
set. We define the following variables for the convenience of
solving the equation set:
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By solving the above simplified equation set, we can obtain
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Consequently, we have solved A1 and B1, so the solution in
region-1 can be expressed as
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In order to obtain the point source solution, we applied the
cosine transformation to simplify the original model, so we need

to apply the inverse cosine transformation after gaining the point
source solution:40
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■ NOMENCLATURE
γ = permeability modulus, mPa·s/MPa2
γD = dimensionless permeability modulus
Kifh = zone i horizontal permeability in the fractures, 10−3 μm2

Kifv = zone i vertical permeability in the fractures, 10−3 μm2

Kim = zone i permeability in the matrix, 10−3 μm2

Krfg = relative permeability of gas in the fractures, 10−3 μm2

Krmg = relative permeability of gas in the matrix, 10−3 μm2

Krfo = relative permeability of oil in the fractures, 10−3 μm2

Krmo = relative permeability of oil in the matrix, 10−3 μm2

ϕm = matrix system porosity, %
ϕf = fracture system porosity, %
μg = gas viscosity, mPa·s
μo = oil viscosity, mPa·s
Sfo = oil saturation in the fractures, %
Sfg = gas saturation in the fractures, %
Smo = oil saturation in the matrix, %
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Smg = gas saturation in the matrix, %
Cft = total compressibility in the fractures, MPa−1

Cmt = total compressibility in the matrix, MPa−1

Co = oil compressibility, MPa−1

Cg = gas compressibility, MPa−1

ρo = oil density
ρg = gas density
pm = pressure in the matrix, MPa
pDm = dimensionless matrix pressure
pf = pressure in the fracture, MPa
pDf = dimensionless fracture pressure
pr = initial reservoir pressure, MPa
m = pseudopressure function, kg/(m3·s),
Ψ = dimensionless pseudopressure function
C = wellbore storage coefficient, m3/MPa
CD = dimensionless wellbore storage coefficient
Fs = shape factor
t = time, h
tD = dimensionless time
rw = wellbore radius, m
r = radial distance, m
rD = dimensionless radial distance
z = vertical distance, m
zD = dimensionless vertical distance
h = reservoir thickness, m
L = half-length of horizontal well, m
qt = total mass production rate, kg/s
S = skin factor
λ = interporosity flow coefficient interporosity flow coefficient
ω = storativity
Mif = zone i mobility
ηif = zone i storability, m2/s
ηif = zone i storability, m2/s
ζ = Pedrosa variable
A, B = coefficients of Bessel function

■ SPECIAL FUNCTIONS
I0(x) =Bessel function of the first kind
K0(x) =Bessel function of the second kind
F(x) =finite cosine transform
F−1(x) =inverse finite cosine transform

■ SUBSCRIPTS
i =zone i
D =dimensionless
f =fracture system
m =matrix system
u =Laplace variable
― =Laplace space
∧ =finite cosine variable
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