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ABSTRACT Optogenetics is a new approach for controlling neural circuits with numerous applications
in both basic and clinical science. In retinal degenerative diseases, the photoreceptors die, but inner retinal
cells remain largely intact. By expressing light sensitive proteins in the remaining cells, optogenetics has the
potential to offer a novel approach to restoring vision. In the past several years, optogenetics has advanced
into an early clinical stage, and promising results have been reported. At the current stage, there is an urgent
need to develop hardware and software for clinical training, testing, and rehabilitation in optogenetic therapy,
which is beyond the capability of existing ophthalmic equipment. In this paper, we present an engineering
platform consisting of hardware and software utilities, which allow clinicians to interactively work with
patients to explore and assess their vision in optogenetic treatment, providing the basis for prosthetic design,
customization, and prescription. This approach is also applicable to other therapies that utilize light activation
of neurons, such as photoswitches.

INDEX TERMS Clinical application, neuroprosthesis, optogenetic gene therapy, photoswitches, retinal
degenerative diseases.

Clinical and Translational Impact Statement—The engineering platform allows clinicians to conduct
training, testing, and rehabilitation in optogenetic gene therapy for retinal degenerative diseases, providing
the basis for prosthetic design, customization, and prescription.

I. INTRODUCTION
Optogenetics is a biological technique to control neural activ-
ity by expressing light sensitive proteins in neurons [1],
[2], [3], [4], [5]. In retinal degenerative diseases, the pho-
toreceptors die, but inner retinal cells remain largely intact.
By expressing light sensitive proteins in the remaining cells,
optogenetics has the potential to offer a novel approach to
restoring vision [6], [7], [8], [9], [10], [11], [12], [13], [14],
which is cheaper, less invasive, and more effective than tech-
niques based on retinal implants. Currently, optogenetics has
advanced into an early clinical stage [15], [16], [17], [18],
and ongoing clinical studies have shown positive results
[19], [20], [21].

Despite of the rapid advancement, the development of tools
and utilities for clinical applications are lagging. Optoge-
netic therapy is a particular form of gene therapy in which

photosensitivity is conferred to the remaining retinal cells,
which typically requires bright light at specific wavelengths
for effective activation. In addition, the spatial and tem-
poral patterns of stimulating light also have an impact on
the restored vision, which should reflect the visual process-
ing of bypassed retinal pathway. To maximally utilize the
optogenetically-restored vision, it is highly desirable to have
an engineering platform so that researchers and clinicians can
assess and explore the vision of subjects in a systematic and
efficient way. The results can be used to measure the outcome
of clinical studies as well as provide guidance for the design,
customization, and prescription of prosthetic devices.

Similar to prosthetic devices, the key components of such
a platform should consist of a stimulating device, capa-
ble of delivering bright light at specific wavelengths, with
sufficient spatial (e.g., tens of micrometers) and temporal
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(e.g., milliseconds) resolution, to cover a large enough visual
field, and a software running on a computer, which con-
verts visual stimuli into patterns for light modulation. The
conversion from visual stimuli to optogenetic stimulation is
often implemented to reflect the neuronal responses to these
stimuli in a normal retina [10]. On the other hand, compared
to prosthetic devices for individual use, a platform for clinical
testing should offer more flexibility and adjustability to allow
room for exploration and improvement (e.g., researchers and
clinicians could make online changes to many parameters and
get immediate feedback from subjects to find the combina-
tions that help the subject see best).

To achieve this goal, we develop a hardware and soft-
ware platform for clinical training, testing, and rehabilitation.
Generally, the platform is applicable to treatments involv-
ing light activation of inner retinal cells (such as ganglion
cells and bipolar cells), which includes not only optogenetic
approaches but also pharmacological approaches, such as
photoswitches. In the latter case, chemically synthesized pho-
tosensitive molecules (i.e., photoswitches) are employed for
manipulating the activation of inner retinal cells (as reviewed
in [22]). The system can generate a variety of visual stimuli
with adjustable features (size, orientation, moving direction
and speed, etc) as well as get live feed from camera to assess
different aspects of vision such as light sensitivity, visual acu-
ity, motion and direction, and object recognition. To generate
neuronal responses to these stimuli, it is important to find the
receptive field of the inner retinal cell, which is nontrivial
due to the inhomogeneous architecture in the central retina:
there is a radial displacement between inner retinal cells
and the corresponding photoreceptors [23]. To address this
challenge, the software provides adjustability to account for
the displacement in a systematic way.

In addition, the system is capable of performing real-time
neural computations with sufficient scalability to meet the
requirements for optogenetic retinal stimulation. To target
inner retinal cells, optogenetic genes are typically delivered
with a single intravitreal injection of adeno-associated virus
vectors, and the expression of transgene is often limited to
the central para-foveal ring of retina according to studies
using non-human primates, as reviewed in [24]. In order to
cover this area with cellular resolution, simulation needs to
be performed in real-time on a large number of model cells,
which poses a challenge on computing power.

Last but not least, it is important to ensure the safety of light
exposure. Light safety has been a concern for clinical appli-
cations of optogenetics, as early channelrhodopsins required
bright light of relatively short wavelengths [1]. The safety
margin has been improved with the development of newer
optogenetic proteins owing to better light sensitivity and
longer peak wavelength [25]. However, extra caution should
be taken as recently results showed retinal damage occurred
from exposures to 568nm light [26], [27]. The experimental
results led to the introduction of a new luminance dose restric-
tion in the 2014 ANSI [28], which significantly lowers the
safety margin for longer wavelength. To address this concern,

FIGURE 1. Functional diagram. The design consists of a light stimulator
and a computer system. A software application is developed to generate
a variety of stimuli, which are converted to patterns for light modulation
in real time to mimic the function of retinal processing (via retinal
geometric mapping and neural computation). The application allows
parameters for various functional modules to be adjusted online for
clinicians and subjects.

we implement an online safety monitor to keep track of light
exposure, which will stop the system once a preset threshold
is reached.

The paper is organized as follows: In Section II, we give
an overview of the system. Methods and procedures are
presented in Section III, including stimuli generation, retinal
geometrical mapping, neural computation, real-time process-
ing, and light safety monitoring. Examples are provided in
Section IV to demonstrate the functionality of the system, and
a discussion is given in Section V to provide a translational
perspective.

II. OVERVIEW OF PLATFORM
In this section, we give an overview of the design, consisting
of a light stimulator, which delivers light into the eyes of
subjects to activate optogenetic proteins, and a computer
system, which drives the light stimulator to perform clinical
training, testing, and rehabilitation. A functional diagram is
shown in Fig. 1.

A. LIGHT STIMULATOR
For the purpose of visual restoration, it is desirable to deliver
light bright enough to effectively activate optogenetic pro-
teins with cellular resolution and millisecond time scale,
which is beyond the capability of standard devices such as
LCD monitors. To meet these requirements, the light stim-
ulator is built upon a digital light processing (DLP) pro-
jector (DLP LightCrafter, Texas Instruments), which is a
compact evaluation module for integrating projected light
into industrial, medical, and scientific applications. The key
component of the module is a digital micromirror device
(DMD) [29], a 0.3-inch WVGA chip (DLP3000, Texas
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Instruments), consisting of a 608 × 684 array of micromir-
rors, each 7.6µm × 7.6µm.

In a monochrome pattern mode, the DLP can deliver
24 binary light patterns per frame period. Therefore, the
temporal resolution is dependent on the input frame rate. For
example, given an input frame rate 60Hz, the output pattern
rate is 1440Hz (temporal resolution: 0.7 msec); given an input
frame rate 30Hz, the output pattern rate is 720Hz (temporal
resolution: 1.4 msec); given an input frame rate 15Hz, the
output pattern rate is 360Hz (temporal resolution: 2.8 msec).
The system allows to choose one of the three LEDs (blue:
460nm, green: 515nm, red: 617nm).

B. COMPUTER SYSTEM
The light stimulator is driven by a computer system to per-
form clinical testing, training, and rehabilitation for optoge-
netic gene therapy. The whole system consists of a computer,
a camera, a button box, and a joystick. A software application
is developed, capable of generating a variety of visual stimuli,
converting stimuli to patterns for light modulation in real
time to mimic the function of retinal processing, driving
the stimulator to deliver spatially and temporally structured
light pulses accordingly, and providing user interface for both
offline configuration and online adjustment.

There are two modes in the software application: a training
mode and a testing mode. In the training mode, the vision
of a subject can be explored interactively to find the optimal
parameters for light stimulation, so that vision restoration can
be maximized. The training mode offers online adjustability
to both researchers/clinicians (with a graphic user interface)
and subjects (with a joystick). In the testing mode, the appli-
cation can be used to conduct testing in blocks of trials with
selected visual stimuli, the subject responds by pressing a
button on a button box or key on a keypad, and the results
are saved on the computer.

In the application, the DMD pixel array is divided into
non-overlapping adjacent groups of pixels. The on/off state
of the mirrors in each group is controlled by a model cell, one
designed to mimic the processing of normal retinal cells (e.g.,
at the bipolar or ganglion cell level). Given a model cell, the
inputs are specified by a set of pixels within the cell’s recep-
tive field in the frame of the presented visual stimulus. The
input-output mapping reflects retinal geometrical mapping
between the targeted inner retinal cell’s location on the retina
and its corresponding visual field location. When the model
cell produces a voltage output, such as an action potential, the
corresponding group of mirrors are switched to the on-state
to deliver light to drive optogenetic-expressing neurons.

When running the application, the system is clocked by the
Vsync signal of the computer, which synchronizes the frame
rate of graphics card and refresh rate of the DLP projector.
During each frame period, a new frame of visual stimuli is
generated, neural computation is performed by all the cell
models to produce patterns of voltage signals (e.g., patterns
of action potentials) in response to the visual stimuli, and the
DLP projector displays spatially and temporally structured

light pulses accordingly. In addition, an online safety mon-
itor is implemented to keep track of the accumulative light
exposure to ensure ocular safety.

III. METHODS AND PROCEDURES
In this section, we describe several key components of the
application including stimuli generation, retinal geometrical
mapping, neural computation, real-time processing, and light
safety monitor.

A. STIMULI GENERATION
During each frame period, a frame of visual stimuli is gener-
ated, which corresponds to a square visual field of 25 degree
on each side. The frame size is 500 × 500, and each pixel
spans 0.05 degree of visual angle. The stimuli generator
supports the following modes:
Flicker and visual field explore: In this mode, the system

presents flash stimuli with adjustable duration, frequency, and
field size. The module is designed to test the light pulse dura-
tion and intensity necessary to activate optogenetic proteins,
and explore the visual field of optogenetically restored vision.
All these are important for the design and customization of
prosthetic devices.

Since the inner limiting membrane presents a physical
barrier for the diffusion of viral vectors to the distal retina, the
expression of transgene is typically limited to central retinal
region [24]. To assess the extent of optogenetically restored
vision, subjects can use a joystick to adjust the boundary
of stimulating area: starting from an area large enough to
cover the central retina, the user can decrease the size of light
stimulation from one of the four directions (up, down, left,
right), and monitor the size of the perceived light. When they
feel it starts to shrink, they are approaching the boundary of
the restored visual field from that direction. The user can
repeat the above process to locate the boundaries from all
other directions.
Grating: In this mode, the system presents square-wave

gratings with adjustable spatial frequency, orientation, and
speed. The grating stimuli can effectively assess the visual
acuity of the subject.
Motion and direction: In this mode, the system presents a

moving object (bar, circle, triangle, etc) with adjustable sizes,
orientation, and speed. The mode is used to assess subject’s
ability to detect moving objects.
Object recognition: In this mode, the system presents

pre-stored images of objects in everyday life (fruits and veg-
etables, household objects, letters, etc). The application offers
flexibility to resize the image on the fly so that it can subtend
different visual angles.
Live: In this mode, a frame of visual stimuli is captured

from a camera in real-time, which allows subjects to detect
and distinguish live actions, people, and objects in real world
conditions. The application provides options to preprocess
the frame with image processing techniques such as his-
togram equalization.
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B. RETINAL GEOMETRICAL MAPPING
For optogenetic treatment, the light patterns used to stimulate
an inner retinal cell is typically determined by the visual stim-
uli within its receptive field. However, it is nontrivial to find
the receptive field location due to the inhomogeneous archi-
tecture of the central region of the primate retina, including
humans. The central most area, the foveola (diameter about
300-400µm or 1.1-1.4 degree), contains no inner retinal cells
despite containing densely packed photoreceptors. This is to
allow light to pass more easily through the tissue to reach
the photoreceptors, which lie in the outermost layer of the
retina (in the back of the eye). Each inner retinal cell is,
therefore, displaced relative to the photoreceptors that create
its receptive field. Below, we describe an efficient approach to
address the challenge of retinal geometrical mapping. While
ganglion cell is used as an example, the strategy is also
applicable to other inner retinal cells (e.g., bipolar cells).

Based on specimens of vertical hemi-meridian of human
subjects, a ganglion cell and its corresponding photoreceptor
eccentricity can be described by the following equation [23]

ec = (
eg
1.29

)
1

0.67
− 0.046 (1)

where eg is the ganglion eccentricity (mm) and ec is corre-
sponding cone eccentricity (mm). The relation holds up to an
eccentricity of 2.254 mm; beyond this range, the displace-
ment is assumed to 0, which means the location of ganglion
cells and the corresponding cones are the same (i.e., eg = ec).
To account for uncertainties such as human variability,

it is desirable to make the relation easily adjustable online.
To meet this need, we come up with a class of functions
parameterized by a morphing curvature w

ec = b(
eg − a
b− a

)
w

(2)

where a = 0.164 mm and b = 2.254 mm represent two
boundary points. Specifically, a is the eccentricity of foveola.
For eg < a, there are no ganglion cells. For the ganglion
cells at the boundary a, the corresponding cones are at the
center of foveola (when eg = a, ec = 0). For the ganglion
cells at the boundary b, the displacement becomes 0 (when
eg = b, ec = eg). The displacement only exists between a
and b. As shown in Fig.2, the shape of the function can be
adjusted by changing the curvature from linear (w = 1) to
quadratic (w = 2). Especially, when w = 1.37, the function
well approximates the results in (1) as shown in Fig.2. Note
that, the same mapping (2) is assumed for all directions.

Given the relations above, the next step is to find the
location of the receptive field center (the visual field center)
of a target cell. In the application, both visual stimuli (given
by input frames) and spatially distributed light stimulation
(determined by output frames to the DLP) are in the form of
an array of pixels. To establish the correspondence between
input and output pixels, it is convenient to describe both in
the same spatial coordinate system, in which each point is
given a unique coordinate (x, y) in degrees of visual angle.

FIGURE 2. Geometrical mapping functions with an adjustable morphing
curvature w . The x-axis represents the eccentricity of ganglion cells, and
the y-axis represents the eccentricity of the corresponding cone
photoreceptors. The shape of the function (2) changes from linear to
quadratic as the morphing curvature w increases from 1 to 2. When
w = 1.37, the function (2) well approximates the original relation (1)
derived from specimens of human subjects.

Assume the coordinates of the array center are (0,0), the
coordinates of all the pixels in both input and output frames
can be calculated.

Assume the target is a ganglion cell at location (xg, yg),
the location of the corresponding visual field center (xc, yc)
is given by

xc = xg ·
ec
eg

, yc = yg ·
ec
eg

(3)

The receptive field is typically specified by a P × P array of
pixels surrounding the center, and the coordinates of the P2

pixels (xci, xcj) can be calculated from the center as follows

xci = xc −

(
P− 1
2

− i
)

· L, ycj = yc −

(
P− 1
2

− j
)

· L

(4)

where L is the length of an input pixel, i = 0, . . . ,P − 1,
and j = 0, . . . ,P − 1. Given the coordinates, we can take
the values of the pixels at these locations as the inputs to the
model cell at (xg, yg).

C. NEURAL COMPUTATION
In general, the conversion from visual stimuli to the light
modulation needed for optogenetic stimulation is described
by a mathematical model. Since the paper focuses on
implementation aspects, a generic discrete-time firing rate
model [30] is employed for the purpose of explication.

I(xg,yg) [k] = −

Q∑
q=1

aqI(xg,yg) [k − q]

+

P−1∑
i=0

P−1∑
j=0

M∑
m=0

bi,j,mu(xci,ycj)[k − m] (5)
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where k is the integer-valued discrete-time index, the output
I(xg,yg) represents the synaptic current entering the soma of
neuron at location (xg, yg), u(xci,ycj) is the input at location
(xci, ycj), and aq and bi,j,m are constant coefficients. The
equation shows a Qth order recursion process, i.e., the next
value of the output is computed from theQ previous values of
the output and theP2(M+1) values of the input. The inputs are
obtained from pixels within the receptive field of the cell in
the frames of visual stimuli, according to equations (2)(3)(4)
as described in Section III-B.

Given I(xg,yg)[k], the firing rate of the neuron λ(xg,yg)[k]
can be expressed as

λ(xg,yg) [k] = F(I(xg,yg) [k] + I0) (6)

where F is called an activation function, and I0 is a constant
offset which sets the baseline firing rate of the model.

Firing rate models can be used to generate stochastic spike
sequences from a deterministically computed rate. A spike
train is typically described by an inhomogeneous Poisson
process, which involves a time-dependent firing rate λ (t)
[31]. If n is the observed number of spikes during a given
time interval 1, the probability of such an event is given by a
Poisson distribution

P
(
n | λ (t)

)
=

(λ (t)1)n

n!
exp(−λ (t)1) (7)

For sufficiently small intervals 1, the probability of occur-
rence of more than one spike can be ignored, and the prob-
ability of a spike occurring is equal to the product of the
instantaneous firing rate during that interval and the length
of the interval

P(n = 1|λ (t)) = λ (t)1 (8)

Given this, we divide the frame period T into J bins (each
of width1 = T /J ), perform a linear interpolation to calculate
I(xg,yg)[k−1+ j/J ], j = 1, . . . , J−1, and calculate the firing
rate at each bin as follows

λ(xg,yg)[k]j = F(I(xg,yg) [k − 1 + j/J ] + I0) (9)

To generate spikes, for the jth bin (j = 1, . . . , J ), we draw a
Bernoulli random variable X with probability λ(xg,yg)[k]j1.
If X = 1, there is a spike; otherwise, there is no spike.
Typically, the interval 1 are in the millisecond range, which
is desired for the timing of neuronal spiking.

D. REAL-TIME PROCESSING
When running the application, the light stimulator receives
frames from the computer over a HDMI connection. During
each frame period, the stimuli generator produces a new
frame of visual stimuli, neural computations are performed
on all the cell models to produce sequences of spikes, and the
DLP stimulator delivers spatially and temporally structured
light pulses accordingly. As all these operations need to be
completed within a frame period, a real-time constraint is
imposed on the application.

For each model cell, the inputs are determined by pixels
within its receptive field, which can be determined by retinal
geometrical mapping as described in Section III-B, and the
spikes are generated from the results of neural computation as
described in Section III-C. Specifically, we choose J = 24 in
Equation (9), and thus divides the frame period into 24 bins.
The spike train of the model cell is stored with a 24-bit binary
number, where a 1 at the ith bit indicates a spike in the ith
bin (i = 0, . . . , 23). To direct the DLP to deliver patterns
of light accordingly, the binary number is written into the
corresponding output pixels of the cell in a framebuffer as
24-bit RGB values: bits 0-7 are written into bits 0-7 of byte
Blue, bits 8-15 are written into bits 0-7 of byte Red, and
bits 16-23 are written into bits 0-7 of byte Green. In the
implementation, the mapping of input and output pixels onto
each model cell are stored in a lookup table, which can be
quickly consulted in the real-time simulation.

All the above procedures need to be finished before the
arrival of the next refresh signal (Vsync) to meet the real-
time constraints. Upon the arrival of Vsync, the 24-bit RGB
frame is sent to DLP, which decomposes it into 24 binary
patterns and display the patterns in sequence for optogenetic
stimulation. In the meanwhile, the program returns to the
beginning of the loop to generate a new frame of visual
stimuli.

Note that the program allows users to adjust a variety of
features in real time such as retinal geometrical mapping,
optogenetic stimulating range and location, and properties of
the visual stimuli (e.g, size, shape, orientation, speed, etc),
via a graphic user interface (GUI) or a joystick. The program
updates these parameters at the beginning of every frame
period so that the changes could take effect immediately.

E. LIGHT SAFETY MONITOR
Light safety has been a concern for clinical applications of
optogenetics, as early channelrhodopsins required bright light
of relatively short wavelengths [1]. However, this problem
has been significantly reduced by later developed optogenetic
proteins due to higher light sensitivity or longer activation
wavelength [25]. However, studies byMorgan et al. [26], [27]
in non-human primates showed retinal damage was occurring
from exposures to 568 nm light at intensity levels below those
reported in ANSI 2007. To account for these studies, a new
limit termed Luminance Dose Restriction has been added to
the 2014 ANSI [28] (Section 8.3) as an interim precaution.

Briefly, for exposures that occur within a 48 hour window
and exceed 100 seconds, the cumulative retinal radiant expo-
sure should be below 5/V (λ ), where V (λ ) is the photopic
luminous efficiency function and the units for 5/V (λ ) are
in J/cm2. As shown in Fig.3 (top), the photopic luminous
efficiency function peaks at 555 nm and decreases toward
both ends of the spectrum.

The luminance dose restriction is worth attention as it
lowers the safety margin of optogenetic proteins with longer
activation wavelength, which were previously supposed to
be sufficiently safe. For example, Fig.3 (bottom) shows the
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FIGURE 3. Luminance dose restriction. Top: photopic luminous efficiency
function. Bottom: the maximum permissible retinal irradiance for light
stimulation (5msec pulse width, 10 Hz frequency, 8 hours) as a function
of wavelength. The limits are calculated based on the computer
implementation of 2014 ANSI for optogenetic stimulation [32].

maximum permissible retinal irradiance for light stimulation
(5 msec pulse width, 10 Hz frequency, 8 hours) as a func-
tion of wavelength, where blue line shows the conventional
thermal and photochemical limit, which largely increases as
wavelength increases. The green dashed line shows the limit
of luminance dose restriction, which is the strictest at 555 nm.
We can see the final limit (red dotted line, obtained by taking
a minimum of the two) is lowered than the conventional limit
(blue line) for longer wavelengths.

In view of this, we implement an online light safety moni-
toring module based on the luminance dose restriction in our
application. Briefly, we keep track of the accumulative retinal
exposure at each output pixel, and make sure the maximum
exposure among all pixels is less than a threshold. If the
threshold is reached, the light delivery will be stopped by the
application.

As the light pattern is composed of identical pulses, it boils
down to counting the total number of pulses at each pixel so
that

maxk (Nk ) · τ · Er ≤ f
5

V (λ )
(10)

whereNk is the number of light pulses at the kth pixel, τ is the
light pulse duration, Er is the retinal irradiance, and a factor
f (f < 1) is set to be more conservative.

When running the application, the maximum accumulative
exposure among all pixels is saved to a log file in real time.
This allows the record to be kept when the application is
exited. The data in log file is loaded when the application is
relaunched to ensure continuous monitoring throughout the
time.

IV. RESULTS
In this section, we demonstrate the design and performance
of the application for optogenetic gene therapy of retinal
degenerative diseases.

A. SYSTEM SPECIFICATION
Fig.4 (left) shows the light stimulator, which targets a square
visual field of 24 degree on each side. The field of view is
large enough to cover the macula (a round area of 18 degree
in diameter at the center of retina), which is sufficient as
the expression of optogenetic gene is typically restricted to
central para-foveal area (less than 10 degree in diameter
at the center of macula) due to inner limiting membrane
barriers [24]. The retinal image size of each micromirror is
0.05 degree (14 µm), which determines the maximal spatial
resolution. From software point of view, a lower spatial reso-
lution can be achieved by using a s× s (s > 1) pixel group as
a super-pixel, and thus the size of each super-pixel determines
the spatial resolution of light stimulation.

The system allows to choose one of the three LEDs (blue:
460nm, green: 515nm, red: 617nm). The maximal retinal
irradiance is 1.4mW/mm2, 1.1mW/mm2, and 1.2mW/mm2,
respectively, which are sufficient to activate most opto-
genetic proteins of clinical interests [25]. For example,
a new channelrhodopsin with fast kinetics and high light
sensitivity, Chronos (peak activation wavelength: 500nm),
reliably drove 100% spiking at light powers as low as
0.05mW/mm2 [25]. The light levels can be reduced by adding
neutral density filters or decreasing the current through
the LEDs.

The light stimulator is controlled by a software applica-
tion developed using C++. Fig.4 (right) shows the graphic
user interface (GUI) of the software in the training mode,
which allows users to set and adjust parameters for var-
ious functional modules to control stimulating range and
resolution, visual stimuli generation and presentation, retinal
geometrical mapping, light safety monitoring, and so forth.
Below, we use examples to demonstrate the functions of key
modules.

B. VISUAL STIMULI GENERATION
Fig.5 shows examples of visual stimuli presented by the
software including a moving bar, drifting square-wave grat-
ings, a letter A, and an object banana. The moving bar and
gratings are generated online with adjustable parameters such
as spatial frequency, orientation, and moving speed: the bar
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FIGURE 4. Light stimulator and software application. Left: the light stimulator with a chin rest and a button box. When looking through the
eyepiece, the light is delivered to activate light-sensitive proteins in retinal cells. Neutral density filters can be inserted to adjust the light levels.
Right: the graphic user interface (GUI) of the software in the training mode, which allows users to set and adjust parameters for various
functional modules to control stimulating range and resolution, visual stimuli generation and presentation, retinal geometrical mapping, light
safety monitoring, and so forth.

is 1 degree wide and 8 degree high, moving to the right at a
speed of 4.25 deg/sec; the grating has a temporal frequency
of 1 Hz and a spatial frequency of 0.2 cpd (the spatial
period of the grating is 5 degree), drifting to the right at
a speed of 5 deg/sec. The letter and banana are generated
from pre-stored images and the sizes can be adjusted by users
online.

C. RETINAL GEOMETRICAL MAPPING
To generate neural responses to these visual stimuli, one
important aspect is retinal geometrical mapping due to the
displacement between the locations of inner retinal cells
and the corresponding cones. For ganglion cells, the rela-
tion is described by a function (2) with an easily adjustable
morphing curvature w as shown in Fig. 2. The software
allows to adjust the curvature continually online by a
researcher/clinician using the GUI, or by a subject using a
joystick. In this way, subjects can find the curvature that
works the best as a starting point for further optimization.
This is similar to the case of a refraction test: an optometrist
cycles through different lenses to find the one that help the
subject see best.

Given a geometric mapping, neural computation is carried
out in real-time. To demonstrate the effects of different mor-
phing curvatures, stimuli at the receptive field center of all
the model cells are shown in Fig.6 (i.e., what each individual
cell sees at its own location during one frame period). Note
that there is a dark circular spot (about 1 degree in diameter) at

FIGURE 5. Visual stimuli presented by the software. Top left: a vertical
moving bar (width: 1 degree, height: 8 degree) moving to the right at a
speed of 4.25 deg/sec; Top right: square-wave gratings (spatial period:
5 degree), drifting to the right at a speed of 5 deg/sec; Bottom left: letter
A (height: 5 degree); Bottom right: object banana (width: 5 degree). Each
panel corresponds to a square field of view of 25 degree on each side. The
users can see the stimuli from the GUI (Fig. 4) when running the software
and can get immediate feedback when making online adjustment.

the center of each panel. This spot corresponds to foveola, the
central most area in the human fovea, which contains no inner
retinal cells. The cones in foveola are connected to ganglion
cells centrifugally displaced in the surrounding region. In the
first row of Fig.6, as the 1 degree wide bar passes foveola,

302 VOLUME 11, 2023



B. Yan, S. Nirenberg: Engineering Platform for Clinical Application of Optogenetic Therapy

FIGURE 6. The visual stimuli at the receptive field center of all the model
cells (i.e., what each individual cell sees at its own location during one
frame period) with different morphing curvatures (Fig. 2). The original
stimuli are shown in Fig. 5. Each panel corresponds to a square field of
view of 24 degree on each side. The total number of model cells is
23545 and the spatial resolution is 0.15 degree.

there is a distortion of the shape: the middle segment of the
bar deforms into a ring surrounding foveola. As the morphing
curvature w increases from 1 to 2, the displacement between
cones and ganglion cells increases, leading to an expansion of
the ring size. The bar stimuli can be used to test if the morph-
ing curvature matches the subject’s own retinal architecture.
If so, the subject would perceive a straight bar even though
the distorted version is presented for optogenetic stimulation
of ganglion cells.

The displacement between ganglion cells and correspond-
ing cones remains up to an eccentricity of 7.8 degree. This is
evident in the case of grating stimuli (Fig.6f): only the bars in
the central region are deformed, which roughly covers three
spatial cycles of gratings (each cycle spans 5 degree). Beyond
this range, the bars remain straight.

In general, the effects of deformation are dependent on the
shape of the object and its location relative to the center of the
field. As shown in the third row of Fig.6, the letter A becomes
less recognizable as themorphing curvature increases. In con-
trast, the banana (the last row of Fig.6) still looks like a
banana in all cases despite a change of size. This is because
the banana is a curved shape towards foveola. Overall, the
shape of a circular object centered at foveola is less subject
to deformation.

TABLE 1. The number of model cells that can be processed in real-time
and the corresponding spatial range (in parentheses) under different
conditions of temporal and spatial resolutions. The spatial range is given
by the size length of a square visual field.

D. REAL-TIME PERFORMANCE AND SCALABILITY
From a practical point of view, it is desirable that the applica-
tion can be run in real-time on a regular computer in clinical
settings. Toward this direction, we assess the scalability under
real-time constraint, which is measured by the number of
model cells described by (5) and (9) with (Q = 1, M = 9,
P = 3, J = 24) that can be processed in real-time on a desk-
top (CPU: Intel Core i7-10700K 3.8 up to 5.1 GHz, memory:
32 GB). Note that it takes a total cost ofO(Q+P2(M+1)+cJ)
to simulate the model cell during each frame period [30].
The results under different conditions of temporal and spatial
resolutions are given in Table 1.

The temporal resolution is determined by the pattern rate of
the DLP in the monochrome mode (1440Hz, 720Hz, 360Hz),
which equals 24 times the frame rate (60Hz, 30Hz, 15Hz)
being used. Given a longer frame period, the temporal reso-
lution is lower but more model cells can be processed during
the frame period. So there is a tradeoff between temporal
resolution and scalability. As shown in the second row of the
Table 1, given a spatial resolution of 0.05 degree, the num-
ber of model cells that can be processed in real-time under
temporal resolutions of 1440Hz, 720Hz, and 360Hz is 19.4K,
68.8K, and 171.1K, respectively. The spatial resolution is
given by the size of super-pixels.

As shown in the second column, given a temporal resolu-
tion of 1440Hz, the stimulating area under spatial resolution
of 0.05◦, 0.10◦, and 0.15◦ is 7.3◦, 14.5◦, and 21.1◦, respec-
tively, which means a lower resolution makes it possible
to stimulate a larger area given limited computing power.
In addition, as the spatial range of optogenetic stimulation
increases, the number of model cells decreases slightly. This
is because a larger stimulating area requires a larger visual
field (and thus a larger image) to be processed during each
frame period.

Overall, under real-time constraints, the application satis-
fies key requirements for optogenetic retinal stimulation: it
provides millisecond resolution desired for precise control of
neuronal spiking [33]; the stimulating range is sufficient to
cover the transgene expression, which is typically limited to
the central para-foveal ring of retina (<10◦) [24]; the spatial
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resolution can reach up to 0.05◦ (14µm on retina), which
is comparable to the size of ganglion cells in the central
retina [34].

V. DISCUSSION
In this paper, we present an engineering platform for clinical
application of optogenetic therapy for retinal degenerative
diseases. In the treatment, the remaining retinal cells are
rendered photosensitive by expressing light-sensitive pro-
teins [6], [7], [8], [9], [10], [11], [12], [13], [14], [20], which
typically require bright light at specificwavelengths for effec-
tive activation, and additional processing units to convert
visual stimuli to the spatial and temporal patterns of the
light stimulation to reflect visual processing of the bypassed
retinal circuitry. These make the assessment of the treatment
more challenging than conventional gene therapies aiming
to rescue photoreceptors [35], where existing ophthalmic
equipment and vision testing procedures are readily available.

In light of this, it is highly desirable to have a clinical plat-
form so that researchers and clinicians can assess and explore
the vision of subjects in optogenetic therapy. Taking the first
step towards this direction, we developed a hardware and soft-
ware platform for clinical training, testing, and rehabilitation.
The system consists of a DLP-based light stimulator, capable
of delivering light with sufficient intensity as well as spatial
and temporal resolution, and a software application, which
converts visual stimuli into light patterns in real time tomimic
neural processing. Note that the system can be integrated
with a commercial fundus-controlled perimetry device (i.e.,
microperimetry) to achieve retinal tracking while performing
light stimulation as demonstrated in an earlier work [36].
This allows precise control of stimulation sites, which is
valuable for subjects who have difficulty controlling their eye
movements.

The platform can be used not only to measure the out-
come of clinical studies but also provide guidance for the
design and prescription of prosthetic devices to maximally
utilize the optogenetically-restored vision. For optogenetic
treatment, the design of prosthetic devices has a direct impact
on the restored vision. The prosthetic device is typically in
the form of a pair of goggles allowing for mobility in real
world settings, which includes a camera, a microcontroller,
and a DLP-based near eye display. The conversion from
camera stimuli to light stimulation is governed by a variety
of parameters such as intensity and duration of light pulses,
spatial and temporal resolution, geometrical mapping, and the
neural model being used. To make the device suitable for a
particular subject, these parameters that need to be optimized,
which requires a trial-and-error method, similar to the case of
a refraction test (i.e., an optometrist cycles through different
lenses to find the one that help the subject see best), but much
more complicated. The platform has provided the capability
to make this process systematic, efficient and tractable.

In addition, the platform can also be used for the pur-
pose of rehabilitation. Since the optogenetically-restored
vision is likely to be different from natural vision in some

aspects (depending on the neural model used), the brain
may need to learn to interpret and harness the perceived
information. To speed up this process, it is helpful for sub-
jects to undergo supervised rehabilitation with clinicians to
sharpen the re-established neural circuitry, regain the con-
trol of eye movements, re-learn eye/hand coordination, and
explore ways to maximally utilize the newly restored vision
offered by the treatment, especially for people who have been
visually impaired for a long time. The platform has provided
a tool for clinical rehabilitation to achieve these goals.

More generally, the applicability is not limited to opto-
genetic therapy. For example, methods based on chemi-
cal photoswitches have been developed in recent years (as
reviewed in [22]), where chemically synthesized photosen-
sitive molecules are employed for manipulating the activa-
tion of inner retinal cells, which also require bright light at
specific wavelengths. In addition, the expression of genet-
ically modified receptors (which can attach the photosen-
sitive molecules) in inner retinal cells are also achieved
via AAV-mediated delivery [37]. As a result, these methods
share many similar needs and challenges with optogenetic
approaches, making the platform applicable in the upcoming
clinical stage.

VI. CONCLUSION
In this translational study, we have developed an engineering
platform for clinical application of optogenetic therapy for
retinal degenerative diseases, to measure the outcome of
clinical studies and provide guidance for the design and
prescription of prosthetic devices. The platform consists of
a DLP-based stimulator, capable of delivering light with suf-
ficient intensity as well as spatial and temporal resolution,
and a software application, which drives the light stimulator
to conduct clinical training, testing, and rehabilitation for
optogenetic gene therapy. Key components of the application
include stimuli generation, retinal geometrical mapping, real-
time neural computation, and light safety monitoring. Exam-
ples are given to demonstrate the functionality and scalability
of the application in real time processing. The results show
the platform meets the requirements for optogenetic retinal
stimulation.
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