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1. Introduction

The purpose of this article is to outline for practicing
oncologists fundamental considerations in the design of
clinical trials. Although there has been a considerable
amount written about this topic in the English language
literature, a large amount of earlier writing may be
inaccessible to some readers because of its technical
nature and appearance in specialized journals or books.
There is actually relatively little written about this sub-
ject in the clinical literature, especially given its impor-
tance in oncology today. A relatively recent review of
some important topics in cancer clinical trials was given
by several authors,” and the merits of design were
emphasized.”

This article is not intended to be either a refresher or a
comprehensive treatment of biostatistics or clinical trials
methodology. To the contrary, we have made every effort
to keep mathematical details out of the paper in favor of
a less technical discussion. Although a mathematical
discussion of some topics is easier and more efficient, we
recognize that many practicing oncologists do not have
facility with statistical notation. This is not to say that
certain important points have been avoided. Many of
these can be explained based on intuitive reasoning with-
out having to rely on technical arguments. The reader
interested in more comprehensive or technical back-
ground is referred to more detailed sources.*™

In addition, this article is not intended to serve as
guidelines for the design of clinical trials that would
necessarily result in the approval of cancer therapies by
regulatory agencies. Our purpose is to promote scientifi-
cally valid methodology, to encourage investigators to
use the most convincing and accurate clinical tools avail-
able, and to increase the sophistication with which trial
designs and publications are reviewed.

First, we offer some basic definitions and logical con-
cepts of clinical trials. Second, we consider design consid-
erations in the development of cancer treatments follow-
ing the pharmacologic model of phase I, I1, and III trials.
Third, we outline certain design modifications and adap-
tations which have been found to address certain con-
cerns in the real world practice of clinical trials. Finally,

we discuss some ethical concerns and limitations of clin-
ical trials. Considerations for analysis and reporting of
clinical trials are left to a following article. Although
clinical trials have an interesting past which is helpful in
understanding their present utility and many of the
points made in this paper, space does not permit includ-
ing details about the history of this still developing meth-
odology. The interested reader is referred to papers
dealing wholly or in part with the history of clinical

trials.'®

2. Terminology and Concepts

To be certain that the reader understands the way in
which important terms are used in this article and in
most of the clinical trials literature, we offer the following
definitions. These definitions are intended to be instruc-
tive and not authoritative.

According to Dorland’s Medical Dictionary,' an ex-
periment is “a procedure done in order to discover or to
demonstrate some fact or general truth.” Stedman’s
Medical Dictionary'® defines an experiment simply as “a
test or trial.” For the purposes of discussing clinical
trials, these definitions are insufficient and we offer the
following alternative:

experiment: a test in which the investigator controls the exposure
or treatment assigned to the subject(s),

This different emphasis in our definition is important
because it distinguishes experimental from non-
experimental tests, one of the most important character-
istics of clinical trials. We have also carefully chosen the
word “assigned” rather than using “applied” because, at
least in humans if not in all experiments, the investigator
cannot guarantee the application of an intended treat-
ment. This point will be expanded below. The remaining
definitions are:

clinical trial: a planned experiment in humans (other definitions
are possible)

variability: stochastic (random} error in the estimate of an effect
of clinical interest

bias: systematic (non-random) error in the estimate of an effect of
clinical interest
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randomization: selection of experimental subjects from a larger
group by chance alone

inference: drawing conclusions while accounting for random var-
iability

protocol: the detailed plans for conducting an experiment (in
humans)

type I error: wrongly concluding that a treatment effect or
difference exists (false positive)

type II error: wrongly concluding that no treatment effect or
difference exists (false negative)

confounder: a (prognostic) factor that is associated both with
treatment and outcome and can affect both

blocking: forming groups or “blocks” of treatment assignments to
induce balance.

We temporarily postpone the definitions of phase I, II,
and III clinical trials, which are discussed individually
below.

While not offered as part of a definition, there is one
other important and distinguishing characteristic of clin-
ical trials. Clinical trials of all types are tests of treatment
policy and not of treatment received. This means that the
investigator can only establish the intent or policy to
treat patients in a certain way and cannot guarantee that
patients on (or off} the study will actually receive the
treatment planned. The failure to understand, appreciate,
or accept this basic limitation of clinical trials explains
many of the disputes between clinicians and their bio-
statistical counterparts.

Some investigators have suggested statistical
methods® 2V to test the treatment itself (i.e., treatment
received) rather than the treatment policy. However, the
current best approach is to assure a high fidelity between
the intended treatment and the received treatment rather
than excluding registered or randomized patients from
the analysis of a completed trial.* Nothing but bias is to
be gained by excluding those patients who were unable to
complete the intended treatment. Such results do not
accurately estimate the effect of the treatment in those
patients who actually receive it because potentially strong
prognostic (confounding) factors are not controlled.

3. Purposes and Strengths of Clinical Trials

Investigators would not engage in as complicated,
expensive, and unwieldy a methodology as clinical trials
unless there was much to be gained. Because most biolog-
ical expertments in cancer treatment are characterized by
potential errors of about the same size as the treatment
differences or effects being sought, there is much to be
gained from careful planning and conduct of clinical
trials. The major purposes of conducting clinical trials
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are to 1) estimate important clinical effects, 2) quantify
errors, 3) reduce or eliminate bias, 4) provide high
degree of credibility in results, and 5) influence clinical
practice.

In an effort to meet these goals, investigators often
conduct a variety of clinical studies which could loosely
be called “clinical trials.” However, many commonly
accomplished types of medical studies are specifically
excluded as clinical trials by our pointed definition above.
Most medical investigations can be classified on the basis
of who or what controls three essential components:
exposure of the subjects, collection of the data (endpoint
ascertainment), and analysis. The relative strength of
evidence resulting from various medical studies is in the
following order from highest to lowest:

1) confirmed or replicated clinical trials: independent
verification of results,

2) clinical trials: the treatment or exposure, data collec-
tion, and analysis are all carefully planned,

3) observational study: the data collection and analysis
are planned while the exposure occurs “naturally,”

4) pseudo-experiment: only the analysis is planned while
the treatment is determined by other factors (physician
and patient preference) and the data were collected for
some other purpose (e.g., database or registry),

5) case series: minimal analysis because none of the
essential components are planned,

6) case report: a demonstration only that some event is
possible.

Using this type of hierarchy, one can see that the
strength of evidence in medical studies is directly related
to the amount of prospective design involved in the
investigation. The more control exerted by the investi-
gators over the essential components, the better will be
the design, and the more credible will be the results.
See Byar™ for a general discussion of this topic.

4. Errors Arising from Clinical Trials

There are qualitatively different types of errors that
can result when making inferences about treatment
effects from clinical trials — bias and random error.
Although the type of error seems to relate primarily to
analysis, both types of error can be controlied through
relatively simple design considerations. A review of some
of these concepts, although somewhat old, has appeared
in the clinical literature.®

Bias

Bias causes the investigator to mis-estimate consis-
tently the treatment effect of interest. The error is system-
atic and neither its size nor its direction can be exactly
determined. There are many sources and types of bias in
clinical trials.”® Some sources are the investigators’ belief
or wishes, selection of patients, post entry exclusion of



patients, informative censoring or loss of data, subjective
evaluation of endpoints by unblinded investigators or
patients, and improper analysis. Most sources of bias can
be controlled by proper design through the appropriate
use of eligibility criteria, randomization, and blinding.

One of the most serious sources of bias in clinical
studies is indicated by the following quote from the
physician Galen, who lived from AD 138-201 and heav-
ily influenced western medicine:

All who drink of this remedy recover in a short time, except those
whom it does not help, who all die. Therefore, it is obvious that it
Jails only in incurable cases.

This statement typifies a type of clinical dogmatism
which can encourage us to define prognosis retrospec-
tively, i.e., in terms of outcome. The bias that can result
from retrospective looking definitions, analyses, and pa-
tient selection is well known to clinical trial methodolo-
gists bui is particularly difficult to eliminate from clinical
reasoning.

Random Errors: Type 1

Besides bias, there are 2 other types of errors which
can be made when formally testing a statistical hypothe-
sis in the way that is commonly done in clinical trials.
The type 1 error is a “false positive” result and occurs if
there is no treatment effect or difference but the investiga-
tors wrongly conclude that there is. This type of error
can be controlled by the investigator when the analysis is
done (provided that the hypothesis being tested is cor-
rectly formulated). That is to say, the chance of making

a type I error is almost always under the control of the *

investigator, even well into the analysis stage of a clinical
trial. The type I error is unique in this regard because it
is the only error on which the design of a simple investi-
gation has minimal impact. One important exception is
discussed below.

Clinicians often seem to emphasize the smallness of the
type I error as quantified by the P-value. In fact, some
clinical reports contain only P-values, apparently used as
a measure of “effect.” However, the size of the P-value is
a consequence of two things: the magnitude of the esti-
mated treatment difference and its estimated variability
(which is itself partially a consequence of sample size).
Thus, the P-value partially reflects the size of the experi-
ment, which has no biological importance. The P-value
also only partially reflects the size of the treatment differ-
ence, which does have major biological importance.

It is a consequence of this that causes some investiga-
tors to say things like “the effect might be statistically
significant in a larger sample.” This, of course, misses the
point because any effect other than zero can be sta-
tistically significant in a large enough sample. What the
investigators should really be talking about is the size and
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clinical significance of an estimated treatment effect
rather than its P-value. In summary, P-values only quan-
tify the type I error and incompletely characterize the
biologically important effects in the data.

There is one circumstance in which the type I error
must be carefully considered in the design phase of a
clinical trial. This occurs when the investigators intend
repeatedly to examine accumulating data and perform
statistical tests, as is done in sequential or group sequen-
tial interim monitoring of clinical trials. Failing to ac-
count properly for the effect of such repeated hypothesis
tests can greatly increase the type I error rate. This point
will be expanded below in a discussion of sequential
methods.

Random Errors: Type I1

The type II error is a “missed effect” and occurs when
investigators fail to detect a treatment effect or difference
that is actually present. The chance of not making a type
II error is called the power of a clinical trial. Quantifica-
tion and control of this error frequently require the
assistance of an experienced clinical trials biostatistician.
This error can only be controlled by proper design (i.e.,
a sufficiently large sample size) and not by any proce-
dures used in the analysis of clinical trials. Many investi-
gators are either unaware of or ignore this fact and as a
result perform clinical trials whose power is unknown or
much lower than one might expect.

There are two other points worth emphasizing about
the power or type II error of a study. The first is that all
investigations have an adequate statistical power to
detect treatment differences or effects of some (large)
size. Thus, to discuss power, we must keep in mind the
alternative treatment effect that is of clinical importance.
The treatment effect against which a small study has high
power may be too large to be of clinical interest. A small
study can reliably detect only large differences and a’
large study can reliably detect small differences.

A second point about the type II error is that whenever
a clinical trial concludes that there is no effect (or no
treatment difference), the power of the experiment
against meaningful clinical alternatives should be quan-
tified. Investigators are usually quick to quantify the type
I error but seldom give the same attention to the type II
error. When a trial has high power against meaningful
clinical alternatives but also shows no significant differ-
ence between treatments (i.e., a “negative result”), this
indicates that a treatment difference is unlikely and
should be as useful to the scientific community as a
“positive” result.

As an example, consider a hypothetical randomized
clinical trial intended to compare response rates resulting
from two treatments for colorectal cancer.
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Investigators decide that 50 patients per treatment group
should be placed on study, based mostly on the size of the
available patient population. How large a treatment effect can
the clinical trial reliably detect? Using standard sample size and
power calculations,” such a clinical trial would have 90%
power to detect the difference between response rates of 66%
and 36%.

Thus, investigators might be disappointed to learn that
treatment differences smaller than this, but also of clin-
ical importance, could be casily missed by the study.

The problem in the above example is that investigators
have let the sample size determine the treatment differ-
ence rather than vice versa. The following alternative
design procedure would be much better.

Before finalizing the design for the randomized trial, investiga-
tors consult an experienced clinical trial methodologist and
pose the question: “We believe that a difference in response
rates between these treatments of 20% (60% vs 40%) is
clinically very important. How large must our clinical trial be to
reliably detect such a difference (e.g., 90% of the time) if it
really exists?” After some further discussion and calculation,
the statistician replies that 129 patients per treatment group are
required.

The investigators now know whether or not the trial is
feasible, given the accrual resources at their institutions.
To complete the example, suppose that the trial is com-
pleted as planned and the response rates are found to be
equivalent at 50% in each treatment group. The investi-
gators are concerned that this “negative result” may not
be useful.

However, the statistician points out that the trial had 90%
power to detect a difference of 609% versus 409%, if the differ-
ence really existed. The investigators are reassured that any
difference between the treatments is not likely to be clinically
important by their definition. The low chance of a type II error,
10%, is quantified in the published report.

When the power is high, even negative findings from such
a study should be clinically very helpful.

Numerous methods for the calculation of sample size,
power, and other statistical design parameters for a vari-
ety of types of clinical trials have appeared in the statis-
tical literature. For a statistical review of some methods,
see Donner.”” Most oncologists cannot expect to main-
tain a working knowledge of all of these methods. One
relatively simple and comprehensive computer program
1s available to perform the necessary calculations for a
variety of clinical trials.”™ This program is commercially
available only for IBM-PC compatible computers. A
review of more technical statistical, but related computer
programs, is given by Goldstein.?”
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3. Phase I Studies

As defined here, phase I clinical trials have four main
objectives. These are to estimate the maximal tolerated
dose of a new agent, to determine the organ systems
affected and the type of toxicity, to gather information on
the pharmacologic properties of the drug (e.g. clearance,
half-life, and “area under the curve”), and to look for
evidence of treatment efficacy. These multiple objectives
are typified by a recent phase I study of the experimental
agent cis-diammine platinum.’® For an excellent review
of phase 1 methods, see Von Hoff.3"” From a clinical trial
design perspective, the major issues in phase I testing are
the following,

Patient Selection

Phase I testing can be performed in one of several
general categories of patients. These include normal vol-
unteers, previously untreated patients with the malig-
nancy in question, heavily pretreated patients with a
single type of cancer, or patients with one of a variety of
advanced stage cancers. The best patient population in
which to test a new phase I agent will depend upon the
expected effects of the agent based on preclinical studies,
existing treatment options for the patients, and the gener-

~ alizations to be made from the study. Often, phase I

testing is done in heavily pretreated patients with ad-
vanced disease, and for whom few, if any, treatment
options exist. Provided such patients have similar types
and extent of disease and normal organ system function,
most of the goals of phase I testing can be achieved.
However, reliable information on treatment efficacy may
be difficult to obtain under these circumstances. In
general, disease-oriented phase I trials are preferred be-
cause the patient population is more homogeneous.

Starting Dose

The starting dose for phase I testing is often chosen
based almost entirely on the LD50 (or LD10) observed
in animal studies. From a purely statistical design per-
spective, the usual starting doses are often too low, i.e.,
too far from the maximum tolerated dose (MTD).
Greater efficiency (fewer patients treated) could be
gained if doses were started close to the MTD. This is
often not possible because of ethical considerations.

Patient Exclusions

Many phase I protocols contain provisions for “patient
evaluability.” Often, these criteria require that patients
live a certain length of time or complete a fixed number
of treatment courses to be considered for the study
endpoints. Investigators should keep in mind that all
events that occur after registration are outcomes, includ-
ing failure to complete treatment. Patients with certain



outcomes cannot be excluded from consideration without
biasing the results. In other words, post entry exclusion
of patients because of “inevaluability” is a powerful way
to create bias!

6. Phase IT Studies

The major objectives of phase II clinical trials are to
determine treatment feasibility, estimate response and
toxicity rates, and sometimes to select the best of several
new treatments for phase ITI testing.**>* Phase II testing
is required for new agents®™ as well as new applications
of standard agents.’® We do not distinguish here between
“early” and “late” phase II trials, but use the term broadly
to include studies with the stated goals. There are many
research needs which cause investigators to make greater
scientific demands on phase II studies such as the need to
learn about the relative treatment efficacy of new agents
as quickly as possible. However, design fundamentals can
be safely applied based on the objectives of the study
regardless of the terminology used to describe it.

With regard to patient eligibility criteria for phase II
studies, both the strictness of the criteria as well as their
interpretation at an individual institution are important.
Many phase II studies are performed by a single investi-
gator at a single institution. Because of differences in
patient referral patterns and investigator interpretation
of eligibility criteria, the results of such studies seem not
to generalize well to other centers with apparently similar
patients. This is often not a serious problem becaunse
institutional comparisons are of little importance. How-
ever, the results of more rigorously performed phase III
clinical trials are often disappointing based on the expec-
tations generated by phase II results, possibly because of
patient selection bias or “evaluability criteria™ that often
work in favor of new phase II agents.

The comments for post entry exclusions in phase I
studies are equally relevant to phase II studies. In prin-
ciple, all patients who meet the eligibility criteria are
“evaluable” for both toxicity and response. The relevant
clinical effect is the chance that the treatment will pro-
duce a given outcome in a new patient. This is not
conditional on the new patient being “evaluable,” which
is unknown when the treatment is selected. If A patients
are “evaluable,” B are not, and R patients “respond,” the
relevant probability of a beneficial response is R/(A+B)
not R/A.

Randomized Phase II Trials

Also, in phase II studies we must consider the possible
role of randomization to eliminate bias in treatment
selection when testing several agents at the same time.
This randomization is not intended to justify formal
ireatment comparisons like phase III trials because the
sample sizes in phase II studies are too small. Instead,
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randomization can be used simply to eliminate bias in
treatment selection. The use of randomization in this
setting has been discussed by several authors.’”?® A
fuller discussion of randomization is presented below.

Early Stopping

Another important consideration in phase II trials is
the use of designs which allow for early termination of
studies when unexpectedly large or small response or
toxicity rates are seen. Such designs are termed “sequen-
tial” or “group sequential” and have been discussed in
detail by many authors.”™ Using these designs, the
interim results of a trial can be examined to determine if
the study should proceed to a larger size. The number of
interim analyses and the overall properties of these
designs must be planned in advance, particularly under
the guidance of an experienced trial methodologist. Fully
sequential designs (evaluation of results after each pa-
tient), are sometimes useful provided each patient can be
evaluated before a new accruval is ready. Such designs
satisfy some ethical concerns in testing new therapies,
particularly if one wishes to minimize the number of
patients given a potentially inferior agent. Also, when
treatments are much better (or worse) than expected,
these designs will result in smaller sample sizes being
needed to detect the effect.

Estimation vs. Selection Designs

It is important to recognize some differences between
these designs and the common fixed sample size studies.
Sequential designs are really “selection” designs because
they are intended to reliably select or reject treatments
with a certain property. Fixed sample size designs are
“estimation” designs because they are intended to reli-
ably estimate a particular treatment effect. If a sequential
design causes the investigators to terminate a trial early,
the resulting effect estimates can be biased.**” The
direction of the bias depends upon the rule for stopping
{high or low) and the size of the bias depends upon how
early the study met its stopping criteria.

Example

As an example, consider a group sequeniial phase II
study in which the response rate is esimated after up to
three groups of 20 accruals. If the response rate at an
interim analysis is “acceptable,” additional patients are
accrued, whereas if the rate is high or low, the trial stops.
Suppose the true underlying response rate is 30%, as
expected by the investigators for a new treatment, and
the trial will stop whenever the data reliably indicate that
the response rate is greater or less than 30%. Specifically,
the trial is stopped whenever the 959% confidence limits
on the response rate excludes 30%. To study this design,
10,000 computer simulations of such a clinical trial were
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made, with the following results. If the trial terminates
after only 20 (or 40) patients because of a poor response
rate, the average observed response rate will be 4% (or
14%). If the trial terminates after only 20 (or 40)
patients because of a high response rate, the average
observed response rate will be 57% (or 49%). If the trial
continues to its fixed sample size end, the observed re-
sponse rate will be 30%, consistent with the underlying
true rate. Furthermore, the type I error rate will be
approximately 7% rather than the 5% that one might
guess from the 95% confidence limits. Thus, when a
selection design terminates early, the treatment effect will
be mis-estimated, although some benefits might result.
The expected sample size will be nearly 60, unless the
true response rate differs substantially from 30%.

Optimality

A number of investigators have suggested ways in
which phase II trial designs might be optimized in the
presence of certain reasonable constraints.**® Unfortu-
nately, much of this theory requires strong mathematical
assumptions so that the resulting designs are “optimal” in
narrowly defined ways. However, the concepts are im-
portant and the clinician should be aware that trial
design can be affected both by the properties expected in
the treatment under investigation as well as the goals of
a sequence of related clinical trials.

7. Phase IIT Studies

The purposes of phase III studies, or comparative
clinical trials, are to look for relative treatment and
toxicity effects and sometimes to attempt to establish the
equivalency of two treatments. In oncology, investigators
frequently are interested in differences which are of about
the same size as the biases and errors which can enter
poorly planned studies. Consequently, care must be taken
to control variability, bias, and loss of patients. To con-
trol bias, comparative clinical trials are frequently
designed using randomization and blinding. In addition,
stratification is often used to minimize imbalances be-
tween treatment groups which can occur by chance when
using simple randomization. Each of these basic design
fundamentals will be discussed.

Randomization

Randomization is the cornerstone of bias-reducing
efforts because it guarantees that treatment selection will
not be based on the patient’s prognostic factors. The
benefits derived from randomized treatment assignment
are well known.**? Any resulting treatment differences
must then be due only to a treatment effect plus random
variability. Because the statistician can control variabil-
ity, it is relatively simple to estimate the correct or
unbiased treatment effect. It is true that many medical
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discoveries have been made without randomized trials.
Indeed, when treatment effects/differences are large, the
need for unbiased design is minimal. Some authors have
argued in favor of non-randomized designs.’® However,
we have already stated the clinical oncologist’s interest
in modest-sized treatment effects. These can easily be
obscured or even reversed by uncontrolled prognostic
factors.

Another argument against randomization is that any
confounders could be controlled in the analysis by the use
of statistical adjustment procedures. This is true to a
certain extent but relies upon two additional assump-
tions: 1) the confounders are known to the investigators
and have been correctly measured in the experimental
subjects, and 2} the assumptions of the statistical models
or other adjustment procedures are known to be correct
in the data under study. Randomization is a more reliable
and powerful bias control method because it guarantees
the expectation of a valid comparison without these
assumptions and because it controls the effects of con-
founders whether they are known to the investigator or
not. It is this latter point which provides randomized
studies with their high degree of credibility but is so often
overlooked by critics of the randomized method.

Blocking

In practice, randomization is often “blocked” or con-
strained so that exact balance between treatment groups
is obtained at the end of each block or group of pa-
tients.”” *® This will necessitate making some assignments
at the end of a block in a nonrandom fashion. The size of
a block is determined by the urgency to maintain balance

.and the size of the trial. Small block sizes force exact

balance at frequent points while large block sizes allow
the imbalance to be greater. The maximum imbalance
cannot exceed one-half of the block size. Even for small
block sizes, the resulting block-randomized treatment
assignments appear to be essentially random although
they will fail sophisticated tests for randomness. On this
basis, it seems that one might always prefer small block
sizes. However, small block sizes have disadvantages.
Investigators can more easily break the randomization if
block sizes are small. Also, small block sizes produce a
larger proportion of assignments which are not truly
random. Consequently, the choice of a block size must be
a compromise between balance and true randomization.

Blocking serves only to reduce covariate imbalances
which might otherwise be partially controlled through
statistical adjustment. When analyzing data arising from
a blocked randomization, the blocking is often ignored
because statistical methods to account explicitly for it
are computationally difficult. Besides blocking, there
are other methods to induce balance in treatment
groups,”*® many of which can only be implemented



with the help of an experienced trial methodologist.
Blinding

Blinding or masking is another bias-reducing tech-
nique in which the patient (single blind), physician
{double blind}, and perhaps the monitors (triple blind)
in a clinical trial are unaware of the individual patients’
treatment assignment. As a result of blinding, treatment
assessments can be made without prejudice, increasing
the utility of subjective endpoints. In clinical oncology,
blinding of pills and iv. solutions is often simple to
implement, particularly with the assistance of a hospital
pharmacy or pharmaceutical company. It is clearly more
difficult when testing other treatments like surgery.

Stratification

Stratification is a technique in which blocked random-
ization is performed separately within strata defined by
strong prognostic factors. Stratification is not
theoretically required but is helpful in reducing chance
imbalances in influential prognostic factors which would
otherwise have to be controlled by statistical adjustment
procedures.”” Stratification has few disadvantages and
can enhance the credibility of trial results because adjust-
ment procedures may not be needed. For this reason
alone, it should always be considered.

However, stratification should not be carried to ex-
trermes. That is, if there are too many strata so that many
never fill with assignments, the result can be as im-
balanced as that with no stratification. For example, if
each patient is in his or her own stratum, the result will be
the same as simple randomization. Generally, only a few
strata based on the strongest prognostic factors should be
used. This will often result in 2-8 strata, but the number
that can actually be supported depends on the sample size
of the trial and the block size.

In multi-center trials, stratification is often done by
individual institutions. This is really only necessary if
there is evidence to suggest that institution is associated
with prognosis. This most often happens as a result of
referral patterns that tend to send to some centers pa-
tients with poorer prognostic factors. If institution is not
associated with outcome, there is nothing to gain from
stratifying on it.

Monitoring and Early Stopping

Plans for monitoring and early stopping of accrual are
another element of good trial design that can greatly
alleviate problems in starting and conducting studies.
Researchers have an ethical obligation to learn about
treatment differences as quickly and efficiently as possible
and to minimize the number of patients who are placed
on an inferior treatment. By planning for early termina-
tion of accrual when unexpectedly large differences are
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observed, investigators can make a clinical trial more
acceptable to other researchers and perhaps even to
patient participants. A full discussion of sequential and
group sequential methods for use in this context is
beyond the scope of this review. However, such methods
are now commonplace with well described techniques in
the statistical literature.”® Furthermore, investigators
should assure that such methods can be properly im-
plemented by having the accumulating data reviewed
formally at intervals by a Monitoring Committee.

Because of the problem of repeated significance testing
on accumulating data, the overall type I error must be
properly controlled by prospective planning of the analy-
sis points and the significance level for each analysis. If
all interim analyses are conducted with the conventional
significance level of 0.05, the resulting overall type I error
will be higher than 5%. This inflation of the type I error
can be very high if many interim looks at the data are
performed. To control the overall type I error at 5%,
each interim look should use a significance level smaller
than 0.05. For example, in a clinical trial comparing
response rates and using a total of three analyses after
equal groups of patients are accrued, a frequently used
group sequential method® indicates that the analyses
should be conducted with significance levels of 0.0006,
0.015, and 0.048, to control the overall type I error at the
conventional 5%. Using this method, note that the final
analysis is conducted employing a significance level near
the usual 5%, but that early in the trial, achieving
statistical significance is more difficult.

Unplanned interim analyses have statistical properties
which are unknown under frequentist statistical theory
and can pose serious problems in interpretation for re-
searchers and regulators. Attempts have been made to
alleviate this problem by retrospectively applying group
sequential methods, although this has difficulties of its
own. Another alternative for monitoring is the use of
Bayesian statistical methods, which have much appeal to
clinicians but have not gained widespread use.*"" For a
general discussion of monitoring alternatives, see Gail™
and for a practical discussion, see DeMets.”™ In any case,
the time to deal properly with these concerns is in the
design phase of a trial.

Another reason for terminating a clinical trial early is
when interim analyses demonstrate the near equivalence
of the treatments and continuing the trial would be
unlikely to demonstrate clinically significant differences.
In this circumstance, early stopping has been based on
“conditional power” calculations.” Although the power
of such studies may be slightly reduced by lowering the
sample size, they are informative and more efficient in
terms of sample size. For a real example of this type of
early termination, see the trial reported by Shinkai
et al.™
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Crossover Trials

Crossover trials are those in which patients in a com-
parative study receive both treatments under investiga-
tion, usually in a randomly assigned order. It is fre-
quently stated about crossover trials that “each patient
acts as his own control,” which seems to explain the
greater efficiency of such designs. It is true that using this
design, ideally the investigator can expect to remove the
within-patient variability, resulting in a more precise
estimate of the treatment effect.

However, these designs cannot be applied without
assurances that the assumptions guaranteeing their valid-
ity have been met. In particular, for valid inferences,
crossover designs require that the disease under study has
a constant intensity and that the effects of the first
treatment are completely “washed out” or eliminated by
the time the second treatment is applied. If the first
treatment has “carryover” effects, they will confuse the
assessment of the efficacy of the second treatment. One
must remember that, because all patients receive both
treatments, the effect of randomization is not to eliminate
bias in the selection of therapy, but to allocate treatments
randomly to different time periods. Under (ideal) condi-
tions with no temporal effects, randomization would not
even be required. Thus, it can be seen that valid treat-
ment comparisons from crossover trials rely upon very
different assumptions than in an independent groups
design.”® "

1t is precisely the difficulty in satisfying these assump-
tions that has limited the usefulness of crossover deigns
for most important clinical questions in oncology today.
Endpoints such as response and survival cannot be stud-
ied using this design. Further difficulties in satisfying the
assumptions of crossover designs cause the US FDA to
look unfavorably on their use.” From an informal point
of view, it is unwise to depend on the efficiency of a
design whose validity relies upon doubtful assumptions.
These designs should be used with great caution, if at all.

Other Design Modifications

When conducting trials in specialized circumstances or
to answer certain types of clinical questions, other design
modifications are necessary or desirable. For example,
factorial designs are useful for studying several treat-
ments simultanecusly, especially in disease prevention
trials.”*) Factorial design means that each of several
treatments (factors) is studied simultaneously at different
levels. The US the Physician’s Health Study®™®® is an
example where aspirin and beta-carotene were studied
for their effect on cancer and cardiovascular disease.

Sometimes, the patient is not the experimental unit as
in family (litter) studies or population interventions. In
this circumstance, cluster randomization or designs

554

might be used.*™ In these designs, groups {clusters) of
subjects, instead of individuals, are allocated to the same
treatment. For example, entire cities might be assigned to
different interventions as for screening or smoking cessa-
tion trials.

Designs to minimize the number of patients given an
inferior treatment or to address other ethical concerns
have been proposed.”® For some clinical constraints
such as greatly differing costs for two treatments,
unequal allocation of subjects can minimize cost or
effort.*®*"

8. Ethical Concerns and Limitations

No general discussion of clinical trials would be com-
plete without mention of limitations and ethical concerns
surrounding the use of this method. Although clinical
trials are conducted in all technologically advanced coun-
tries, there are frequently voiced concerns about ethics,
particularly of randomized comparative studies.”** It is
also difficult to make statements or claims that are valid
across all cultural boundaries because of differing roles
of health care and physician-patient relationships. The
nearly universal implementation of patient informed con-
sent and Institutional Review Boards as ethical quality
control procedures has not eliminated all concerns. In
Japan, a major ethical foundation for clinical trials is the
Helsinki Declaration. In a clinical trial, the idea of in-
formed consent also usually includes explaining to the
patient alternatives to participation.

Nevertheless, it is often stated that randomized trials
raise ethical concerns because the physician is, or should
be, an advocate only for the well being of the individual
patient. Encouraging patients to accept treatment
selected at random could be an abdication of this duty.
Instead, the physician should become knowledgeable
about treatments in other ways and optimally select the
best therapy for the individual patient without resorting
to chance.

This view is incorrect in two ways. First, the role of the
physician as an advocate for the weli being of the patient
is an ideal, if it exists at all, and may well be mythical.
This role is frequently *“violated” in circumstances of
triage, allocation of scarce and expensive technologies
such as organ transplantation, and in the recommenda-
tion of vaccination (among our most cost effective and
beneficial medical interventions) where the patient is
knowingly placed at minor risk for the benefit of all.
Perhaps if the historical role of physicians were carefully
examined, we would discover that untempered advocacy
for the individual patient is only a myth.

Second, and even if we accept the advocacy argument,
some patients will always receive an inferior treatment
regardless of our ethical rules. It is incumbent upon the
scientist which exists in every physician to learn quickly



and convincingly from such occurrences to see that their
frequency is minimized. Controlled experiments in the
proper clinical setting are the most reliable way to ac-
complish this. In other words, failing to learn from one’s
mistakes is unethical.

In spite of our positive technelogical and ethical assess-
ment, clinical trials do have definite limitations. They can
only be applied in circumstances where the investigator
has no opinion about the superiority of a treatment. Only
physicians with this “equipoise” can participate. Physi-
cians and patients who have preferences for a particular
treatment, even irrationally based ones, are not eligible to
participate in a randominized trial. Also, patients must be
relatively well informed about the risks, alternatives, and
possible benefits of participation in such studies. Often,
patient participation is based more on altruism than
expected benefit, especially in phase I and II studies.

Clinical trials are also expensive and cumbersome.
They take a long time to complete and require the
collaboration of many participants. Today, multi-center
clinical trials are especially needed to accrue sufficient
numbers of patients to test important clinical hypotheses
(e.g. ref. 95), but have additional problems in design and
conduct.”®*” When concluded, the results may not be as
convincing as one might expect because of prevailing
opinion, minor design, analysis, or reporting flaws,
difficulty in understanding and accepting a complicated
methodology, and failure to appreciate the subtle way in
which new medical advances are incorporated into
practice.

We also acknowledge that not all clinical trials fit

neatly into one of the categories discussed above. Impor-

tant clinical questions and constraints frequently require
that studies be designed with characteristics of more than
one “phase” of research. This can result in hybrid designs
that may seem confusing, wrong, ingenious, or exira
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