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ABSTRACT: A methodology to calculate the decay rates of normal and resonant Auger
processes in atoms and molecules based on the One-Center Approximation (OCA), using
atomic radial Auger integrals, is implemented within the restricted-active-space self-consistent-
field (RASSCF) and the multistate restricted-active-space perturbation theory of second order
(MS-RASPT2) frameworks, as part of the OPENMOLCAS project. To ensure an unbiased
description of the correlation and relaxation effects on the initial core excited/ionized states and
the final cationic states, their wave functions are optimized independently, whereas the Auger
matrix elements are computed with a biorthonormalized set of molecular orbitals within the
state-interaction (SI) approach. As a decay of an isolated resonance, the computation of Auger
intensities involves matrix elements with one electron in the continuum. However, treating
ionization and autoionization problems can be overwhelmingly complicated for nonexperts,
because of many peculiarities, in comparison to bound-state electronic structure theory. One of
the advantages of our approach is that by projecting the intensities on the atomic center bearing
the core hole and using precalculated atomic radial two-electron integrals, the Auger decay rates can be easily obtained directly with
OPENMOLCAS, avoiding the need to interface it with external programs to compute matrix elements with the photoelectron wave
function. The implementation is tested on the Ne atom, for which numerous theoretical and experimental results are available for
comparison, as well as on a set of prototype closed- and open-shell molecules, namely, CO, N2, HNCO, H2O, NO2, and C4N2H4
(pyrimidine).

1. INTRODUCTION
Of the many types of X-ray spectroscopy currently accessible,
Auger electron spectroscopy1−4 is of special interest, since it
encodes the electronic structure of the system into the kinetic
energy of the ejected electron, mapping bound states to the
continuum. The state of a molecule resulting from the
photoexcitation or phototoionization of an electron from a
deep core−shell is a resonance embedded in several continua,
so it is usually very unstable and, thus, characterized by a rather
short lifetime, from a few femtoseconds to dozens of
femtoseconds.5,6 Therefore, the core−hole states decay, either
by X-ray photon emission (XES), or by Auger electron
emission, which is a process where the core electron vacancy is
filled by one of the valence electrons and another valence
electron is ejected to the continuum. In most situations, the
process can be treated accurately by first-order perturbation
theory as the decay of a bound state into the underlying
continuum.7 The two most common types of Auger decay
processes are normal Auger, exploited in normal Auger electron
spectroscopy (herein indicated as AES), and resonant Auger,
used in resonant Auger electron spectroscopy (RAES).1−3

Similar (nonlocal) processes are interatomic Coulomb decay
(ICD)8,9 and electron transfer mediated decay (ETMD).10

The normal or nonresonant Auger process occurs when the
initial core-ionized state (relevant for XPS) decays to a doubly
ionized (double-hole) final state. In the common case of

closed-shell molecules, two series of singlets and triplets are
obtained, but the presented formalism can easily deal with
open-shell systems. The kinetic energy E( )k

AES of the ejected
Auger electron can be obtained by energy conservation2−i.e.,

E E Ek
AES

core ionized final= −‐

and is independent of the energy of the photon used to prepare
the initial ionized state. On the other hand, a resonant Auger
process occurs when a core-excited state (relevant for XAS)
decays to a singly ionized state, where the outgoing electron
can be either the core-excited electron, resulting in a one-hole
(1h) final state (participator Auger), or an inner-valence
electron, resulting in a two-hole-one-particle 2h1p state
(spectator Auger). The kinetic energy of the resonant Auger
electron can also be determined by a simple conservation of
energy,

E E Ek
RAES

core excited final= −‐
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and it clearly depends on the photon energy used to prepare
the core-excited state.2

The high sensitivity of AES/RAES to electronic and nuclear
dynamics encouraged experimentalists to explore it to unravel
underlying electron and nuclear dynamics of photoexcited
molecules.11−16 In the case of halogen-containing molecules,
the photoexcited repulsive σ* states expose the competition
between nuclear dynamics and resonant Auger electron
emission, because of the fact that both Auger decay and direct
dissociation occur on the femtosecond time scale.17−19 In a
series of recent studies, it was also demonstrated that ultrafast
dissociation, distinguished by means of its fingerprint in the
RAES, is a practical mechanism of distributing the molecular
internal energy of the L-edge photoexcited systems in small
molecules like HCl17 as well as in heavier ones, such as CH2Cl2
and CHCl3.

18,19 Moreover, the Auger decay around the Cl 1s
threshold of HCl has been recently simulated, considering the
evolution of the relaxation process, including both electron and
nuclear dynamics.20 Adding to that is the fact that AES does
not obey the same dipole transition rules as XAS does, so AES/
RAES can be used as a powerful tool to probe dark states and
couple to nuclear dynamics.11−13 However, from the computa-
tional point of view, for AES/RAES to be used effectively as a
probe of (excited-state) nuclear dynamics, one should
efficiently deal with one of the major complications in the
computation of Auger spectra, namely the description of the
electron in the continuum.
Notably, modeling processes involving electrons in the

continuum remains a challenge, since the asymptotic behavior
of the continuum wave function is poorly described within

correlated methods based on quadratically integrable finite
basis sets (L2 basis sets),21 commonly used for bound states.
Special quadrature techniques, like Stieltjes imaging22−26 or

Pade ́ approaches,27−30 have been employed with some success
to overcome some of these problems. However, the absence of
proper asymptotic boundary conditions in these implicit
continuum methods makes the separations of individual
channels ambiguous. Even though it has been demonstrated
that partial decay cross sections can be calculated using a
Stieltjes imaging procedure by appropriate projection
techniques,9,31 this comes at the cost of employing very large
basis sets, which hinders the applicability to large molecules
and commonly introduces linear dependency problems. More
general approaches rely on the use of a multicentric linear
combination of atomic orbitals (LCAO) B-spline basis32,33

with the correct asymptotic boundary conditions of the
continuum, as obtained with the B-spline static-exchange
density functional theory (DFT)34−36 and time-dependent
density functional theory (TD-DFT).7,37

Theoretical approaches aiming at the calculation of
molecular Auger decay rates reported in the literature rely
on distinct approximations of the electronic continuum wave
functions. A few examples are the Stieltjes imaging
method,9,31,38,39 the plane-waves and Coulomb-waves based
approaches,40,41 solving the Lippmann−Schwinger equation
with Gaussian basis functions,42,43 solving the one-electron
radial Schrödinger equations with spherical continuum wave
functions,44,45 and the one-center approximation.46−49 Where
methods like those based on Stieltjes Imaging31 or on
population analysis50−52 do not treat the electronic continuum

Figure 1. Schematic illustration of resonant Auger decay on the exemplary nitrogen dioxide molecule. Using the HEXS option, one directly obtains

the core-excited states of the neutral doublet NO2
02[ ] species (denoted as I

NΨ ). The particular resonance of interest is marked by thick black line.

The Auger decay occurs via two channels populating the singlet, NO2
11[ ]+ , and triplet, NO2

13[ ]+ , states of the ion (denoted as K
N 1Ψ − ). For the

respective spectrum, see Figure 8.
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wave function explicitly, the one-center approximation (OCA)
uses precalculated bound-continuum integrals from atomic
calculations. Moreover, the one-center approximation can be
easily generalized to describe vibrational excitations53 and
angular distributions.54

Electronic continuum boundary conditions often translate
into a high entrance barrier for a quantum chemist used to
work with bound states. Besides the inconvenience of dealing
with non-L2 boundary conditions, one usually must use
external codes and write interfaces to them in order to
calculate one- and two-electron integrals involving simulta-
neously the bound and continuum orbitals. Here, a simple
approach to obtain the relevant bound-continuum two-
electron integrals based on the one-center approximation46−48

is directly implemented in OPENMOLCAS for a RASSCF/
RASPT255−58 bound-state description that relies on a
biorthonormalized set of molecular orbitals within the state-
interaction59 approach. Our implementation lowers the barrier
for a nonexpert, since it replaces the necessity to use different
programs, with a very efficient protocol utilizing precalculated
bound-continuum Auger integrals. Moreover, as more and
more time-resolved experiments are performed at the femto-
second time scale,6,60−62 there is an increasing demand for
interpretative computational protocols based on methods with
a low computational cost so that they can be coupled with
nuclear dynamics to yield time-resolved spectra. In this regard,
both OCA and population-analysis-based methods are very
attractive candidates to set up computational protocols that
couple the calculation of the Auger spectral signatures with
nuclear dynamics. A few studies have already been presented,
ranging from small molecules20,45,63−66 to larger ones, such as
ethyl trifluoroacetate.67

We test our RASSCF/RASPT2 one-center approximation
implementation on the Ne atom and a set of closed-shell and
open-shell prototype molecules, namely, CO, N2, HNCO,
H2O, NO2, and C4N2H4 (pyrimidine). For the special cases of
H2O, NO2 and pyrimidine, the Auger spectra obtained with
the one-center approximation are also compared with results
obtained from the spherical continuum method,68 using the
same bound-state description.
The article is organized as follows. The essential character-

istics of the method are presented in section 2. In section 3, we
summarize the computational details of our calculations.
Results are presented in section 4. Conclusions and outlook
of the present implementation are given in section 5.

2. THEORETICAL METHODOLOGY
Auger decay rates are here obtained within the Wentzel’s
Ansatz69,70 (Fermi’s golden rule) for the probability per unit
time (i.e., the rate) of decay of an isolated resonance (bound
state) interacting with a continuum, i.e., the transition

eI
N

K
N 1I IΨ → Ψ +− −

(1)

where NI is the number of electrons in the initial state I. ΨI is
either a core-excited state of an N-electron system decaying
into singly ionized (N − 1) electron states (RAES), or a (N −
1)-electron core-ionized state (of a N-electron system)
decaying into a doubly ionized (N − 2)-electron state
manifold (AES). The RAES process is illustrated in Figure 1

for the case of the Auger decay of a doublet NO2
02[ ] molecule

to a manifold of singlet or triplet ( NO2
1[ ]+, NO )2

3[ ]+
final

states.

In the Wentzel approximation, also known as the two-step
model,70,71 the core-excitation/ionization process is uncoupled
from the subsequent decay processesthat is, they are treated
as two independent steps. Only the decay process is explicitly
considered.
The rate (in atomic units) is then given by71

H E2KIk Kk I I
N( ) 2IπΓ = |⟨Ψ | ̂ − |Ψ ⟩|⃗ ⃗

−
(2)

with EI as the energy of the initial state ΨI.

Here,
Kk
( )Ψ ⃗
− is the total NI-electron final state, which

asymptotically reduces to the bound (NI − 1)-electron state

K
N 1IΨ − plus a continuum electron with momentum k ⃗. We

further approximate
Kk
( )Ψ ⃗
− with a single channel (SC)

description, i.e., as an antisymmetrized product of K
N 1IΨ − and

a single electron continuum
k
( )ϕ ⃗
− with asymptotic momentum

k ⃗ (and incoming wave boundary conditions).32 Denoting the
continuum creation operator as a

k( )
̂ ⃗ −
† , the final state reads

a
Kk k K

N( )
( )

1IΨ = ̂ Ψ⃗
−

⃗ −
† −

(3)

It may be more convenient to work with angular momentum

eigenstates (partial waves) Elm
( )ϕ − , which are related to

k
( )ϕ ⃗
− by a

simple transformation

C E
k

,
2k

lm
lmk Elm

( ) ( )
2

∑ϕ ϕ= =⃗
−

⃗
−

(4)

with analytical coefficients (in atomic units)

C i Y ke ( )lmk
l

lm
l= * ̂σ

⃗
−

aK Elm Elm K
N

;
( )

( )
1IΨ = ̂ Ψ−

−
† −

where l and m are angular momentum quantum numbers, σl is
the Coulomb phase, and Ylm is a spherical harmonics. Thus, eq
2 is equivalent to evaluating

H E2KI Elm K Elm I I; ;
( ) 2πΓ = |⟨Ψ | ̂ − | Ψ⟩|−

(5)

For a fixed initial (I) and final (K) state, the total partial rate
(intensity) is obtained by integration over all directions of
electron emission, i.e., k ,̂ or, what is simpler, by a discrete sum
over all possible angular momenta of the photoelectron

kdKI KIk
lm

KI Elm;∫ ∑Γ = Γ ̂ = Γ⃗

If we assume orthogonality between the continuum and the
bound-state orbitals (strong orthogonality, SO), then the
relevant Auger decay matrix element in eq 5 reduces to44

A B2KI Elm KI Elm KI Elm; ; ;
2πΓ = | + | (6)

where

A a h h RKI Elm Elm K
N

I
N

p
Elm p KI p;

1
;

I I ∑ ϕ ϕ≡ ⟨ ̂ Ψ | |̂Ψ ⟩ = ⟨ | |̂ ⟩† −

(7)

B a g RKI Elm Elm K
N

I
N

qrs
Elm q r s KI qsr;

1
;

I I ∑ ϕ ϕ ϕϕ≡ ⟨ ̂ Ψ | |̂Ψ ⟩ = ⟨ | ⟩† −

(8)
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with h ̂ representing the usual one-electron Hamilton operator,
and g ̂ being the two-electron Coulomb operator; ϕEml is the
continuum orbital and ϕp is a generic molecular (spin-)orbital.
The matrix elements RKI;p of eq 7 are the expansion

coefficients of the one-particle Dyson orbital over the spin−
orbital MO basis {ϕ} (see, e.g., refs 7, 36, and 37)

R aKI p K
N

p I
N

;
1I I= ⟨Ψ | ̂ |Ψ ⟩−

already available in OPENMOLCAS.7,72,73 Moreover, the AKI;Elm
term is generally very small, since the Dyson orbital connects
an initial wave function I

NIΨ with a hole in the core with a final

wave function of K
N 1IΨ − where the core hole is filled.

The spin-adapted Auger matrix elements RKI;qsr (also called
the two-particle Dyson matrix),

R a a aKI qsr K
N

q s r I
N

;
1I I= ⟨Ψ | ̂ ̂ ̂ |Ψ ⟩− †

(9)

can be conveniently computed using a biorthonormalized set
of molecular orbitals within the Restricted Active Space−State
Interaction (RASSI) method,59,74 and we have implemented
them in a locally modified version of the OPENMOLCAS program
package.72,73 In our implementation of eq 9, the annihilation
operator aq̂ acts on the space of the molecular orbitals of the

final state wave function, K
N 1I|Ψ ⟩− , and the annihilation

operators a a,s r̂ ̂ act on the space of molecular orbitals of the

initial state wave function, I
NI|Ψ ⟩. We note in passing that

matrix elements analogous to those of eq 9 have been recently
implemented in OPENMOLCAS by Tenorio et al.75 for the
evaluation of double core−hole shakeup spectra.
Thus, the remaining ingredients needed for the evaluation of

the decay matrix element in eq 6 are the one- and two-electron
integrals involving the regular MO orbitals and the wave
function of the continuum electron. How these are treated
within the OCA is discussed in the next section.
2.1. The One-Center Approximation (OCA). The one-

center approximation46,48 considers the amplitude based on
the Wentzel ansatz, (eq 2), where the matrix element ΓKI;Elm is
reduced to only contain the direct two-electron term (eq 8):

B2KI Elm KI Elm; ;
2πΓ ≃ | | (10)

Then, the basic idea behind the OCA is to approximate the
exact two-electron integral term ⟨ϕElmϕc|ϕrϕs⟩ involving the
continuum orbital ϕElm and the MOs {ϕr} by a sum of one-
center integrals, relative to the core−hole site c of a particular
atom A,

IElm c r s Elm c r s, , ,
Aϕ ϕ ϕϕ⟨ | ⟩ ≃ (11)

whereby the approximated one-center two-electron integral
term IElm c r s, , ,

A enters eq 8, in place of the exact two-electron
integral term ⟨ϕElmϕc|ϕrϕs⟩.
Let {χλ} be a basis of atomic orbitals (AOs) relative to the

various atoms. Then, Elm
A A A Aχ χ χ χ⟨ | ⟩μ ν ρ are atomic two-electron

integrals that can be computed (for a fixed electron kinetic
energy E, e.g., relative to the Auger transition in the free atom)
and stored once for all. The integral IElm c r s, , ,

A will be expressed
as a linear combination of them:

I D D DElm c r s Elm
A A A A

c r s, , ,
A ∑ χ χ χ χ= ⟨ | ⟩

μνρ
μ ν ρ μ ν ρ

where Dνr are expansion coefficients. For the core orbital ϕc ,
Dμc ≃ δμc.
Various recipes, largely equivalent, can be employed to

obtain the coefficients Dνr from the molecular orbitals {ϕr},
typically by projecting them onto the space spanned by a
minimal basis set (MBS).48 Given the overlap matrix

T χ χ= ⟨ | ⟩μν μ ν

the projector is

TMBS 1∑ χ χ= | ⟩ ⟨ |
μν

μ μν ν
−

and

D Dr r r
A A

A
r

AMBS MBS ∑ ∑ ∑ϕ ϕ χ χ= = =
μ

μ μ
λ

λ λ
∈

The common approach is to compute ϕr by using a good
standard Gaussian-type orbitals (GTO) basis set {fκ},

f Cr

N

r

GTO

∑ϕ =
κ

κ κ

with Cκr as the corresponding expansion coefficients.
Let us now define the overlap matrix of the original GTO

basis set {fλ} as S and the overlap matrix between the two basis
sets as U:

S f f U f; χ= ⟨ | ⟩ = ⟨ | ⟩μν μ ν μν μ ν

Thus,

T f C T U Cr r r
MBS 1 1∑ ∑ ∑ ∑ϕ χ χ χ= | ⟩ ⟨ | ⟩ = | ⟩

μν
μ μν ν

κ
κ κ

μ
μ

νκ
μν νκ κ

− −

and

T UD C( )r r
1∑=μ

κ
μκ κ

−

(12)

The simplest choice, which we here adopt, is to use as MBS
the first fully contracted functions of the GTO basis, which are
accurate representations of the atomic orbitals.
As an example, the cc-pVTZ basis set76 of oxygen is formed

by the contracted set [10s, 5p, 2d, 1f→ 4s, 3p, 2d, 1f]. The
MBS can be conveniently defined as a subset of the cc-pVTZ
basis by taking only the contracted functions corresponding to
the 1s, 2s, 2p orbitals, i.e., the MBS is represented by the
contracted set [10s, 5p, 2d, 1f → 2s, 1p], which is a subset of
the original cc-pVTZ set. The MBS can accordingly be
automatically defined from any contracted GTO basis set used
in an ab initio calculation. We refer to the scheme of Figure S1
in the Supporting Information, where we highlight the selected
contractions of oxygen’s cc-pVTZ basis set used to define a
MBS. For the MBS of neon, see Figure S2 in the Supporting
Information. Notice that, by using as MBS a subset of the
original GTO basis set, the overlap matrices T and U are also
subsets of S, which minimizes the computational effort.
To recapitulate, for the computation of Auger decay rates

within the OCA via eqs 8 and 10, the ab initio calculation must
provide the coefficients RKI;crs (eq 9), and the expansion
coefficients D r

A
ι used to approximate the two-electron integral

term. Note that as the kinetic energy of the emitted electron is
usually very high, in the 100 eV range, the few eV changes due
to molecular field effects can be neglected and the integrals
may be considered as energy-independent. At this point, one
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can utilize tabulated atomic two-electron integrals available in
the literature77−79 or calculate them numerically. Here, we use
the values from ref 77. They are of the type

Elm l m l m l mχ χ χ χ⟨ | ⟩κ ι ρκ κ ι ι ρ ρ (13)

which reduce to a sum of radial integrals (Rk) and analytical
angular coefficients (Ck):

R C l m l m C l m l m( ; ) ( ; ) ( ; )
k

k k k∑χ χ χ χ αβ ηδ⟨ | ⟩ =α β η δ α α η η δ δ β β

C l m l m
k

Y Y Y

l l

l l k l l k

m m m m

( ; )
4

2 1
sin d d

( 1) (2 1)(2 1)

0 0 0

k
l m l m km m

m

i

k
jjjjj

y

{
zzzzz
i

k
jjjjjj

y

{
zzzzzz

∫π θ θ ϕ=
+

*

= − + +

×
− −

α α β β

α β

α β α β

α β α β

−α α β β α β

α

with

l l k l l l l k is even| − | ≤ ≤ + + +α β α β α β

They can be easily evaluated on the fly, but also calculated
once, then tabulated and stored. Here, we use Rk from ref 77,
whereas Ck values are generated analytically on the fly.
2.2. The Auger Spherical Symmetric Continuum

Approximation (SCI). For comparison purposes, we also
employ the SCI method68 to compute the Auger rates using
the in-house Spherical Continuum for Auger-Meitner decay
and Photoionization (SCAMPI) code.80 This approach mainly
differs in the evaluation of the continuum wave function ϕElm
by solving the one-electron radial Schrödinger equation for
REl(r) with a spherically averaged potential VK(r) of the
ionized final state. Thus, the outgoing electron is approximated
by a spherical wave

r R r Y( , , ) ( ) ( , )Elm El lmϕ ϕ ϕϑ = ϑ (14)

The potential VK(r) is calculated as

V r V J r( ) ( )K Knuc= + (15)

with spherically averaged nuclear (Vnuc) and the direct
electronic Coulomb (JK) counterparts. The latter is obtained
as the solution of the Maxwell equations for electrostatic
spherically averaged electron density, which is specific for each
final state K:

r
1

4
( ) dK K0

4
∫ρ

π
ρ= Ω

π

(16)

The nuclear part of VK(r) corresponds to the nuclear charges
being smeared out over a sphere around the photoelectron’s
origin and resembles the classical potential of charged hollow
spheres. We refer to ref 68 for further details.
Thus, the difference between SCI and OCA is that, in SCI,

the continuum accounts, in some averaged form, for the
molecular potential, whereas in OCA the potential is purely
atomic; furthermore, the multicenter two-electron integrals (eq
8) are explicitly computed in SCI, whereas in OCA they are
reduced to single-center quantities. However, these differences
lead to a substantial increase in computational time of SCI,
compared to OCA.

3. COMPUTATIONAL DETAILS

We tested our OCA-RASPT2 approach by computing the
Auger spectra (either AES, RAES, or both) of Ne, CO, N2,
HNCO, H2O, NO2 and C4N2H4 (pyrimidine) and comparing
our results with available experimental data.81−86 We used
experimental geometries obtained from the NIST WebBook,87

except for pyrimidine where the geometry was optimized at the
B3LYP/def2-TZVP level,88 using TURBOMOLE.89 The Cartesian
coordinates of optimized structure are reported in Table S1 in
the Supporting Information. Dunning correlation-consistent
basis sets were used throughout.76,90 For neon, we employed a
tailor-made basis generated from the original d-aug-cc-pVQZ
set90 by removing the g functions and augmenting it with a
(3s2p2d) set of Rydberg-like functions obtained from ref 91.
The full basis set is given in the Supporting Information
(Figure S2), where we also show how the MBS of neon was
selected. The cc-pVTZ basis was used for CO, N2, H2O, and
NO2. In order to reduce the computational effort in the case of
isocyanic acid and pyrimidine, we adopted the cc-pVTZ on the
atom bearing the core hole and cc-pVDZ on the remaining
atoms. We have neglected relativistic effects in all calculations.
Core-excited and core-ionized states, relevant to RAES and

AES, respectively, were computed by placing the relevant core
orbitals in the RAS1 space and enforcing single electron
occupation in the RAS1 by means of the HEXS projection
technique92 available in OPENMOLCAS,72 which corresponds to
applying the core−valence separation (CVS).93 RAS2 was used
for complete electron distribution, i.e., to define the complete
active space. RAS3 was kept empty for all systems, except
pyrimidine. For this latter system, we compared results
obtained using two different restricted active spaces. Since
the selection of the active space and number of state-averaged
roots is system-dependent, a detailed description will be given
case by case in section 4. An imaginary level shift of 0.25
hartree was applied to avoid intruder state singularities in the
multistate restricted active space perturbation theory to the
second order (MS-RASPT2)55−58 calculations. All OCA-
RASPT2 calculations have been run on DTU’s High-
Performance Computing Cluster.94

For two molecular systems with equivalent core-excited
atoms, namely, N2 and pyrimidine, the nitrogen core orbitals
from the Hartree−Fock calculations were localized with a
Cholesky localization procedure.95 More details about the
localization and the application of point group symmetry on
these two molecules are given for each case in sections 4.3 and
4.7. An heuristic Gaussian broadening of the discrete stick
spectra (energies and transition rates) was used to simulate the
Auger spectra. The value of the half-width-at-half-maximum
(HWHM) parameter used for each system is given individually
in section 4.
In the case of water, nitrogen dioxide, and pyrimidine, in

addition to the OCA approach, we also use the SCI method to
calculate the Auger spectra, but based on the same ab initio
bound states. The continuum wave function ϕElm was
calculated numerically. In the partial-wave expansion,68 the
value lMAX = 10 was used for the singlet and triplet decay
channels in NO2, as well as in H2O. For pyrimidine, lMAX = 17
was applied to reach convergence. The origin of the
photoelectron was set on the O atom in water, on the N
atom in nitrogen dioxide, and in the center of mass of the
molecule in pyrimidine.
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4. RESULTS
4.1. Neon. We start by discussing the resonant Auger

spectrum of neon resulting from the 1s−1 3p (1Po) core-excited
state. Our computed nonrelativistic excitation energy for the 1s
→ 3p (1Po) state is 866.43 eV, versus an experimental value of
867.12 eV.81 Our nonrelativistic excitation energy is in good
agreement with the nonrelativistic CCSDR(3) [coupled-cluster
singles, doubles and perturbatively corrected triples] result of
866.64 eV, reported by Coriani et al.96 Relativistic effects on
the 1s−1 3p state of neon amount to ∼0.9 eV.96 Thus, the 0.7
eV offset from our calculation, relative to the experiment, is
partially attributed to the absence of relativistic treatment in
our calculation.
The resonant Auger decay produces mainly valence 2h1p

states, 1s2 2s2 2p4nl, mostly with nl = 3p, 4p.97 Therefore, the
RAS space was formed by placing the 1s orbital in the RAS1
subspace, and the set of 2s, 2p, 3s, 3p, 4p orbitals in RAS2.
RAS3 was kept empty. The final states of Ne+ were obtained by
state averaging 20 roots for each irreducible representation of
the D2h point group. Notice that, in a purely atomic approach,
the atomic orbitals are eigenstates of angular momentum
operators.98 On the other hand, our computational method99

does not exploit spherical symmetry and angular momentum
expectation values, because it is mainly aimed at the
application to molecular systems. Hence, we assign our Ne+

final states based on the designations and binding energies
(BE) from optical data97 and by comparing with pure atomic
calculations.100

The Auger decay processes can either be of the participator
type, where the electron promoted to the 3p orbital
participates in the autoionization,

1s 3p (2s 2p) e1 7→ +− −

of the spectator type, where the electron promoted to the 3p
orbital does not participate in the autoionization,

1s 3p (2s 2p) 3p e1 6→ +− −

or of the shakeup type,

1s 3p (2s 2p) 4p e1 6→ +− −

where an additional excitation into a Rydberg level is also
involved. The calculated RAES spectrum is presented in Figure
2, together with the experimental result redigitized from ref 81.
The relevant decay channels and relative intensitiesgiven as
a percentage of the dominant 2F(1s2 2s2 2p4 (1D) 3p1)
(spectator) channelare given in Table 1, where a
comparison with experiment is also provided.81,101

At first glance, the computed Auger spectrum of Figure 2
reproduces the main experimental features quite well, in virtue
of which, a straightforward assignment of the experimental
features is possible. The weak experimental feature observed at
48.5 eV, assigned to the participator Auger channel
2S(1s2 2s1 2p6), was obtained in our calculation at 48.40 eV,
but with negligible decay rate. The next feature, attributed to
the spectator channel 2P(1s2 2s22p4(3P) 3p1), was obtained at
52.18 eV in our calculation and 53.06 eV in the experiment.
This feature is non-negligible in our calculation, but it shows a
weaker intensity, compared to what is seen in the experiment
(cf. Table 1 for the relative intensities). Although these two
features located at 48.5 and 53.0 eV are experimentally
measurable, they account only for a few percent of the total
decay. The dominant features exhibited in the experiment81 are

attributed to the 2F, 2P and 2D spectator Auger channels, which
are observed between 55.0 eV and 55.5 eV. These states are
split into two sharp and intense peaks, according to the
experimental spectrum81 reproduced in the bottom panel of
Figure 2. We obtained 12 Ne+ (1s2 2s1 2p4 3p1) final states with
BE within 55.0 and 55.5 eV, but they form groups of almost
degenerate states such that one could directly attribute them to
the corresponding 2F, 2P, and 2D spectator Auger channels, in
analogy to the assignments of ref 81. The BEs for the 2F, 2P.
and 2D channels were obtained at 55.08, 55.25, and 55.53 eV,
respectively, which exhibit good agreement with the reference
BEs, within a margin of 0.5 eV. The relative intensities
experimentally determined for the 2P and 2D channels (with
respect to the 2F channel) are 37% and 72%, respectively,
whereas the relative intensities estimated based on our
calculations are 20% and 75%.
The mean deviation of the calculated BEs, relative to the

experimental values, is ∼0.5 eV, which is considered to be very
good. One possibility to further improve the calculationsif
desiredwould be to try larger uncontracted basis sets with
more diffuse functions, like some of the ones employed by
Grell et al. in ref 44, and also include relativistic treatment.
Another possibility is to try some other extended active spaces,
e.g., by including d orbitals in the RAS2hereby improving
the bound state description. However, since our goal was to
obtain results in good agreement with experiment, yet retaining

Figure 2. Neon RAES spectra for the 1s−1 3p(1Po) resonance. The
experimental points were redigitized from ref 81. The spectrum was
broadened with Gaussian functions using a half width at half
maximum (HWHM) of 0.1 eV.
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an affordable computational cost, we believe that the
calculation performed with the current computational setup
is already a good compromise between cost and accuracy.
Going higher up in energy in the spectrum, we reach the

region of the shakeup channels, where an additional excitation
to the Rydberg 4p level is also involved. One important feature
in this region is the strong peak observed at 60.82 eV (the
computed BE is 60.48 eV), attributed to the 2F(1s2 2s2

2p4(1D) 4p1) channel. Similar to what was previously noted,
we observe a fairly good agreement with the experiment,

although with some room for improvement. Another useful
piece of information extracted from our calculation is the total
decay rate (ΓTotal), which has been determined here to be 9.36
× 10−3 a.u., versus an experimentally determined value of (8.08
± 1.1) × 10−3 a.u.101 Other theoretical estimates of this
quantity were calculated for different computational protocols
in ref 44. In their study, Grell et al. evaluate Auger decay rates
of the Ne 1s−1 3p resonance, combining the RASSCF and
RASPT2 electronic structure methods for the bound part with
numerically obtained continuum orbitals within the SCI

Table 1. Neon Binding Energies and Relative Intensitiesa of Some Relevant Decaying Channels of the Resonant Auger
Spectrum of the 1s−1 3p(1Po) Excitation

Binding Energy, BE (eV) Relative Intensitya

channel calculated, this work exp calculated, this work exp81

2S(1s2 2s1 2p6) 48.40 48.54 0 3
2P(1s2 2s2 2p4(3P) 3p1) 52.18 53.06 1 3
2F(1s2 2s2 2p4(1D) 3p1) 55.08 55.56 100 100
2P(1s2 2s2 2p4(1D) 3p1) 55.25 55.82 20 37
2D(1s2 2s2 2p4(1D) 3p1) 55.53 55.92 75 72
2P(1s2 2s2 2p4(3P) 4p1) 57.4 58.03 1 2
2P(1s2 2s2 2p4(1S) 3p1) 59.0 59.40 27 32
2F(1s2 2s2 2p4(1D) 4p1) 60.48 60.82 57 86
2P(1s2 2s2 2p4(1S) 4p1) 64.23 64.58 13 14

total decay rate, ΓTotal (× 10−3 a.u.) 9.36 (8.08 ± 1.1)b

aValues given as a percentage, relative to the dominant 2F(1s2 2s2 2p4(1D) 3p1) channel. bData taken from ref 101.

Figure 3. CO RAES at the O K-edges (left panels) and C K-edges (right panels). The experimental points were extracted from ref 82. The spectra
were broadened with Gaussian functions using HWHM values of 0.7 and 0.1 eV, for the O and C K-edges, respectively.
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approximation (see section 2.2). Here, we use the same
electronic structure approach, but a different computational
protocol to treat the bound part, and a different strategy to
treat the electron in the continuum (see section 2.1). Overall,
our results are in good agreement with the findings of ref 44, as
well as other calculations obtained at the atomic fully
relativistic multiconfiguration Dirac−Fock (MCDF) level,100

by many-body perturbation theory102,103 and with the Green’s
function approach.39

4.2. Carbon Monoxide (CO). The RAES spectra of CO
following the 1s → 2π excitation at the C and O K-edges are
presented in Figure 3 alongside with experimental data
extracted from ref 82. The ground-state HF occupied
molecular orbitals of CO are 1sO

2 , 1sC
2 , 1 2s

2σ , 2σ2, 1π4, 3σ2. In
our calculations, the 1s orbital of either carbon or oxygen
(depending on the K-edge consider) forms the subspace RAS1.
The 1σ2s orbital is kept doubly occupied. The RAS2 subspace
is formed by the occupied valence orbitals 2σ, 1π, 3σ, plus the
4σ and 2π virtual orbitals. With this active space, we obtained
287.49 and 534.39 eV for the 1s → 2π excitation energies at
the carbon and oxygen K-edges, respectively. The correspond-
ing experimental excitation energies are 287.40 and 534.2 eV.82

The CO+ doublet states have been obtained by state-averaging
eight states for each irreducible representation of the C2v point
group symmetry in the case of the C K-edge, and 30 states for
each irreducible representation in the case of the O K-edge.
The resonant Auger spectra of CO have been the subject of

previous computational studies where the one center
approximation has been used.47,53,54,82 In ref 82, the complete
active space configuration interaction (CASCI) approach was
employed, together with a TZP basis set.104 The authors also
computed the vibrationally resolved spectrum for the C K-
edge,53,82 which we do not consider in the present work.
Overall, the computational results obtained in refs 47, 53, and
82 showed very good agreement with the experimental data.
Our results, illustrated in Figures 3a and 3b, for the O and C
K-edges, respectively, also exhibit very nice agreement with the
experiment. In fact, the quantum chemistry protocols used in
ref 82 and in our present work are not very different. Both are
based on a CI expansion of spin-adapted configuration state
functions, and on the same approximate treatment of the
electron in the continuum. Thus, the agreement observed
between our results and those of the above-mentioned
computational studies was expected. An advantage of our
methodology (as already highlighted in section 1) is the
possibility of computing Auger decay rates with a set of
nonorthonormal CASSCF molecular orbitals optimized for
each manifold separately. Hence, electronic relaxation
following core-excitations and correlation effectsfurther
introduced by perturbation correction of second orderare
properly taken into account.
In Figure 3a, we compare the computed resonant Auger

spectrum at the O K-edge with the experiment. It is possible to
say that all the experimental features are reproduced in the
computed spectrum with remarkable agreement. The O 1s
resonant Auger spectrum can be separated into participator
and spectator channels. The participator channels are the 3σ−1,
1π−1, and 2σ−1 states with computed binding energies at 13.7,
17.0 and 19.8 eV, respectively. The 3σ−1 and 2σ−1 channels
appear in the spectrum as weak features, compared to the
intense 1π−1 peak. The structure observed at ∼23 eV is
attributed to the contribution of two spectator states

characterized by the 3σ−1 1π−1 2π1 (BE = 22.9 eV) and
3σ−2 2π1 (BE = 23.9 eV) configurations. The most intense
feature, located at 29.3 eV, is assigned to a spectator state with
configuration 1π−2 2π1. Furthermore, a large number of states
with 2h1p character contribute to the structures between 30
and 35 eV, with most of them having in common the 1π−2 2π1

configuration. The weak structure observed at 38.9 eV is
assigned to a 2σ−2 2π1 configuration. Notice that, generally, our
assignments correspond to the ones given in ref 82.
The resonant Auger spectrum following the 1sC → 2π

excitation is given in Figure 3b. The experimental spectrum is
vibrationally resolved,82 whereas the calculated spectrum is
not. However, the computed spectrum perfectly reproduces
the associated electronic states, providing straightforward
assignment of the experimental features. In contrast to the O
K-edge spectrum, the participator channels with configurations
3σ−1 and 1π−1 are the most intense features in the C K-edge
spectrum. The region above 22 eV represents the spectator
states. Two states with main configuration 3σ−2 2π1 and
3σ−1 1π−1 2π1 are responsible for the broad feature appearing
in the experiment at ∼23 eV. The intense peak at 27.7 eV is
assigned to the 2σ−1 3σ−1 2π1 configuration. Once again, we
find our assignments in good agreement with the ones given in
ref 82.

4.3. Nitrogen (N2). The nitrogen molecule is a
homonuclear diatomic molecule with a triple bond. The
highly correlated electronic structure of N2 poses some
challenge to most computational quantum chemistry meth-
ods.105−108 Furthermore, when it comes to resonant Auger
spectroscopy, an important part of the involved electronic
states is associated with 2h 1p configurations, which are
recognizably challenging for many standard quantum chem-
istry methods. Thus, reproducing the RAES of the 1s−1 2π1

excited N2 with a satisfactory agreement with the experiment
requires that both the quantum chemistry method employed to
compute the initial excited and the final cationic states, as well
as the method used to couple the bound states with the
continuum state, are equivalently accurate. Here we compare
our results, presented in Figure 4, with the experimental
spectrum extracted from ref 83. The ground-state HF occupied
molecular orbitals of N2 are s1 N

2 , s1 N
2 , 1 s2

2σ , 2σ2, 3σ2, and 1π4.
The RAS1 subspace is formed by the two 1sN orbitals. The
RAS2 contains all the occupied orbitals (1 s2

2σ , 2σ2, 3σ2, 1π4)
plus the 4σ and 2π virtual orbitals. To facilitate the application
of the OCA in this molecular system with two equivalent
atoms, we have reduced the point group symmetry to C2v and
localized the core orbitals applying a Cholesky localization
procedure,95 similar to what we recently did to compute
double-core-hole spectra.75 Alternatively, one could have
localized the core orbitals using the Boys109 or the Pipek−
Mezey110 methods. However, this would imply lowering the
point group symmetry to C1, which is a path we find less
attractive, as point group symmetry reduces the computational
effort and facilitates the analysis of the results. The N2

+ doublet
states were obtained by state-averaging over 30 states for each
irreducible representation of the C2v point group.
The RAES of the 1s−1 2π1 excited N2 has been previously

obtained by Fink48 within the OCA, using CASCI wave
functions and a TZP basis set.104 The 1sN → 2π excitation
energy obtained here is of 400.9 eV, which is in remarkable
agreement with the experimentally determined value of 401.1
eV.111 The comparison of our RAES, shown in Figure 4, with
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the experimental data also yields very good agreement. The
spectral region from 15 eV to 18 eV contains the participator
Auger channels 3σ−1, 1π−1, and 2σ−1, which we obtain at 15.17
eV, 16.81, and 18.38 eV, respectively. The 1π−1 state is the
most intense feature in the spectrum, while the 3σ−1 state
appears in the experiment as a shoulder at the left side of the
main peak. This observation is in agreement with the
computed spectrum, although the shoulder at the right side
of intense peak in the calculated spectrum (corresponding to
the 2σ−1) is not clearly evident in the experiment. A large
number of spectator states are responsible for the broad and
intense feature observed in the experiment between 24 and 30
eV. This region is reasonably well reproduced by our
convoluted spectrum. Nevertheless, the most relevant
spectator states in this region can be associated with the
following N2

+ configurations: 3σ−1 1π−1 2π1 (BE = 24.22 eV),
3σ−2 2π1 (24.99 eV), 1π−2 2π1 (25.82 eV), 1π−2 2π1 (26.92 eV)
and 1π−2 2π1 (27.85 eV). We assigned the N2

+ configuration
2σ−1 3σ−12π1 to the weak peak observed at 31.72 eV. Our
assignments are in general good agreement with the spectral
attributions given by Fink in ref 48.
With the resonant Auger spectrum of the 1s−12π1 excited N2,

we exemplify that by using a computational protocol based on
RASSCF/RASPT2 wave functions with localized core orbitals,
it is easy to apply the OCA to any molecular systems with
equivalent atomic centers. Thanks to the Cholesky localization
procedure,95 we could distinguish between the two equivalent

N atoms and apply the OCA, while still retaining (some) point
group symmetry. We will use the same strategy again to
calculate the resonant Auger spectrum of pyrimidine at the N
K-edge in section 4.7.

4.4. Isocyanic Acid (HNCO). Isocyanic acid is an appealing
candidate for a computational benchmark: it is isoelectronic
with CO2 and, at the same time, less symmetric (it belongs to
the Cs point group), while it contains the most abundant
elements present in most common organic molecules, namely,
H, C, N, and O. NEXAFS and Auger spectra of isocyanic acid
have been recently reported in a joint theoretical/experimental
study84 for all three K-edges, i.e., O, C, and N. Because of the
large number of systems contemplated in the present work, we
have chosen to report only our results at the O K-edge, we
compare them with available experimental/calculated results.84

Our active space was formed by distributing 14 electrons as
follows: the 1sO orbital in the RAS1 subspace, the 6−12a′ and
1−3a″ orbitals in the RAS2 subspace. The active molecular
orbitals are shown in Figure 5. With this active space, we

obtain, at the RASPT2 level, a 1sO → 10a′ excitation energy of
534.39 eV, which compares well with the experimental value,
determined as 534.0 eV,84 and with another calculated result of
534.0 eV, obtained with a Multiconfiguration Coupled
Electron Pair Approach (MCCEPA) and the cc-pVTZ
basis.84 Our calculated s1 O

1− ionization energy is 539.60 eV,
whereas the value obtained with MCCEPA/cc-pVTZ84 was
540.2 eV. The HNCO+

final doublet states have been obtained
by state-averaging over 40 states of symmetry a′ and 40 states
of symmetry a″. In the case of HNCO2+, we computed 40
singlet and triplet states of symmetry a′, and 40 singlet and
triplet states of symmetry a″.
Our spectra and the redigitized experimental ones extracted

from ref 84 are presented in Figure 6. More specifically, in
Figure 6a, we show the RAES of the 1sO→ 10a′ core-excited
HNCO, while in Figure 6b, we show the nonresonant AES.
The experimental resonant Auger spectrum consists of a
wealth of structures. The calculated resonant spectrum shown
in Figure 6a captures all experimental features remarkably well.
It is worth mentioning that, in ref 84, the authors argue that
the CASCI approach they used to compute the Auger spectra
has a tendency to overestimate the separation between the final
cationic states. In other words, CASCI would arguably yield a
stretched version of the Auger spectrum, with the BEs in
mismatch with the experimental result. This observation is
most likely to be a consequence of a poor treatment of

Figure 4. N2 RAES spectra. The experimental spectrum was
redigitized from ref 83. The computated spectrum was broadened
with Gaussian functions using a HWHM of 0.5 eV.

Figure 5. HNCO active space molecular orbitals. Orbitals 6−9a′ as
well as 1−2a″ are occupied orbitals in the ground state. Orbitals 10−
12a′ and 3a″ are virtual orbitals.
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dynamical correlation within the CASCI method. Dynamical
correlation effects are of major relevance when it comes to
2h1p states, as it was recently demonstrated with EOM-CCSD
calculations.41 To remedy this issue, Holzmeier et al.84 applied
an empirical multiplicative factor to “squeeze” their computed
spectra obtained with CASCI. The empirical factor was
determined as 0.85 and shown to be independent from the
core excited state. This is reasonable if one considers its source
to be an insufficient treatment of the correlation effects on the
final cationic states, because they are not dependent on the
core excited state. The authors84 further scaled their CASCI
BEs with the empirical factor and the MCCEPA binding
energy of the lowest energy cation (E0), i.e.,

E E E E E0.85( )i ibind,
CASCI

0
CASCI

0
MCCEPA

gs
MCCEPA= − + −

Notice that, in our treatment, which uses RASSCF/RASPT2
wave functions, correlation effects are properly taken into
account, yielding results in agreement with the experimental
spectra, needless of any scaling.
The most important states of the RAES and AES of

isocyanic acid according to our calculations are listed in Table
2. We first briefly describe the RAES of the 1sO → 10a′ core-
excited HNCO. Five participator Auger states (1h) are
responsible for three weak structures in the spectrum observed
at 12.0, 15.5, and 17.5 eV. The first structure, at ∼12.0 eV, has
a shoulder on the left side, at 11.4 eV, which we attribute to the
(9a′)−1 state, while the main peak at 12.0 eV is attributed to
the (2a ) 1″ − state. The next structure, observed at 15.5 eV, is

assigned to the (8a′)−1 and the (1a ) 1″ − states, both with the
same binding energy. The third weak peak of the RAES
spectrum, obtained at 17.3 eV, is attributed to the participator
state (7a′)−1. The broad structure observed between 19 eV and
22 eV can be attributed to three spectator (2h1p) states,
calculated at 19.64, 20.24, and 21.22 eV; their electronic
configurations can be found in Table 2. However, note that the
most intense state contributing to this feature is the one
obtained at 19.64 eV, assigned to the (2a ) (10a )2 1″ ′−

final state.
The next structure, observed at ∼24−26 eV, consists of a large
number of decaying states. In Table 2, we list only two of
them, which we obtained at 24.82 and 25.36 eV, and these
were observed to have larger intensities in this region of the
spectrum. The same applies for the very broad peak observed
above 27 eV, for which we list only the two most intense states
in this region, obtained at 28.0 and 28.5 eV (see Table 2). Our
assignments are in good agreement with the ones reported in
ref 84.
The AES spectrum shown in Figure 6b also exhibits

excellent agreement with both experimental and other
calculated spectra.84 A core-ionized doublet state can decay
via Auger process to a singlet or triplet final dicationic state.
Sticks of different colors representing the singlet (blue) and
triplet (green) channels are also shown in Figure 6b. Our
calculations indicate that the Auger intensities related to the
triplet channels of isocyanic acid are negligible, compared to
the dominant singlet channels, being ∼1% of the intensities
observed for the singlet channels. This is consistent with the

Figure 6. Isocyanic acid (HNCO). RAES (left), and AES (right) spectra at the O K-edge. The experimental points were extracted from ref 84. The
spectrum was broadened with Gaussian functions using a HWHM of 0.5 eV.
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result of another computational analysis.84 Therefore, to
simplify the discussion, we will consider in the following all
dicationic final states of HNCO to be singlet states only.
The first feature in the AES spectrum is a broad structure

that extends from 33 eV to 35 eV. We attribute this structure
to two states very close in energy, obtained at 33.4 and 33.8
eV, with main configurations (2a ) 2″ − and (9a ) (2a )1 1′ ″− − ,
respectively, and a third state contributing as a shoulder at
35.0 eV, assigned to the (9a′)−2 configuration. At higher
energies (i.e., from the intense peak observed at ∼38 eV
onward), the mixing of the two-hole (2h) states becomes very
strong, as it can be appreciated from the results in Table 2. The
following structures are more difficult to rationalize, since they
involve a large number of states with multiconfigurational
character. The assignments, in terms of the most intense states
in this region of the spectrum, are also given in Table 2.
However, we highlight the important involvement of the 8a′
ionization throughout the broad intense feature observe at
∼42−45 eV. Similarly, the weak structure observed at ∼50 eV
can be attributed mainly to a double excitation involving the
7a′ orbital. We notice that our convoluted AES spectrum
shows better correspondence with the experimental profiles
than the one obtained in ref 84.
4.5. Water (H2O). The normal Auger spectrum (AES) of

water has been obtained with the OCA and the SCI
approaches, and the respective results are presented in Figure
7, along with the experimental spectrum.112 The active space

was formed by the 1sO orbital in RAS1 the 2−4a1, 1−2b1, and
1−2b2 orbitals in RAS2.113 The computed RASPT2 s1 O

1−

ionization energy is 540.11 eV, which is in good agreement
with the experimental value of 539.7 eV.112 The singlet and
triplet final states of H2O

2+ were obtained by state averaging
over 20 roots for each irreducible representation of the C2v
point group.
It has previously been demonstrated that core-excited water

molecules undergo ultrafast dissociation process in a time scale
comparable to the core−hole lifetime, i.e., a few femto-
seconds.65 Core-ionized water molecules do not undergo

Table 2. Isocyanic Acid. Binding Energies and Main
Character of Selected Cationic States of the RAES at the 1sO
→ 10a′ Resonance, and of the AESa

binding energy,
BE (eV) state main configuration [with CI weight]b

RAES (Spectrum Shown in Figure 6a)
11.43 (9a′)−1[0.87]
12.03 (2a″)−1[0.88]
15.56 (8a′)−1[0.79]
15.56 (1a″)−1[0.77]
17.36 (7a′)−1[0.81]
19.64 (2a″)−2(10a′)1[0.71]
20.24 (2a″)−2(3a″)1[0.31] + (9a′)−1(2a″)−1(10a′)1[0.49]
21.22 (9a′)−1(2a″)−1(3a″)1[0.42] + (9a′)−2(10a′)1[0.29]
24.82 (1a″)−1(2a″)−1(10a′)1[0.34] +

(8a′)−1(9a′)−1(10a′)1[0.14]
25.36 (1a″)−1(2a″)−1(3a″)1[0.12] +

(1a″)−1(9a′)−1(10a′)1[0.22]
28.00 (8a′)−2(10a′)1[0.18]
28.51 (1a″)−2(10a′)1[0.10] + (8a′)−1(1a″)−1(3a″)1[0.11] +

(6a′)−1(9a′)−1(10a′)1[0.17]
AES (Spectrum of Figure 6b)

33.46 (2a″)−2[0.75]
33.80 (9a′)−1(2a″)−1[0.80]
35.01 (9a′)−2[0.71]
38.32 (9a′)−1(1a″)−1[0.30] + (8a′)−1(2a″)−1[0.19] +

(7a′)−1(2a″)−1[0.14]
38.62 (1a″)−1(2a″)−1[0.24] + (7a′)−1(9a′)−1[0.25] +

(8a′)−1(9a′)−1[0.18]
42.11 (8a′)−2[0.34] + (6a′)−1(9a′)−1[0.16]
42.44 (8a′)−1(1a″)−1[0.39] + (6a′)−1(2a″)−1[0.17]
44.73 (7a′)−1(8a′)−1[0.44] + (6a′)−1(9a′)−1[0.11]
49.79 (7a′)−2[0.27] + (6a′)−1(7a′)−1[0.18]

aThe numbers within square brackets correspond to the CI weight of
the given configuration. bWe show only configurations with CI
weights of >0.1.

Figure 7. H2O. AES spectra obtained with the OCA (top panel) and
SCI (middle panel). The experimental spectrum (in red) was
digitized from ref 112. The computed spectra were broadened with
Gaussian functions, using a HWHM of 1.0 eV.
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ultrafast dissociation, but they are sensitive to nuclear
relaxation dynamics, as it has been shown in the study by
Inhester et al.45 Here, we limit ourselves to reporting the AES
of water obtained at the ground-state experimental equilibrium
geometry.
The main H2O

2+ singlet and triplet decay channels relevant
to the AES spectrum of water are collected in Table 3.

Theoretical calculations for the normal Auger spectrum of
water have been previously reported in a variety of different
studies.25,41,45,46 In Table 3, we compare our results only with
recent calculations by Inhester et al.45 To facilitate the
comparison with ref 45, we have plotted the normal Auger
spectrum using a kinetic energy (KE) scale, instead of the BE
scale otherwise applied for the other systems presented here.
A visual inspection of the calculated results in Figure 7

shows a fairly good agreement between the Auger intensities
obtained with the OCA and the SCI approaches. Reasonable
agreement with the experimental spectrum is also observed,
regardless of the fact that we have ignored nuclear motion in
our calculations.65 At higher KEs (>490 eV), the relative
intensities of the decay channels calculated with the OCA and
SCI are quite similar to each other and to other calculations.45

At lower KEs, generally, we observe the relative intensities
obtained with the OCA to be weaker than the SCI ones. For
example, the OCA relative intensity of the 2a1

2− singlet channel
is about half the SCI relative intensity of the same state (see
Table 3). We also observe that the intensities stemming from

triplet channels have a tendency to be weaker in the OCA than
with the SCI approach.
The total decay rates ( )Total

AESΓ calculated with the OCA and
SCI approaches were obtained as 66.29 × 10−4 a.u. and 49.35
× 10−4 a.u., respectively. Earlier reported values of Total

AESΓ are
60.01 × 10−4 a.u.,45 55.20 × 10−4 a.u.,25 and 50.15 × 10−4

a.u.41 Our Total
AESΓ values from the OCA and SCI are in the

extremities of these reported calculated values.25,41,45

4.6. Nitrogen Dioxide (NO2). We now analyze the RAES
spectrum of NO2, an open-shell molecule with the 6a1 orbital
singly occupied, and thus possessing a doublet reference
ground state. The multiconfigurational character of NO2 is an
additional motivating aspect for applying our multireference
computational protocol based on RASSCF/RASPT2 wave
functions and the OCA. The resonant Auger decay process of
an open-shell molecular system is similar to the physical
process of a nonresonant Auger decaythat is, the reference
doublet state decays via Auger process into a manifold of
singlet or triplet ionized states (see Figure 1). Recently, the
RAES of NO2 has been successfully obtained within the SCI
method in ref 68. In that study, the authors observed that the
spectra and decay rates obtained from the one center model
closely resemble the ones achieved when all atomic centers are
included. Such an observation is a direct consequence of the
almost purely local nature of the Auger process, at least for the
molecular systems considered so far. Here, we reanalyze the
RAES of NO2 at the N K-edge and provide a comparison of
the results obtained with both the OCA and SCI.
In Figure 8, we present the RAES spectrum of the 1sN → 2b1

core-excited NO2 calculated here, together with the exper-
imental resonant Auger spectrum and the photoelectron
spectrum (PES), digitized from ref 85. The intensities of the
calculated PES have been obtained within the sudden
approximation114 limit by taking the squared norm of the
one-particle Dyson orbital of each ionization channel (see, e.g.,
ref 7.). Our active space was assembled by distributing 13
electrons over 11 active orbitals. The 1sN orbital was added to
the RAS1 subspace, while the 4−7a1, 1−2b1, 1a2, and 3−5b2
orbitals were placed in the RAS2 subspace. Singlet and triplet
final NO2

+ states were obtained by state averaging over 30
states for each irreducible representation of the C2v point
group. The main 1sN → 2b1 excitation energy was calculated at
403.33 eV, whereas the reference value determined exper-
imentally was 403.26 eV.85 In fact, because of the radical
nature of NO2, the 1sN → 2b1 excitation is obtained as two
different spin-coupled states: 1s 6a 2b( )

1
1( )
1

1( )
1

α β α
− (at 402.80 eV)

and 1s 6a 2b( )
1

1( )
1

1( )
1

α α β
− (at 403.33 eV), also called, in ref 85, the

low- and high-energy flanks of the 1sN → 2b1 resonance.
However, we observed that the lower energy state is practically
dark, whereas the high energy state, calculated 403.33 eV, is
bright: the oscillator strengths obtained for the low- and high-
energy flanks are 2.6 × 10−4 and 6.6 × 10−2, respectively.
Therefore, we will concentrate only on the high energy flank of
the 1sN → 2b1 excitation in the following analysis of the RAES
of NO2. We note, nonetheless, that, in the experimental
analysis of Piancastelli et al.,85 as well as in the theoretical
analysis of Grell and Bokarev,68 the authors addressed the
effects of the different flanks of the 2b1 resonance to the RAES,
but their analyses were inconclusive, regarding the RAES
stemming from low-energy side of the resonance. Grell and
Bokarev68 argued that resolving the RAES spectrum stemming

Table 3. H2O. Binding Energies of the H2O
2+ States

Relevant to the AESa

BE (eV) Relative ΓAES

this
work ref 45

H2O
2+ main

configuration OCA SCI ref 45

491.61 492.36 3a 1b (S)1
1

2
1− − 73 71 68

499.93 500.67 3a 1b (T)1
1

1
1− − 1 6 3

498.65 499.39 1b (S)1
2− 100 100 100

497.33 497.98 3a 1b (S)1
1

2
1− − 98 99 92

495.64 496.60 1b 1b (T)2
1

1
1− − 0 1 0

493.86 494.64 3a (S)1
2− 70 56 70

493.95 494.68 1b 1b (S)2
1

1
1− − 86 88 80

493.82 494.63 3a 1b (T)1
1

2
1− − 1 4 2

486.54 487.45 1b (S)2
2− 52 47 55

481.78 482.30 2a 1b (T)1
1

1
1− − 14 45 25

480.73 480.58 2a 3a (T)1
1

1
1− − 10 26 22

477.14 476.82 2a 1b (T)1
1

2
1− − 6 12 12

476.37 475.76 2a 1b (S)1
1

1
1− − 15 25 39

473.54 473.27 2a 3a (S)1
1

1
1− − 37 49 47

469.26 468.75 2a 1b (S)1
1

2
1− − 11 18 26

456.21 457.19 2a (S)1
2− 16 43 18

ΓTotal
AES (× 10−4 a.u.) 66.29 49.35 60.01

aRelative ΓAES are compared with results from ref 45. Labels (S) and
(T) respectively indicate singlet or triplet states of H2O

2+.
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from the low energy state would require a more involved
treatment of the Auger decay process within the one-step
model,70 as well as the inclusion of nuclear dynamics effects.
The spectrum we obtained with the OCA-RASPT2

approach shows very good agreement with the experimental
data,85 as one can easily conclude by visual inspection of
Figure 8. Therein, we also show the stick spectrum of the peaks
stemming from the singlet and triplet states of NO2

+. In
contrast with what we observed for HNCO, the triplet

channels are the dominant states of the RAES spectrum of
NO2. The vertical solid gray lines shown in Figure 8 indicate
the features found in the PES spectrum that correspond to the

b3 2
1− and 4a1

1− photoionizations, calculated at 18.8 and 20.9
eV, respectively. From the calculated PES (bottom panel of
Figure 8), the general observation is that all relevant features
present in the experiment85 are reproduced by our calculation,
implying that our active space/basis set are well-suited for this
problem. A point of divergence from experiment is the
intensity of the peak observed at 20.9 eV a(4 )1

1− . Although we
reproduce the energy of this state, its calculated intensity
obtained within the sudden approximation114 limitis under-
estimated. The presence of the b3 2

1− and a4 1
1− peaks in the

experimental RAES and their absence in the calculated RAES
spectrum suggest that a considerable amount of the absorbed
photon flux leads to direct ionization of the molecule, instead
of resonant excitation. This suggestion of direct photoionized
states being concomitantly generated with the RAES
experimental spectrum85 was originally put forward by Grell
and Bokarev,68 and we endorse it here with our results.
Moving to the analysis of the Auger spectrum, we labeled

the main features observed in Figure 8 from 1 to 5. Feature 1 is
a weak peak obtained at 10.7 eV, and we assign it to the
participator decay channel leading to the cationic singlet state
with configuration a(6 )1

01 that is, the decay of the a6 1
1

electron to fill the core−hole, and the ejection of the core-
excited electron in the 2b1 orbital into the continuum. Notice
that this state can also be reached by direct photoionization of
the unpaired electron in the ground state a(6 )1

12 . The intense
peak observed at ∼17 eV, labeled peak 2, is dominated by
three triplet participator Auger states, with major config-
urations (5a 6a )1

1
1
13 − , (6a 1a 4b )1

2
2

1
2

13 − − , and a b(6 1 )1
1

1
13 − , obtained

at 17.2, 17.3, and 17.8 eV, respectively, and by the singlet state
with configuration (6a 1a 4b )1

2
2

1
2

11 − − , obtained at 17.7 eV. We
also observe an intense peak at 19.5 eV (peak 3) associated
with the spectator (6a 2b 1a 4b )1

1
1
1

2
1

2
13 − − configuration, followed

by the intense peak at 21.7 eV (peak 4) attributed to the
spectator (6a 2b 1a )1

1
1
1

2
23 − configuration. The last feature we

highlight is peak 5, centered at 22.5 eV. This peak is associated
with the overlap of two triplet states assigned to the
(6a 1b 2b )1

0
1

1
1
13 − and (6a 2b 1a 4b )1

0
1
2

2
1

2
13 − − configurations.

As expected, the results of OCA are in fairly good agreement
with those of the SCI method. We highlight regions around
peaks 2 and 3. In peak 2, the OCA intensity is more
pronounced, whereas in peak 3, the SCI intensity is higher
than the OCA. One can still see that the intensity of peak 1,
which is a singlet decay channel, is practically the same in both
methods. At higher energies (peaks 4 and 5), the decay rates
are slightly larger in case of SCI. Similar to water, the
differences are mostly stemming from the more pronounced
contributions of triplet decay channels in the case of SCI.

4.7. Pyrimidine (C4H4N2). We now benchmark our
methodology against the experimental RAES of pyrimidine
(C4H4N2), an organic molecule having four C and two N
atoms arranged in a C2v symmetric six-membered heterocyclic
ring. Since three nucleobases, thymine, cytosine and uracil, are
pyrimidine derivatives, pyrimidine has been used as a common
prototype system in numerous studies aimed at understanding
the basics mechanisms involved in photoinduced DNA
damage.86,115−121 We base our computational analysis on the

Figure 8. NO2 RAES spectra at the N K-edge from OCA (blue) and
SCI (orange). The experimental spectra were digitized from ref 85.
The computed spectrum was broadened with Gaussian functions
using a HWHM of 0.4 eV. The bottom panel shows the calculated
and experimental PES (off resonance) spectrum to indicate the
features in the RAES reminiscent from the PES.
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recent XAS and RAES measurements at the N K-edge in the
work of Bolognesi et al.86 A theoretical study has been recently
reported for the XAS, RAES and PES of pyrimidine by Grell
and Bokarev.68 In their report, the authors obtained resonant
Auger spectra at the nitrogen K-edge based on the RASPT2
approximation level and the SCI.68 However, an overall
agreement with the experimental RAES was not achieved; the
authors tentatively assigned the observed inconsistencies to
limitations in their quantum chemistry (QC) treatment of the
initial and final bound states. With the aim of overcoming the
above-mentioned disagreement between theory and experi-
ment, here, we revisit the resonant Auger spectrum of
pyrimidine at the N K-edge using new sets of RASPT2
calculations and two approximate treatments of the continuum,
i.e., OCA and SCI.
For this purpose, we designed two different QC schemes in

the following, which we reference as QC-I and QC-II, based on
two distinct, but still compact, RAS spaces. A schematic
representation of both QC schemes is shown in Figure 9.
In its ground state, considering C2v point-group symmetry,

and the molecule lying on the xz-plane with the C2-axis along
the z-direction, pyrimidine has the following HF configuration:

[core]

(1a ) , (1b ) , (2a ) , (3a ) , (2b ) , (4a )1
2

1
2

1
2

1
2

1
2

1
2

[valence]

(5a ) , (3b ) , (6a ) , (4b ) , (7a ) , (8a ) , (5b ) , (9a ) , (6b ) ,

(10a ) , (1b ) , (11a ) , (1a ) , (7b ) , (2b )
1

2
1

2
1

2
1

2
1

2
1

2
1

2
1

2
1

2

1
2

2
2

1
2

2
2

1
2

2
2

As noted previously, the RAS1 subspace is reserved for the
1sN orbitals. Notice that the 1sN orbitals displayed in Figure 9
are localized on each atomic center. For that purpose, and in a
manner similar to what we did for N2, we reduced the point
group symmetry in the calculations from C2v to Cs and
localized the core orbitals applying a Cholesky localization
procedure.95 The valence space is distributed differently in the
two QC schemes. In QC-I, the set of molecular orbitals 11a1,
7b1, 1−3b2 and 1−3a2 was put in the RAS2 subspace, while the
RAS3 subspace was kept empty. Thus, in QC-I, 14 active
electrons are distributed over 10 active orbitals, restricted to a
maximum of one hole in RAS1 and, as usual, a full CI
treatment within the RAS2 space.122−124 To define QC-II, we
moved the 3 π* orbitals into the RAS3 subspace, and added
the set of occupied valence orbitals 10−11a1, 6−7b1, 1−2b2
and 1a2 to the RAS2 subspace. In QC-II, 18 active electrons
are distributed over 12 orbitals restricted to a maximum of one
hole in the RAS1 subspace and a maximum of two electrons in
the RAS3 subspace. For the calculation of core-excited states,
the CVS technique is invoked with the HEXS92 keyword
available in OPENMOLCAS.72 In each QC scheme, cationic final
(doublet) states have been obtained by state averaging over
150 states for each irreducible representation of the Cs point
group.
Note that, in the SCI Auger calculation, the origin of the

photoelectron orbital was set to the center of mass of the
molecule (see section 3 for more computational details),
whereas, in the OCA, the relevant matrix elements are
projected onto a single N atom, similar to what we did for
N2. Furthermore, the Auger-SCI code44,68 is not yet symmetry

Figure 9. Restricted active spaces defining the quantum chemistry schemes QC-I and QC-II of pyrimidine. In the upper frame, we show scheme
QC-I, which contains 10 orbitals and 14 electrons for the neutral system (13 electrons for the cation). In the lower frame, scheme QC-II is shown,
which has 12 orbitals and 18 electrons for the neutral system (17 electrons for the cation).
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adapted, and therefore the RASSCF/RASPT2 calculations
used with the SCI approach did not make use of point-group
symmetry. On the other hand, the OCA scheme was
implemented to take advantage of point group symmetry.
An analysis of the BEs obtained from the calculations with

and without symmetry demonstrates only minute differences in
the binding energies. Hence, employing point group symmetry
is not mandatory, but simplifies (and accelerates) the bound-
state calculations. The computational time spent in the SCI
numerical continuum calculation for pyrimidine is also worth
mentioning. The present SCI simulation was performed on 12
nodes/20 CPUs each (total of 240 CPUs) for ∼64 h. On the
other hand, the OCA Auger decay rates are promptly obtained,
their calculation taking no more than a few minutes on a single
CPU, since the computational effort needed to project the
MOs onto the MBS is minimal and the atomic two-electron
integrals are simply tabulated numbers.
The 1sN → π*(2a2) core-excited energy of pyrimidine was

calculated at 398.13 and 398.81 eV with QC-I and QC-II,
respectively, whereas the measured reference value is 398.8
eV.86 Thus, both QC schemes reproduce the inner-shell
excited state energy quite accurately. As for the resonant
Auger, we start with the analysis of Figure 10a, where we
compare the results obtained with the two continuum
treatments, SCI and OCA, both based on the same QC-I
scheme.

Visually, the convoluted spectra exhibit practically the same
spectral profiles, with only small differences. The Auger
participator channels associated with the final states with
n (7b )N

1
1

− , π−1(2b2), n (11a )N
1

1
− , and π−1(1a2) configurations

appear in the low energy region of the spectrum, in increasing
order of energy, from 9 to 11 eV (see data in Table 4). The
calculated participator states, from both SCI and OCA,
resemble the experimental profile quite well. The intensities
(decay rates) are slightly larger in the SCI, compared to the
OCA spectrum, but the differences are not substantial for any
of the mentioned states. The remaining part of the spectrum
above 12 eVis dominated by a manifold of spectator decay
channels leading to cationic states with 2h1p character. As we
can observe, from the stick spectra plotted together with the
convoluted spectra, that multiple transition contribute to each
peak, making it difficult to assign the experimental features to a
particular orbital configuration. However, we do observe that
the intensity distribution in the entire region above 12 eV is
not entirely satisfactory when we compare both SCI and OCA
QC-I results with the experiment. For example, the relative
intensity of the two peaks centered at ∼14.0 and 17.0 eV
(peaks C and E in Table 4) are weaker than expected
compared to the experimental intensities, taking as reference,
for comparison, the maximum of the participator peak
observed at ∼11 eV (peak B in Table 4).

Figure 10. Pyrimidine RAES spectra at the 1s→ π*(2a2) resonance. The experimental spectrum was redigitized from ref 86. The computed spectra
were broadened with Gaussian functions using a HWHM of 0.5 eV. On the left (panel (a)), we compare the spectra computed within the SCI and
OCA continuum approximations, both based on QC-I scheme. On the right (panel (b)), the computed RAES obtained with the OCA and QC-II is
compared to the experiment.
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In an attempt to improve the intensity distribution of the
RAES in the second region of the spectrum, rich with spectator
Auger decays, we therefore computed the RAES with the OCA
based on the QC-II scheme. The spectrum computed with the
QC-II scheme is presented in the top panel of Figure 10b
along, on the bottom panel, with the experimental spectrum
measured for the 1sN → π*(2a2) resonance.

86 To help with the
assignments, the main features in the calculated spectrum are
labeled from A to G, as in the experimental spectrum.86 The
same notation was used in Table 4, where the peaks
assignments were based on the calculations performed with
the QC-II scheme. The analysis of the resonant Auger
spectrum based on QC-II is performed only for the OCA
continuum, since its computational cost is significantly less,
compared to the SCI numerical procedure, and since the
comparison based on QC-I discussed earlier did not show
significant differences in the simulated spectra generated with
the SCI and OCA. The participator channels associated with
the n (7b )N

1
1

− , π−1(2b2), n (11a )N
1

1
− , and π−1(1a2) final states

contribute to the peaks labeled A and B (see Table 4 for the
individual BEs). These peaks got more intensity than
previously obtained with QC-I, but the convoluted shape of
the overlapping peaks A and B is the same as that observed
previously.
The main improvement brought in with QC-II is indeed in

the region above 12 eV, rich in Auger spectator decays to 2h1p

final cationic states. The peak labeled C is assigned to the final
state with main configuration 7b 2a1

2
2
1− and a BE of 14.85 eV.

The most intense peak seen from the experiment is peak E.
Also, in the experiment, we observe an asymmetry in the left
side of peak E like a shoulder near ∼15.7 eV. We suggest that
this shoulder could be associated with peak D obtained at
16.33 eV in the calculated spectrum. The cationic final state
associated with peak D has a multiconfigurational 2h1p
character, as it can be seen from the assignment in Table 4.
In this final state, the holes are distributed over the valence
orbitals nN(7b1), nN(11a1), π(1a2), π(2b2), and the particle in
the π*(2a2) virtual orbital. The intense peak E overlaps with a
large number of transitions, and the most intense ones are
listed in Table 4. However, notice that the intensity at the
maximum of peak E, when compared to peak B, is more in
accord with the experimental profile than that observed for
QC-I. The center of peak E in the convoluted spectrum is red-
shifted by ∼1 eV, with respect to the experiment. This error
can be immediately attributed to the limitations in our
quantum chemistry approximation, even though we cannot
discard photodissociation or other nuclear dynamical effects,
which are ignored in our simulations. It is known that the
RAES is very sensitive to nuclear relaxation pro-
cesses.11−14,63,64,66 The inclusion of nuclear dynamic effects
will be addressed in a further extension of this work aimed at
time-resolved Auger simulations. For the moment, we retain
ourselves to the analysis of the Auger spectra with the static
ground-state equilibrium geometry. Furthermore, the region of
the spectrum labeled F also comprises a very large number of
transitions. We highlight the shakeup 2h1p state calculated at
19.49 eV in which the particle is observed in the π*(3b2)
virtual orbital instead of the π*(2a2). Following peak F, a weak
peak is observed at ∼25 eV, which we label as peak G.
According to our assignment, given in Table 4, the holes in the
cationic 2h1p final state associated with peak G are distributed
over the valence orbitals nN(6b1) and nN(10a1), and the
particle in the virtual orbitals π*(2a2) and π*(3b2).

5. SUMMARY AND OUTLOOK

We have presented RAES and AES spectra obtained with a
new implementation of the Auger decay rates using the one-
center approximation48,49,53,125 based on a RASSCF/RASPT2
description of the target initial and ionized final states. Our
implementation in OPENMOLCAS takes advantage of the Abelian
point group symmetry, which usually simplifies the calculations
and the analysis of the final results. Furthermore, a
straightforward recipe was presented to select, from the cc-
pVXZ family76,90 of contracted basis sets, a minimal basis set
onto which we project the original MOs. This recipe can be
easily extended to any other family of contracted basis sets.
Resonant and nonresonant Auger spectra were obtained in
very good agreement with experimental data for neon, carbon
monoxide, molecular nitrogen, isocyanic acid, water, nitrogen
dioxide, and pyrimidine. For nitrogen dioxide and pyrimidine,
arguably the most challenging molecular systems in this work
due to the open-shell doublet ground state in the first case and
the molecular size in the other, the Auger spectra obtained
with both the OCA and the Auger-SCI approach44,68 yielded
very similar results.
Our first showcase system was the 1s→ 3p core-excited Ne

atom, whose resonant Auger spectrum stems almost entirely
from spectator and shakeup decay channels. The latter involves

Table 4. Pyrimidine. Binding Energies and Main Character
of Selected Cationic States of the RAES at the 1sN →
π*(2a2) Resonance Computed with the QC-II Scheme (see
Figure 9 for a Definition of the QC-I and QC-II Schemes)a

Binding Energy, BE
(eV)

label
this
work experimentb state main configuration [with CI weight]c

A 9.43 9.8 7b 0.911
1 [ ]−

9.87 2b2
−1[0.89]

B 10.84 11.3 11a 0.901
1 [ ]−

11.13 1a2
−1[0.91]

C 14.85 14.2 7b 2a 0.751
2

2
1 [ ]−

D 16.33 ∼15.7 7b 1a 2a1
1

2
1

2
1− − [0.37] + 11a 2b 2a1

1
2

1
2
1− − [0.19]

E 17.38 16.5 11a 1a 2a 0.531
1

2
1

2
1 [ ]− −

17.69 1a2
−12b2

−13b2
1[0.54]

17.94 1a 2b 2a 0.492
1

2
1

2
1 [ ]− −

18.17 11a1
−17b1

−12a2
1[0.49]

18.23 1a 2a2
2

2
1− [0.41] + 1a 2b 3b2

1
2

1
2
1− − [0.31]

F 19.49 7b 2b 3a1
1

2
1

2
1− − [0.32] + 11a 1a 3b1

1
2

1
2
1− − [0.20]

20.73 6b1−17b1
−12a2

1[0.25] + 11a1
−22a2

1[0.22]
21.61 6b 11a 2a1

1
1

1
2
1− − [0.27] + a a b10 11 31

1
1

1
2
1− − [0.14]

G 24.61 ∼25.8 6b 10a 3b1
1

1
1

2
1− − [0.12] + 6b 2a1

2
2
1− [0.11]

aThe numbers in parentheses correspond to the CI weight of the
respective configuration. bData taken from ref 86. cHere, we show
only configurations with CI weight of >0.1.
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a promotion to a Rydberg level, that is, its final states take the
form (2s2p)64p1. These shakeup Ne+ states have a tendency to
be very sensitive to the presence of diffuse primitives in the
basis set.44 Thus, for the Ne atom, we used a modified d-aug-
cc-pVQZ basis90 augmented with (3s2p2d) Rydberg-like
functions.91 For the remaining molecular systems, we used
compact basis setssuch as cc-pVTZ or a combination of DZ
with TZsince we were not aiming at the involvement of
Rydberg states in the decay channels of molecular systems, but
instead, in reproducing the main features observed in the
experiments maintaining a good compromise between quality
and computational cost.
Furthermore, we analyzed the resonant and nonresonant

Auger spectra of the small molecules CO, N2, HNCO, and
H2O, which have been previously computed within the OCA
elsewhere46,48,53,82,84 mostly based on CASCI initial and final
state wave functions, which are lacking dynamical correlation.
Our calculations differ mainly in the inclusion of dynamical
correlation effects on the initial and final state wave functions
by means of the MS-RASPT2 approximation,57,58 and
electronic relaxation of the core excited/ionized states by use
of a set of biorthogonal bound orbitals obtained within the SI
approach.59,74 The Auger spectra of CO and N2 obtained here
are very similar to previous results reported by Fink and co-
workers.48,53,82 For the isocyanic acid, correlation effects are
apparently more relevant in the calculations of initial core-
excited and the final cationic states, as we observe better
agreement between experiment and our calculated spectra than
in previously reported calculations,84 without having to rescale
the BEs with an empirical factor.
Being an open-shell system, the 1sN → π*(2b1) core-excited

NO2 molecule can decay either to singlets or triplets NO2
+

final states. We have demonstrated that, different from the
normal Auger spectrum of isocyanic acid, the triplet decay
channels of NO2 are responsible for the most intense
transitions of the resonant Auger spectrum.85 The decay
rates obtained from the OCA and SCI continuum approx-
imations have been obtained in very good agreement with each
other and also with a former computational study solely based
on the SCI continuum method.68

For the pyrimidine molecule, the resonant Auger spectra
obtained with the two distinct continuum approximations
OCA and SCI, based on the same RASPT2 space selection
(labeled QC-I scheme)yielded very similar profiles. This an
important point, since the SCI method is conceivably more
accurate than the OCA, because it accounts for the ionic
potential (in a spherically averaged way) with the multicenter
two-electron bound-continuum integrals explicitly computed,
whereas in the OCA these integrals are reduced to a single
center quantity. Moreover, the computational time spent in the
SCI approximation is substantially longer than needed for the
simpler OCA. This is an important aspect one must take into
consideration if aiming at practical simulations of time-resolved
Auger spectra for example, where, in a trajectory-based
dynamics, a large number of Auger spectra must be computed
on the fly.126,127 Another important aspect, when using the
Auger-SCI approach,44,68 is the necessity to interface the
bound state quantities obtained within OPENMOLCAS with the
external code that performs the numerical continuum
calculation. On the other hand, an Auger spectrum can be
obtained straightaway from OPENMOLCAS with the OCA,
eliminating the extra burden of interfacing between different
codes. We have shown with the calculations based on the QC-

II scheme that the resonant Auger spectrum of pyrimidine can
be calculated with very reasonable agreement with the
experimental data86 by using a rather small basis set combined
with a still compact (and accessible) restricted active space.
Aside from all its favorable characteristics, one also must

beware of the possible limitations when applying the OCA to a
general molecular system (or a cluster). One of them is
associated with the fact that the OCA neglects scattering
effects from the noncore-hole atoms, affecting the angular
expansion of the continuum channels,54 and possibly the
computed Auger intensities. Moreover, only a few attempts
have been made to use the OCA in molecules of the size and
complexity of pyrimidine.67 This might be related with
difficulties in dealing with resonances arising from delocalized
core-holes over several equivalent atoms (plus, of course, the
challenges in defining good and compact RASSCF spaces for
large molecules). For two cases presented here, N2 and
C4N2H4, the N 1s orbitals are delocalized over two equivalent
atomic centers. Nonetheless, we could (with the Cholesky
approach95) localize the core and use the fact that the N atoms
in those molecules are symmetrically equivalent, so the one-
center approximation could be employed without significant
loss of accuracy. The same strategy could be easily applied, for
example, to compute the Auger spectra at the oxygen K-edges
of NO2 or CO2. The applicability of the OCA to the carbon K-
edge of C4N2H4, for example, is maybe less clear, because of
the large number of C K-edge sites. However, using a
localization procedure similar to the one here applied for the N
K-edge, it should still be possible to obtain satisfactory Auger
spectra at the C K-edge by an incoherent sum over intensities
for each atom (i.e., each core hole). The extent by which the
OCA-RASPT2 approach may be applied and its performance
to obtain the Auger spectra of systems with more than two
equivalent core holes is granted and will be the subject of
future investigation. Furthermore, we plan to explore the
applicability of our OCA-RASPT2 approach coupled to
nuclear dynamics for time-resolved studies of complex
molecules.
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