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Abstract

Background

Prediction of End-Systole time is of utmost importance for cardiac MRI to correctly associate

acquired k-space lines during reconstruction of cine acquisitions. This prediction is usually

based on the patient’s heart rate using Weissler’s formula, which was calibrated by linear

regression within a population and cannot account for individual variability.

Objective

We propose an automatic method to build a personalized model that better predicts end-

systole.

Methods

A phase contrast sequence was modified to acquire only central k-space line with 6.6ms

temporal resolution, in a slice passing through the aorta during 128 heartbeats in 35 sub-

jects. Segmentation of aorta and detection of end of systolic ejection was automatic. Dura-

tion of electromechanical systole duration as function of heart rate was determined for each

subject separately.

Results

In comparison with the global models, the adapted cardiac model predicted significantly bet-

ter both echocardiographic end-systolic reference (bias = 0ms vs 17ms, p<0.001) and MRI

measurements (bias = 6.8ms vs 17ms). Favorable impact was shown on the cine recon-

struction of the 5 subjects with the higher cardiac variability (p = 0.02).

Conclusions

Personalization of cardiac model to the subject is feasible in MRI and reduces the error of

prediction of systole.
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Introduction

Prediction of end-systole time during each cardiac cycle is of utmost importance during car-

diac Cine-MRI because it directly influences the way k-space lines are combined during recon-

struction. This is especially important for high temporal resolution cine acquisitions [1,2] for

which the long acquisition time lasts several heart beats undergoing changing heart rate. To

associate k-space lines acquired during different cardiac cycles, the most used reconstruction

algorithm, named CAPTOR, considers the line’s acquisition time within the cardiac cycle and

modifies this time by a bi-phasic projection into a mean cycle (one phase for the systole and

the other for the diastole) [3]. Errors concerning end-systole prediction can therefore create k-

spaces filled with lines theoretically belonging to another k-space. We recently showed that

these mismatches could lead in important errors in tissue velocity measurement [4]. In this

previous study, the projection errors concerned especially mid-cycle tissue displacements,

such as early diastole filling and reached a mean of 6cm/s. Two third of these errors were due

to the use of a biphasic model and the other third was due to the use of Weisler’s formula.

Indeed, although this formula is used routinely and worldwide for cine reconstructions, it is

based on data acquired more than 45 years ago with a phonocardiograph [5]. In that study,

Weissler et al. performed a linear regression on the delay between both heart sounds within a

cohort of subjects. This formula predicts the duration of systole and of diastole, within a gen-

eral population. However, the model was not designed to predict variations within different

cardiac cycles of a single subject. It cannot cope with physiological differences among subjects

due for example to pathological conditions, diurnal variation in the systolic intervals [6], pres-

sure changes [7] or medication that alter systolic or diastolic times [8]. More so, it is known

that equations from females and males differ slightly [9,10] and that the left ventricular ejec-

tion duration increases independently from heart rate from infancy to puberty [11,12] and is

prolonged in the elderly [10,13]. These inter-individual differences should be taken into

account.

Our goal in this study was to propose a fully automated method to compute a personalized

prediction of end-systole time. The study population comprised 40 subjects. Phase contrast

data were acquired at high temporal resolution for 100s and used to automatically compute

personalized cardiac models for 35 of them (Flow chart of the method presented in Fig 1). The

models were validated against echocardiography and Weisler’s global model. Endly, myocar-

dial velocities after reconstruction using Weisler’s formula and our personalized model were

compared for the subjects with the higher heart rate variability.

Methods

Study population

The population of this study corresponds to the “healthy” subgroup of the ESCIF project,

which is an ancillary study of the Stanislas Cohort [14] (monocentric familial longitudinal

cohort comprised of 1006 families from the Nancy region in France). It has been registered in

clinical trials under the ID: NCT01391442. Every adult volunteer from the Stanislas Cohort,

recruited for the Stanislas fourth visit between 29/03/2013 and 22/11/2013, was considered eli-

gible for the ESCIF program, if the MRI scanner was available. They were proposed to partici-

pate in the ESCIF program and those who were included in the “healthy group” of ESCIF

constitute the population of our prospective study. These forty consecutive volunteers were

qualified as healthy after a complete clinical and echocardiographic examination. The protocol

of the ESCIF program is provided in S1 File. All volunteers gave written informed consent.

The study complied with the Declaration of Helsinki regarding medical research on human
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Fig 1. Flow chart of the study.

https://doi.org/10.1371/journal.pone.0179011.g001
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subjects and was approved by the local ethic committee (CPP Est 3 –NANCY, France—mail:

cppest.3@chru-nancy.fr).

Creation of the patient adapted cardiac model

MR imaging protocol. Cardiac MRI studies were performed on a 3T Signa HDxt scanner

(General Electric, Waukesha, WI) using an eight-element cardiac phased-array coil with sub-

jects in supine position. First, localizing scans were recorded to determine the orientation of

the aorta cross. Second, a standard phase contrast sequence “FastCINE PC” was acquired,

twice, in a slice positioned perpendicular to the ascending aorta (normal to the direction of

blood flow) and three centimeters above the sinotubular junction to avoid as much as possible

the pulmonary artery trunk (Fig 2A). For subjects with normal anatomy, this orientation cor-

responds roughly to an axial slice. The first acquisition was performed in breath-hold with 6 k-

space lines per segment and the second one in free-breathing with 1 k-space line per segment

and three excitations. Subsequently, a Real-Time Phase Contrast (RTPC) sequence was

acquired during 128 heart beats in free-breathing within the same slice. This RTPC sequence

was adapted from the 2D segmented Fast Gradient Recalled Echo “FastCINE PC” (version

15M4), which was modified to acquire only the central k-space line, similarly to the RACE

sequence [15,16]. One-directional through-slice interleaved velocity encoding was used with

parameters described in Table 1. The orientation of the frequency encoding direction was

angulated to be parallel to a line joining the ascending aorta and the descending aorta as illus-

trated by the red line in Fig 2A. During acquisition, raw data were visualized and recorded

using in-house real-time system [17]. ElectroCardioGram (ECG) was recorded and triggering

was performed by a custom MagLife patient monitoring system (Schiller, Wissembourg,

France) [18]. Data were anonymized before reconstruction. RTPC processing was completely

automatic and required no subject-specific parameter tuning.

Reconstruction of RTPC data. RTPC data were reconstructed offline using Matlab

(R2013a, The Mathworks Inc., Natick, MA). Data were 1D-Fourier transformed along the fre-

quency encoding direction into 1D+t image space. Only the central 50% FOV (128 pixels) was

kept to reduce noisy air regions and processing time, while checking that the ascending aorta

was included. For the same reasons, only two coil elements were used (anterior top right and

anterior bottom right).

Velocity was computed by subtraction of 2 consecutive echoes, leading to a temporal reso-

lution of 1 TR using Shared Velocity Encoding [19]. No image-based velocity offset correction

technique was used during reconstruction. Final 1D+t velocity map (Fig 2B) was computed as

magnitude weighted sum of velocity map of both channels.

Automatic spatial segmentation. To automatically segment the aorta, the 1D+t velocity

map (Fig 2B) underwent singular value decomposition. The undersampled images corre-

sponding to the three first singular values were further simplified with a threshold filter. The

use of thresholding after the resolution of an ill-conditioned inversion problem is well known

in the literature [20–23]. The pixels remaining after this thresholding were grouped into con-

tiguous regions of interest (ROI). For each ROI, the time course of the mean velocity in the

ROI was computed, as illustrated in Fig 2C. The ROI with the velocity time course having the

highest power in the cardiac spectral band (using the subject’s mean heart frequency +/- 0.03

Hz) was found and used to select all ROIs having more than 40% of this maximum power and

a positive mean velocity. Among those ROIs, the largest ROI (in pixels) was chosen.

Automatic detection of end-systolic time. The resulting velocity time course (Fig 2D)

was 128 cardiac cycles long and was interpreted as the consequence of the ascending aortic

blood flow [24] because, physiologically, aorta is the location of highest variations of velocity
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Fig 2. Flow chart of the RTPC method. The acquisition slice is positioned as presented in the bottom left

corner of subfigure (A). The red line represents the frequency encoding direction. Subfigure (B) is a 3-cardiac-

cycle subset of a RTPC acquisition. The blue rectangle is the result of the automatic segmentation and

corresponds to the ascending aorta. Subfigure (C) presents the first step of the automatic segmentation, the

singular value decomposition. An automatic ROI selection selects the appropriate curve, represented with a
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in the chosen slice and is the largest vessel. The absolute values of velocity were not used

directly because they derived from the projection of all velocities in the slice along the phase

encoding direction (as only the central k-space line was acquired). However, the timings of the

systolic velocity features were measured.

Duration of systole was computed by measuring the delay between the ECG trigger (R-

wave) and the end of forward systolic velocity:

1. To ensure a correct detection of the R wave, the following algorithm was implemented:

Each cardiac cycle was analyzed except when an obvious error in QRS detection on the

ECG occurred (i.e. cycles with instantaneous heart rate below 30 or above 120 bpm) or

ectopic beats were detected (i.e. cycles with instantaneous heart rate differing by more than

20% both from the median cycle duration and from the previous cycle duration) in which

case the cardiac cycle, the one before and the one after were discarded. In order to reduce

R-wave detection jitter, the online R-wave detection [25] was post-processed. A QRS pat-

tern was computed for each subject as the mean of a fraction of the ECG signal around the

online detection. Detections were repositioned at the location of maximum correlation of

the QRS pattern over the ECG (summed over all ECG leads).

2. The velocity curve was further processed for detection of end-systolic time. Systolic waves

(called S-waves) were automatically detected on the curve as the peaks with the maximum

projected velocity per cardiac cycle. The time of end of forward systolic velocity was

recorded, defined by the S-wave intersecting the baseline (Fig 2D). The baseline was com-

puted in 10 iterations as follows: a 0.5 Hz low-pass filtered version of the velocity curve gen-

erated an initial baseline, then, using histogram analysis, extreme values of the velocity

curve were set to baseline and the threshold for extreme values was lowered, at each itera-

tion, by one discrete interval at both sides of the histogram.

When the estimated systole duration was not of physiological value for our population

(below 100 ms or above 500 ms) the cardiac cycle was discarded.

bold red line. Subfigure (D) presents the results of the baseline computation algorithm on this selected curve.

The patient adapted cardiac model is then computed by linear regression.

https://doi.org/10.1371/journal.pone.0179011.g002

Table 1. MRI scan parameters.

Parameter RTPC BHPC FBPC

Field Of View (mm) 350 320 320

Slice thickness (mm) 8 8 8

Flip angle (˚) 15 15 15

Bandwidth (kHz) 62.5 62.5 62.5

Acq. matrix (Freq x Phase) 256x1 256x128 256x128

TR (ms) / TE (ms) 6.6 / 3.4 7.0 / 3.8 7.0 / 3.8

Venc (cm/s) 150 150 150

Excitations repetitions 1 1 3

k-Lines per segment 1 6 1

Temporal resolution (ms) 6.6 42 7.0

Typical scan duration (s) 128 21 378

RT real-time, PC phase contrast, FB free-breathing, BH breath-hold

https://doi.org/10.1371/journal.pone.0179011.t001
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Patient-adapted cardiac model. To construct each personalized, patient-adapted cardiac

model (PACM), a training dataset composed of the first 80% cardiac cycles was constituted.

The model was deduced after a robust linear regression between systolic time measured by

RTPC and heart rate. A goodness-of-fit quality metric was used to automatically detect and

exclude subjects for whom the PACM linear regression was of bad quality. The quality metric

was the standard deviation of the residuals of the regression (named SD in tables Table 2 and

S1 Table). Since we targeted high temporal resolution, a value of the metric in excess of 10 ms

for the PACM was considered indicative of bad quality, in which case the subject was excluded

from further analysis.

Validation of PACM

Doppler echocardiography protocol. All volunteers underwent echocardiographic

examination within two hours before the MRI scan. The examination was performed using a

Vivid 7 Ultrasound system (General Electric Vingmed Ultrasound, Horten, Norway) by an

experienced cardiologist, blinded to the MRI results. The volunteers were in a quiet state with-

out sedation. Tissue Doppler Imaging (TDI) of the four-chamber (horizontal long axis) view

was acquired with electrocardiogram recording. The Doppler sample volume was positioned

at 1 cm of the septal insertion site of the mitral valve leaflets and adjusted as necessary to cover

the longitudinal excursion of the annulus in both systole and diastole. Velocity curve was

recorded for at least three consecutive cardiac cycles. The temporal resolution of the TDI scan

is not directly accessible on our ultrasound system but is to be 200 frames/s according to litera-

ture with the same hardware [1,4,26] and to the user guide.

Data were anonymized and analyzed offline by the same cardiologist blinded to all volun-

teer data. Offline post-processing was performed with the EchoPAC software (EchoPAC PC

SW-Only V6.1.0, General Electric Vingmed Ultrasound, Horten, Norway).

For each cardiac cycle, the following data were recorded: 1/ systole duration defined as the

delay from start of (isovolumetric) contraction to start of (isovolumetric) relaxation; 2/ dura-

tion of the cardiac cycle (duration between the beginning of two contractions).

Comparisons of models. Three kinds of comparisons were performed:

1. The linear regression over the entire population, hereafter called “PACM averaged”, was

compared to the original S1S2 model from Weissler et al [9]. The differences between both

models were computed in the population of the study.

Table 2. Slope and intercept of global cardiac models (linear regression of intervals over heart rate).

Model Sex Slope [s/bpm] (CI) Intercept [s] (CI) SD [s] R2

Weissler M -0.0018 (a) +0.456 (a) 0.014 (a)

Weissler F -0.0016 (a) +0.461 (a) 0.014 (a)

PACM averaged M -0.0016 (+/- 0.0001) +0.441 (+/- 0.007) 0.023 0.96

PACM averaged F -0.0018 (+/- 0.0001) +0.464 (+/- 0.007) 0.016 0.96

Echography -0.0020 (+/- 0.0002) +0.488 (+/- 0.002) 0.017 0.54

All regression coefficients are significant to P < 0.005

a = data not available

SD = standard deviation of the residuals of the regression

CI = confidence interval at 95% level

R2 = determination coefficient of the regression systolic time = f(heart rate)

https://doi.org/10.1371/journal.pone.0179011.t002
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2. PACM, PACM averaged and Weissler’s model were compared in terms of prediction of

end-systole time to echocardiographic data using a Bland and Altman analysis. Biases were

compared with student tests.

3. PACM, PACM averaged and Weissler’s model were compared in terms of prediction of

end-systole time performed on the last 20% cardiac cycles (holdout set) of each volunteer

using Bland and Altman analyses. Biases were compared using student tests.

Illustration of potential impact on cine MRI

To illustrate the potential temporal smearing in the reconstruction induced by the models [4],

the five subjects with highest heart rate variability were selected. The size of the sample (5 sub-

jects) was chosen because we identified 5 subjects with RR standard deviations higher than

60ms. This threshold (60ms) was already used in a previous study [4]. Cine free breathing

phase contrast raw data were reconstructed using the established CAPTOR [3] cine recon-

struction algorithm and using PACM. The peak velocity of the early diastole filling (E wave)

were recorded and compared with a paired one-sided Wilcoxon sum rank test (R function:

wilcox.test).

Statistics

Data were expressed as mean ± standard deviation [minimum value; maximum value]. Statisti-

cal analysis was performed using R 3.0.3 (R Foundation for Statistical Computing, Vienna,

Austria) [27]. A P-value of less than 0.05 was considered statistically significant. This study

complies with the Standards for Reporting Diagnostic accuracy studies (STARD statement), as

illustrated by S2 File.

Results

The Flow Chart of the study is presented in Fig 1. Forty volunteers were initially recruited.

Two volunteers were discarded because MRI was not performed (claustrophobia). Two volun-

teers were discarded because the MRI acquisitions were not conform (one technical failure

and one error from the radiographer). One study was discarded because the echocardiography

was not complete. Therefore, thirty-five subjects compose the population of the study (age 52

±11 years, 19 females). No adverse events were reported during the study. Four studies were

excluded (89% success rate) under the quality metric criterion (standard deviation of the resid-

uals of the regression> 10ms), resulting in 31 subjects analyzed in statistical tests. A total of

4480 cardiac cycles were processed in RTPC. The instantaneous heart rates during these 4480

cardiac cycles were: 67±9.5 bpm [minimum = 44; maximum = 114]. 325 cardiac cycles were

automatically discarded under the described acceptance criteria (cardiac cycle length out of

bounds). Three examples of accepted RTPC signals displayed along with superimposed ECG

are presented in Fig 3 for illustration of simultaneous systolic ejection of blood and magneto-

hydrodynamic effect. Finally, the analysis of models was performed on 4155 cardiac cycles:

3324 (training set) for the calibration of PACM and global models and 831 (holdout set) for

the validation.

For each subject, slope and intercept of the PACM are presented in S1 Table and the corre-

sponding regression lines are illustrated in Fig 4.

The linear regression over our entire population (PACM averaged) is presented in Table 2

along with Weissler’s model [9] in normal individuals. The limits of agreement between the

two global models (Weisler—PACM averaged), within the 4480 cardiac cycles, were 4.4 ms for
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males (maximum error = -7.8 ms) and 2.8 ms for females (maximum error = +16 ms). The

bias between the two methods were 2.0±0.1 ms for males and 10.7±0.1 ms for females.

The echography analysis was performed on 94 cardiac cycles, corresponding to 31 patients.

The instantaneous heart rates during these 94 cardiac cycles were: 67±9.5 bpm [minimum = 47;

maximum = 95]. The end-systole times measured by echocardiography were 368±33 ms [min-

imum = 283; maximum = 470]. The end-systole times measured by RTPC were 340±28 ms

[minimum = 138; maximum = 565]. The Bland and Altman diagrams comparing the 3 models

with the reference echocardiography are presented in Fig 5. The bias were respectively 16.1

±1.9 ms for Weisler’s model, 17.7±1.9 ms for PACM averaged and 6.8±2.0 ms for PACM. The

three bias were different from zero (p<0.01) and PACM bias was different from the two others

(p<0.008). The Bland and Altman diagrams comparing the 3 models with the end-systole

time assessed by RTPC in the holdout set are presented in Fig 6. The bias were respectively 13

±0.7 ms for Weisler’s model, 14±0.7 ms for PACM averaged and 0±0.3 ms for PACM. The two

global models bias were different from zero (p<0.01) and PACM bias was different from the

two others (p<0.008).

The five subjects with the higher RR variation were subjects 5, 7, 9, 17, 21. The mean RR

standard deviation for these subjects was 74ms (minimum = 62ms, maximum = 89ms). The

Fig 3. Three examples of small portion of RTPC signal (thick blue line) displayed along with

superimposed ECG (green line) for illustration of simultaneous systolic ejection of blood and

magneto-hydrodynamic effect. The subjects are respectively subjects 5, 8 and 9. The black stars represent

the R wave detection.

https://doi.org/10.1371/journal.pone.0179011.g003

Fig 4. Presentation of the 31 patient-adapted cardiac models. For most subjects, the main difference

consists in an offset (most lines are parallels) but for a few subjects there is a major difference in the slope of

the model.

https://doi.org/10.1371/journal.pone.0179011.g004
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reconstruction of the tissue phase mapping acquisitions of these five subjects using PACM and

Weissler’s method revealed significant differences concerning the E wave peak value

(p = 0.02), with higher E peaks for PACM driven reconstruction.

Discussion

We developed a method to obtain automatic measurements of end-systole times in MRI

with very high temporal resolution. This allowed the creation of a subject-adapted cardiac

model able to predict the end-systole time. The predictions of end-systole with this auto-

matic and personalized model were better than the usual prediction model proposed by

Weissler et al. When averaged in our whole population, our results were consistent with

Weissler’s model [9]. Indeed, the limits of agreement between the PACM averaged (obtained

from simple averaging) and Weissler’s model was 2 ms in our male population. When

PACM and Weissler’s model were compared to echocardiographic data, PACM lowered the

limit of agreement of prediction of systolic time with a ratio close to 2.5 (16-17ms vs 6.8ms).

This ratio was higher between PACM and Weissler’s model limits of agreement when the

two models were compared to RTPC measurements performed within the holdout set. This

supports the idea that a personalized, patient-adapted cardiac model is of importance in

order to accurately estimate the systole position in the cardiac cycle, which in turn is essential

to reconstruct cine MRI with high temporal resolution. For temporal resolution used in

Fig 5. Three Bland and Altman diagrams comparing the reference echocardiography (94 cardiac cycles) with respectively (A)

the patient-adapted cardiac model, (B) the PACM-averaged, and (C) Weissler’s model.

https://doi.org/10.1371/journal.pone.0179011.g005
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clinical cardiac MRI, typically 30 ms, it seems that the small temporal errors induced by

Weissler’s model have low or no impact on the image quality. Nevertheless, as shown in the

five examples selected with RR standard deviation above 60ms, it should not be neglected

when RR interval variability is high. The consequences on velocity measurements of small

temporal misalignments in acquisition collected in k-space over several heart beats have

already been described [4]. The effects within the subset of 5 subjects with higher RR vari-

ability were therefore fully expected. A better prediction of systole time seems particularly

attractive for high temporal resolution cine sequences or sequences triggered on an acquisi-

tion window.

While reduced with PACM, errors in prediction of systole when compared to echocardiog-

raphy were rather high with a bias close to 7ms. This bias may be explained the fact that we did

not use the same definition of systole for both modality. With RTPC, we measured the delay

between R-wave on ECG and end of forward blood ejection in the aorta, which defines electro-

mechanical systole. With echocardiography, we measured the delay between cardiac isovolu-

metric contraction and the end of S-wave, which corresponds to mechanical systole. This bias

is also influenced by the jitter in R wave detection during MRI. ECG detection of the R-wave

in MRI environment is known to be difficult (especially at high fields such as in our case) and

comes with some jitter, which gets reflected in the computation of the end-systolic time [28].

We tried to minimize this problem by repositioning the detection of the QRS complex in an

automatic post-processing step based on pattern matching.

Our automatic method was successfully applied in only 31 of 35 subjects. An automatic

quality metric was used to detect subjects in which the method failed. In a clinical implementa-

tion, this knowledge could be used to re-plane the scan and reacquire the data or to fall back to

using Weissler’s model. In the present study, we simply excluded the subjects. This quality

metric was not based on the usual r2 goodness-of-fit metric because we expected some subjects

Fig 6. Three Bland and Altman diagrams comparing end-systole time predicted with RTPC in the holdout set (831 cardiac

cycles) with respectively (A) the patient-adapted cardiac model, (B) the PACM-averaged, and (C) Weissler’s model. Eight points

(8 out of 831 <1%) were discarded from the analysis: in two cases (same subject), RR duration were abnormally long without

modification of the systole time (this could be explained by non-conducted P wave for example), whereas in 6 cases (same other

subject), end-systole time was abnormally longer than the predictions based on RR duration this could be explained by extra-systole for

example).

https://doi.org/10.1371/journal.pone.0179011.g006
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to have almost constant systole duration in which case the r2 would be very low (due to zero

variation of the outcome variable: systole duration) despite the (constant) model being of good

quality. Causes of failure were the presence of vessels (superior vena cava, pulmonary artery

trunk, other vessels) in the scan plane aligned with the ascending aorta in the projection axis

(phase encoding axis) resulting in a mix of flow patterns in the same ROI. This could be

avoided by performing a scout scan in the same plane as RTPC beforehand, although it would

prolong the total scan duration. In fact in our implementation, a complete k-space was

acquired before RTPC as a pre-scan in order to get an image (data not exploited in this article).

Even if it did not occur in our population, it is conceivable that the automatic ROI selection

could fail and select another vessel than the ascending aorta altogether. This problem could be

avoided using a more robust automatic criterion or a manual spatial segmentation (at the

expense of losing the fully automatic feature of the presented technique). Other difficulties

were (i) aliasing in the velocity signal that could not be correctly unwrapped (an unwrapping

algorithm might be used [29]) and (ii) velocity noise at the boundary of the lung (mildly seen

in Fig 1 but in that case it caused no problem).

With the setting of our study, the additional scan time would be around 100s (80% of 128

cardiac cycles at 60 bpm). However, this additional time could probably be optimized.

Indeed, the time needed depends on the heart rate variations of the subject. If such variations

are important but rare, the learning set must be large. If the variations are frequent (for

example in case of respiratory arrhythmia in children), the learning set could be reduced

drastically. The impact of the proposed reconstruction method on other cine MRI acquisi-

tions such as SSFP 2D images was not investigated in this study. Of course, the impact of a

personal model will be all the more significant when the behavior of the heart will be atypical

(for example, when the subject presents arrhythmia). The improvement in the 2D images

would be null for a subject exactly complying with Weissler formula (which is a mean

model). In a previous study [4], we assessed the temporal misplacement of k-space lines due

to the use of Weissler formula during the reconstruction of MRI data acquired in a children

population (children present respiratory arrhythmia). The width of the Gaussian curve rep-

resenting the temporal misplacements was ±10ms and reached 20ms in early diastole during

the isovolumic relaxation. Therefore, we cannot expect any effects on 2D images with the

actual usual temporal resolution (typically 30 images/cycle, ie 35ms). The spatial resolution

of the image is also crucial. However, current technical improvements (such as increase in

B0 field) will probably open the door to new image resolution (temporal and spatial) in the

next decade. We can expect improvements in the quality of 2D images for small structures

moving in early-diastole, such as auriculo-ventricular valves acquired with high temporal

and spatial resolution. In the meantime, for current clinical use, Weissler formula is suffi-

cient to reconstruct actual 2D morphologic images.

Another limitation of the proposed method was that the RTPC MRI acquisitions were per-

formed in free-breathing, whereas the ROI was kept fixed. However, the antero-posterior dis-

placement of the aorta due to breathing in axial slices is very small [30]. Further development

could include motion compensation and ROI tracking in time. We did not use parallel imag-

ing for our RTPC acquisition because only the central k-space line was acquired, and thus par-

allel imaging could not reduce the number of k-space lines further. We nevertheless made use

of the local sensitivity of the multi-channel array coil by using only 2 elements, which gave the

most signal from the ascending aorta, therefore reducing contamination of velocity by noise

coming from other channels. Furthermore, this study was based on classical segmented cine

imaging with Cartesian k-space trajectories. Its conclusions cannot be transposed to new com-

plex acquisition strategies which do not use Feinstein’s model, such as reconstruction with low
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resolution images for cardiac phase recognition or k-t based reconstructions (which have spe-

cific temporal frequency underlying hypothesis) [4].

Conclusion

This study showed that the subject specific end-systolic time is better predicted by a linear

model whose parameters are adapted to the subject rather than by fixed global model parame-

ters. A fully automatic method to adapt the parameters of a linear cardiac model to the subject

was proposed and validated against echocardiography. Personalization of cardiac model to the

subject is feasible in MRI and reduces the error of prediction of systole. It shows promise in

reconstructing high quality high temporal resolution phase contrast cine acquisitions. This

personalized model requires a specific MRI acquisition that adds some complexity to the scan

protocol. This is certainly useful when high temporal resolution is needed in patients with

high RR variability. In other cases, the usual Weisler’s formula may be sufficient.

The principles of the method we proposed could be generalized to a radial or spiral acquisi-

tion with high temporal resolution where the information of the central k-space point could be

used to auto-calibrate the model used during reconstruction. However, this exciting perspec-

tive requires further investigations.
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