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Individually addressed entangling gates in a
two-dimensional ion crystal

Y.-H. Hou1,5, Y.-J. Yi1,5, Y.-K. Wu 1,2,5, Y.-Y. Chen1, L. Zhang1, Y. Wang1,3, Y.-L. Xu1,
C. Zhang 1,3, Q.-X.Mei 3, H.-X. Yang 3, J.-Y.Ma3, S.-A. Guo1, J. Ye1, B.-X.Qi 1,
Z.-C. Zhou 1,2, P.-Y. Hou 1,2 & L.-M. Duan 1,2,4

Two-dimensional (2D) ion crystals may represent a promising path to scale up
qubit numbers for ion trap quantum information processing. However, to
realize universal quantum computing in this system, individually addressed
high-fidelity two-qubit entangling gates still remain challenging due to the
inevitable micromotion of ions in a 2D crystal as well as the technical difficulty
in 2D addressing. Here we demonstrate two-qubit entangling gates between
any ion pairs in a 2D crystal of four ions. We use symmetrically placed crossed
acousto-optic deflectors (AODs) to drive Raman transitions and achieve an
addressing crosstalk error below 0.1%. We design and demonstrate a gate
sequence by alternatingly addressing two target ions, making it compatible
with any single-ion addressing techniques without crosstalk from multiple
addressing beams. We further examine the gate performance versus the
micromotion amplitude of the ions and show that its effect can be compen-
sated by a recalibration of the laser intensity without degrading the gate
fidelity. Our work paves the way for ion trap quantum computing with hun-
dreds to thousands of qubits on a 2D ion crystal.

Quantum computation has attractedwide research interest because of
its potential computational power beyond the framework of classical
computers1. To date, various physical platforms have demonstrated
elementary quantum operations whose fidelities are above the
threshold of fault-tolerant quantum computing2–8. However, to obtain
a large-scale error-corrected universal quantumcomputer and to solve
practical problems like factoring, the currently available qubit number
of tens to hundreds2,6,9–11 still needs tobe improvedby several ordersof
magnitude12, which remains an outstanding challenge to the
community.

As one of the leading physical platforms for quantum information
processing, trapped ions are remarkable for their high-fidelity quan-
tum operations and long-range entangling gates13. A single-qubit gate
fidelity above 99.9999%14, a two-qubit gate fidelity above 99.9%4,5,15,
and a state-preparation-and-measurementfidelity above 99.99%16 have
been reported. However, the number of qubits in the commonly used

one-dimensional (1D) configuration of ion crystals is seriously
limited17–19. To avoid the buckling of the ions into a zigzag pattern, the
axial trap frequency needs to be decreased as the ion number increa-
ses, making the system sensitive to the low-frequency electric field
noise. To further scale up the qubit number, one promising scheme is
the quantum charge-coupled device (QCCD) architecture where ions
are physically shuttled into small crystals in separated regions for
different tasks like storage, quantum gates and measurements10,17,20.
However, currently this scheme is limited by the relatively slow
transport speed of the ions and the follow-up cooling operations,
which take upmore than 98% of the time budget10. On the other hand,
an ion-photon quantum network can connect up individual quantum
computing modules21–23 and is compatible with the 1D ion crystals or
the QCCD architectures. However, its performance is restricted by the
relatively low efficiency for ion-photon entanglement generation and
ion-ion entanglement connection via Bell measurement of photons24.
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Therefore it is still desirable to push up the qubit number in each
module to reduce the communication overhead.

Two-dimensional (2D) ion crystals have long been used for
quantum simulation in Penning trap25,26 with individual addressing
schemealso being proposed27. Recently, 2D ion crystals have also been
utilized to largely extend the ionic qubit number in a single Paul
trap28–34. In particular, quantum simulation with up to 300 ions has
been demonstrated34. Despite the site-resolved single-shot measure-
ment capability, previous experiments are still restricted to global
quantummanipulations, while individually addressed single-qubit and
two-qubit quantum gates have not yet been realized. Fundamentally,
the inevitable micromotion of ions in a 2D crystal seems to affect the
gate performance, although theoretical works already show that the
micromotion is a coherent process and can in principle be included
into the gate design, still allowing high gate fidelity35–39. Technically,
individual addressing in 2D is also more complicated than 1D40–44. For
example, although crossed AODs can address a rectangular array by
generating multiple beams within a single row or a single column40, it
struggles to address two ions along the diagonal without creating
undesired light spots on the other two corners.

Here we solve these problems by developing a two-qubit gate
sequence that addresses only one ion at a time. We demonstrate a
crosstalk below 0.1% by symmetrically placed crossed AODs, and rea-
lize two-qubit entangling gates between any ionpairs in a 2Dcrystal. By
pushing an ionpair away from the RF null axis of the trap, we adjust the
micromotion amplitude and experimentally show that it does not
affect the gate fidelity up to a recalibration of the laser intensity.
Combined with gate sequences with more degrees of freedom, our
work can be readily applied to larger 2D ion crystals, thus paves the
way toward ion trap quantum computing with hundreds to thousands
of qubits in a single quantum computation module.

Results
Experimental setup
Our experimental setup is sketched in Fig. 1a. We design a special
configurationof theblade trap, asdescribed inMethods, to obtain a 2D
crystal of 171Yb+ ions perpendicular to the imaging direction while
allowing wide optical access. A DC bias voltage is applied on both RF
electrodes to split the radial trap frequency into ωx = 2π × 0.803MHz
and ωy = 2π × 2.284MHz. We further use DC electrodes for the axial
trappingωz = 2π × 0.553MHz and obtain a 2D crystal whosemajor axis
is oriented in the z direction as shown in Fig. 1b. In the following we
label our four trapped ions in a 2D crystal by left (L), right (R), up (U)
and down (D). Due to the overlap between the images of adjacent ions
and the low photon collection efficiency, there exists considerable
crosstalk error in the single-shot measurement of the four qubits
encoded in ∣0i � ∣S1=2, F =0,mF =0i and ∣1i � ∣S1=2, F = 1,mF =0i
under 370 nm detection laser. In the future, this can be improved by
electron shelving to the D5/2 and F7/2 levels45,46, but in this experiment
for the purposeof calibrating individual addressing and two-qubit gate
errors, it suffices to recover thepopulation in the 24 = 16 computational
basis states by the maximum likelihood method. More details can be
found in Methods.

We use two pairs of symmetrically placed crossed AODs for
individual addressing of the 355 nm Raman laser beams40. By tuning
the driving frequencies on the horizontal or vertical AODs, the
addressing beam can be scanned along the z or x directions, respec-
tively. The objectives for the two addressing beams have the same
focal length so that the two pairs of crossed AODs have equal driving
frequencies when addressing the same target ion. In this way, the
frequency shift introduced by the AODs can be canceled in the Raman
transition40. Also note that previously the crossed AODs have been
used for 1D individual addressing along the diagonal direction where
the frequency shift due to the + 1 diffraction order of the first AOD can
be compensated by that of the − 1 diffraction order of the second

one47,48. Each Raman beam has a waist radius (where the intensity
drops to 1/e2) of about 1.5μm as compared with the distance between
adjacent ions of about 5μm. To estimate the crosstalk for individual
addressing, we drive a resonant Raman transition between ∣0i and ∣1i
on one target ion, and measure the Rabi oscillation of all the ions. An
example is shown in Fig. 1c, d for the addressing beam on the left ion.
By fitting the Rabi frequency ofΩL = 2π × 1.04MHz for the left ion, and
ΩU = ΩD = 2π × 2.7 kHz for the up and down ions (the Rabi rate for the
right ion is even smaller due to its larger distance), we estimate the
crosstalk infidelity for a single-qubit π pulse to be
½ðπ=2ÞðΩD=ΩLÞ�2 = 2 × 10�5. Similarly, we measure the crosstalk for
other target ions as shown in Supplementary Fig. 3 and obtain a
maximal crosstalk infidelity of 0.08%.

The four transverse (drumhead) phonon modes of the four-ion
crystal are illustrated in Fig. 1e.Mediated by thesephononmodes, two-
qubit entangling gates between any ion pair, say, LR, UD or LU, can be
realized by spin-dependent forces via, e.g., a phase-modulated gate
sequence49.

Individually addressed two-qubit gates
For universal quantumcomputing,wewant two-qubit entangling gates
between all ion pairs, or at least a connected graph of them. For our
four-ion crystal, this set includes a horizontal pair (LR), a vertical pair
(UD), and four diagonal pairs (LU, LD, RU and RD). Here we demon-
strate the entangling gates for the LR, UD and LU pairs, and expect
similar performance for other diagonal pairs by symmetry.

With the crossed AODs, the horizontal or the vertical pair can be
easily addressed by applying two frequency components to the hor-
izontal or the vertical AODs, respectively. Thenwecan usebichromatic
355 nm Raman laser to generate spin-dependent forces on the target
ions50 and use a phase-modulated gate sequence to disentangle the
spin and themotional states at the end of the gate49. For the horizontal
pair, as shown in Fig. 1e, the fourth phonon mode has zero mode
coefficient and thus can be ignored in the gate design. We set the
Raman laser detuningμ= (ω2 +ω3)/2 in themiddleofMode2 andMode
3 such that after each segment of t=4π/(ω2−ω3) (one loop in thephase
space) theywill bedisentangled simultaneously.We further choose the
phase shift between two segments to decouple the center-of-mass
(COM) mode and obtain the total gate time T = 2t = 81.6μs. Finally, we
scale the laser intensity for the accumulated two-spinphase togive us a
maximally entangled two-qubit gate. As shown in Fig. 2a, b,we obtain a
population of 99.6(1)% in ∣00i and ∣11i, and a parity contrast of 98(2)%,
thus aBell statefidelity of 99(1)% for the LRpair50. Aswe show in Fig. 2c,
the error mainly comes from the laser dephasing time of 4ms due to
the optical phase fluctuation between the two Raman beams, and the
motional dephasing time of 3ms. However, note that these theoretical
analyses are based on a white-noise model, which seems to system-
atically over-estimate the gate error by about 50% as the actual noise
can be dominated by the low-frequency part. More details can be
found in Methods.

Similarly, we can address the UD ion pair by two frequency
components on the vertical AODs. These two ions do not participate in
the secondmode, and we set the Raman laser detuning as μ = 2ω4 −ω3

such that after each segment of t = 2π/(ω3 − ω4), one loop in the phase
space will be traversed by the fourth mode while two by the third
mode. Again we use two segments with an adjustable phase shift to
disentangle the COMmode. At the total gate time T = 2t = 69.0μs, we
obtain a Bell state fidelity of 98(2)%. The theoretical fidelity is lower
than that of the LR pair because of a stronger laser intensity and thus
larger motional excitations during the gate sequence, leaving the gate
more sensitive to the motional dephasing error as shown in Fig. 2c.

In Fig. 2d, e, we repeat the two-qubit gates for an odd number of
times and examine the decay of the Bell state fidelity vs. the repetition
number. Assuming a dominant incoherent error, this can be used to
separate the gate infidelity from the state-preparation-and-
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measurement (SPAM) error42,51, although in our case the detection
error is already corrected reasonably well and indeed we fit an inter-
cept close to 100%. Nevertheless, it still allows us to reduce the sta-
tistical uncertainty and we fit the gate infidelities to be 1.4(2)% and
1.6(1)%, respectively, for LR and UD pairs.

To address the LU ion pair by the crossed AODs is more compli-
cated. If we apply two frequency components to both the horizontal
and the vertical AODs, four light spots in a rectangular pattern will be
generated. It not only decreases the laser intensity on the target ions,
but also causes stronger crosstalk on the other ions due to the unde-
sired light spots. To circumvent this problem, we develop an alter-
nating gate sequence such that at any time only a single ion will be

addressed.Note that althoughwedemonstrate this schemeon crossed
AODs, it is also compatible with other 2D addressing techniques.

Similar to the commonly used Molmer–Sorensen gate with
amplitude, phase or frequency modulation49,52,53, our alternating gate
sequence also aims to disentangle the spin and the phonon modes
while accumulating a desired two-qubit phase for maximal entangle-
ment. Note that the two-qubit phase comes from the commutation
relation between a new displacement in the phase space and an
accumulative one (see Methods), and does not require simultaneous
addressing of both ions. Specifically, for the LU ion pair we design a
phase modulation sequence as shown in Fig. 3a with a Raman laser
detuning μ = (ω2 + ω4)/2 in the middle of Mode 2 and Mode 4, and a

Fig. 1 | Experimental setup and 2D individual addressing. aWe address a 2D ion
crystal in the xzplaneby twopairsof symmetrically placed crossedAODs. By tuning
the driving frequency of the AODs, the incoming 355 nm laser can be steered in the
x or z directions to form a Raman transition on a target ion. By applying two
frequencies to an AOD, we can generate addressing beams for two target ions
simultaneously, e.g., along the zdirection. (Created for this articlebyY.-H.H. andY.-
J. Y., and since published in ref. 59). b The image of the four-ion crystal on an
EMCCD camera. The z axis is chosen to be the micromotion-free axial direction of
the trap. Below we label the four ions by left, right, up and down according to this
image. c Rabi oscillation of the four ions when addressing the left ion, where P1 is

the probability to find the ions in the bright state ∣1i. Error bars represent one
standard deviation. d Similar plot as (c) for longer evolution time. Crosstalk infi-
delity can be estimated by comparing the Rabi rates of different ions. Note that the
oscillation for the left ion is not visible here due to the insufficient time points.
e Schematic of the four transverse (drumhead) modes with frequencies
ωk = 2π × (2.284, 2.216, 2.167, 2.138)MHz (k = 1, 2, 3, 4). The blue, gray and orange
colors of the ions represent the positive, zero and negative mode amplitudes,
respectively. The vertical dashed lines indicate the laser detuning for two-qubit
gates between the left-right (LR), up-down (UD) and left-up (LU) ion pairs.
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segment duration t = 4π/(ω2 − ω4). Note that these two modes have
participation of only one ion from the desired LU ion pair, hence do
not contribute to the two-qubit phase. Therefore we use the above
elementary segment to disentangle them from the spin states trivially.
The rest two phonon modes can be disentangled by four phase-
modulation segments49, andweapply sucha sequence alternatingly on
the two target ions, obtaining the sequence in Fig. 3a. We set a
separation Δt = 2μs between adjacent segments to avoid crosstalk
when switching the addressing beam. This gives us a total gate time of
T = 8t + 7Δt = 219.1μs. The corresponding phase space trajectories for
the four phononmodes from the initial spin state ∣+ + i (an eigenstate
of the laser-induced spin-dependent force, see Methods) is shown in
Fig. 3b, with different segments indicated by different colors. As

designed, all these trajectories close at the end of the gate. Then we
repeat the entangling gate for an odd number of times in Fig. 3c and fit
a gate infidelity of 4.0(3)%, which is again dominated by the laser
dephasing and motional dephasing effects as shown in Fig. 3d.

Note that the above construction of gate sequences to disen-
tangle all the phonon modes exactly can become inefficient as the ion
number increases49. As we describe in Supplementary Note 1, we can
also use amoderate number of segments to decouple the spin and the
phonon modes approximately while still achieving high gate fidelity.

Effects of micromotion
In our four-ion crystal, the LR pair locates on the RF null axis, while the
UDpair has nonzero excessmicromotionproportional to thedeviation
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from the RF null. From the above results, we see that the entangling
gates on these two ion pairs have similar infidelities and that their
difference is mainly caused by the different gate time and phonon
excitations rather than the existence of micromotion. This suggests
that micromotion of ions in a 2D crystal is not a limiting factor for the
gate performance.

We further examine the influence of micromotion in Fig. 4 using
a two-ion crystal aligned in the x direction.We apply a bias voltage on
one DC and one RF electrode to create a bias electric field along the x
direction and push the ion pair away from the RF null axis.
Theoretically, the micromotion amplitude is given by A = qx/2 where
x is the coordinate of the concerned ion and q = 0.12 is the
Mathieu parameter in that direction54. As the micromotion
amplitude becomes comparable to the radius R = 1.5μm of the
addressing beams, we expect a reduction in the effective laser
intensity felt by the ions. This can be seen from Fig. 4b where we plot
the Raman Rabi oscillation of the lower ion before (blue) and
after (orange) the displacement under the same laser intensity.
We fit the corresponding Rabi frequencies and get their ratio
Ω2/Ω1 = 0.90. If we assume a Gaussian profile of the addressing
beams, we can theoretically compute the relative Rabi rate (Fig. 4c)
rðAÞ= ð1=2πÞ R 2π

0 e�2ðA cos θ=RÞ2dθ= e�A2=R2
I0ðA2=R2Þ where I0(x) is the

modified Bessel function of the first kind. Here we average over an RF
period without worrying about its initial phase because the RF fre-
quencyωrf = 2π × 37MHz is much higher than any other timescales in
this experiment. This calculation predicts a Rabi rate ratio of 0.935.
Small deviation between theoretical and experimental results may
come from the non-Gaussian distribution of the laser intensity.

We further perform two-qubit gates on the ion pair before and
after the displacement. We set the laser detuning to the middle of the
two phononmodes and evolve bothmodes by four loops in the phase
space for a gate time of about 100μs. As shown in Fig. 4d, after cali-
brating the laser intensity, we get almost the same gate performance
with small (blue) or large (orange) excess micromotion. Also note that
due to the different micromotion amplitudes of the two ions, their
effective Rabi rates will differ under the same laser intensity. Ideally, a
two-qubit phase can still be obtained which is proportional to the
product of the two Rabi frequencies, but it may increase the sponta-
neous emission error from the excited states. Therefore, here we
calibrate the intensities of the two addressing beams to ensure the
same effective Rabi frequencies on the two target ions.

In this experiment, we only push the ions to about 7μm from the
RF null with a micromotion amplitude of about 420 nm. This is
restricted by the stability of the crystal under large excess micromo-
tion. Using a cryogenic ion trap, much larger 2D ion crystals can be
stably trapped34, and we expect the ultimate limit for 2D individual
addressing to be when the micromotion amplitude A becomes com-
parable to the ion spacing d ≈ 5μm. According to Fig. 4c, in such cases
the required laser intensity may be increased by about eight times to
compensate the micromotion effect. Nevertheless, this does not
restrict the gate fidelity because all the other noise sources like the
spontaneous emission are rescaled as well.

Discussion
To sum up, we demonstrate the individual addressing of a 2D ion
crystal by crossed AODs and achieve all-to-all connected two-qubit

Fig. 3 | Entangling gate between a diagonal ion pair. a Phase modulation
sequence for the LU ion pair. We alternatingly apply the driving laser on the two
target ions, indicated by the color of the bars, with a fixed laser detuning
μLU= (ω2 +ω4)/2. Each segment takes time t= 4π/(ω2−ω4)with the laser phase given
by the height of the bars. We set a separation Δt = 2μs between adjacent segments
to turn the driving laser off and on, so as to avoid crosstalk during the switching.

b Theoretical phase space trajectories for the four phonon modes when the spin
state is ∣+ + i. Different segments are indicated by different colors. c Similar plot as
Fig. 2d, e for the LU ion pair. A gate infidelity of 4.0(3)% is fitted. d Similar plot as
Fig. 2c for theoretically simulated gate errors. All the error bars represent one
standard deviation.
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gates. For diagonal ion pairs, we develop an alternating gate sequence
such that at most one ion needs to be addressed at any time. We
further show that the gate fidelities on a 2D crystal is not limited by the
micromotionwhich can be compensatedby calibrating the intensity of
the addressing beams. Our current two-qubit gate fidelities are
restricted by the short laser and motional dephasing time, and can be
improved by shortening and stabilizing the optical path and by locking
the trap frequency in future upgrades. Also a more complete noise
model with an experimentally measured noise spectrum may be used
for better consistency between the theoretical prediction and the
experimental gate fidelity, and for further optimization of the gate
performance55.

Methods
Blade trap for 2D ion crystals with large optical access
Our blade trap for 2D ion crystals is sketched in Supplementary Fig. 2.
The DC and the RF blades are at an angle of 40°, with their inner edges
separated along the diagonal direction by 500μm. With this config-
uration, when we apply zero voltage on the DC electrodes (thus no
axial trapping), the two radial principal axes of the trapwill be 45° from
the symmetric axes of these blades, or about 5° from the x and y axes in
the plot. We further apply a DC bias on the RF electrodes to split the
two radial trap frequencies such that ωy ≫ ωx. Finally, we introduce a
weaker axial trappingωz by the voltage pattern on the five segments of
eachDC blade, which does not significantly change the radial principal
axes. Therefore the obtained 2Dcrystal will locate close to the xzplane.
This design gives us larger optical access to the ion crystal than the
typical monolithic 3D ion traps. Apart from the counter-propagating
Raman laser beams and the imaging system perpendicular to the ion
plane, our system also allows a detection laser along themicromotion-

free z direction and a Doppler cooling laser at 20° from the xz plane
with equal angles to the x and z axes.

Correction of detection error
We use an EMCCD camera to collect the fluorescence from individual
ions under 370 nm detection laser for a 1ms duration. Due to the low
NA of 0.34 of our homemade objective, the quantum efficiency of the
EMCCD, and the loss on many optic elements, we have a relatively low
photon collection efficiency, which restricts the single-shot detection
fidelity. From the measured photon count distributions for the bright
and the dark states, we estimate a detection infidelity of about 7% for
each ion. Moreover, aberrations in the imaging system increase the
size of each ion’s image and cause their overlap. This leads to crosstalk
between different ions. In other words, an ion is more likely to be
detected as bright when its adjacent ions are in the bright state. To
calibrate this error, we prepare all the ions in ∣+ i by optical pumping
and a microwave π/2 pulse. Ideally, there should be no correlation in
the measured states for different ions, while experimentally we esti-
mate an average detection crosstalk of about 1% from the measured
correlations.

Although such errors limit the performance of single-shot mea-
surements, we can still recover the probability distribution in the
computational basis when only the expectation values are needed. For
this purpose, first we prepare all the 16 computational basis states for
the four-ion crystal by optical pumping into ∣0000i followed by a
globalmicrowave π pulse and/or several individually addressed single-
qubit π pulses. To suppress the slow drift in the laser intensity and to
enhance the single-qubit gate fidelity, we use the Tycko’s composite
pulse sequence which consists of three sequential π pulses56. For each
computational basis state, we repeat the preparation-detection
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sequence for 10000 times to estimate its distribution under the
detection errors. This gives us a 16 × 16 matrix M whose columns are
the distributions for each computational basis state.

Now for any quantum state to bemeasured, we obtain a vector of
frequencies f = ½f 0, f 1, � � � , f 15�T over the 16 possible states from the
total T = ∑ifi repetitions. Our task is to find the most likely probability
distribution p= ½p0,p1, � � � ,p15�T such that the distribution Mp can
generate the observed frequencies f following a multinomial dis-
tribution. This maximum likelihood estimation problem can be solved
by numerically optimizing p under the constraint that all the prob-
abilities are nonnegative. We further estimate the error bar of the
recovered observable by Monte Carlo sampling from the theoretical
probability distributionof f/T and computing the standarddeviationof
the simulated observables. For the data presented in the main text, we
measure the population like Fig. 2a for T = 2000 repetitions, and we
measure each data point for the Rabi oscillation like Fig. 1c and the
parity oscillation like Fig. 2b for T = 200 repetitions.

Phase-modulated gate design
Our two-qubit entangling gates are realized by counter-propagating
bichromatic 355 nm Raman laser beams with symmetric blue-
and red-detuned frequency components50. We have a Hamiltonian
in the form of a spin-dependent force as H =

P
jkðηkbjkΩj=2Þ

fake
i½ðμ�ωk Þt +ϕj

m � +h:c:gσj
ϕj
s
where j goes over all the target ions, k goes

over all the phononmodes, ηk is the Lamb–Dicke parameter of Mode
kwith a frequency ωk and an annihilation operator ak, bjk is the mode
vector of Ion j in Mode k,Ωj is the Raman Rabi frequency on Ion j, and
μ is the symmetric detuning of the Raman laser. The motional phase
ϕj

m = ðφj
b � φj

rÞ=2 and the spin phase ϕj
s = ðφj

b +φ
j
rÞ=2 are determined

by the phases of the blue- and red-detuned componentsφj
b andφj

r on
Ion j, and the spin operator on Ion j is defined as
σj
ϕj
s
= σi

x cosϕ
j
s + σ

i
y sinϕ

j
s. By tuning φj

b andφj
r simultaneously, we can

adjust the motional phase ϕj
m while keeping the spin phase ϕj

s a
constant, which we define as the σx axis of the qubit. In the above
Hamiltonian we have also performed rotating-wave approximation
to drop the far-off-resonant terms.

The unitary evolution under the above Hamiltonian can be
expressed as spin-dependent displacements of all the phonon modes
together with two-qubit phases between the target ions
U =

Q
i<je

iΘijσ
i
xσ

j
x
Q

kDkð
P

jαjkσ
j
xÞ. Thedisplacement due to Ion jonMode

k is given by

αjk =
1
2i

ηkbjk

Z
Ωje

�i½ðμ�ωk Þt +ϕj
m �dt, ð1Þ

whichwewant to suppress at the end of the gate. The two-qubit phase
between ions i and j is given by

Θij = �
X
k

Im
Z

αik ðtÞdα*
jkðtÞ+

Z
αjkðtÞdα*

ikðtÞ
� �

, ð2Þ

which appears from applying a new displacement dα to the accumu-
lative one α(t) at different directions.

In this experiment, we use a phase-modulated gate sequence
wherewedivide thewholegate into several equal segments and set the
motional phaseϕj

m to be piecewise-constant on these segments.When
we set the duration of each segment to be a multiple of 2π/∣μ − ωk∣ for
some mode k, clearly the spin-dependent displacement vanishes
independent of ϕj

m. For the LR and the UD ion pairs, we further cancel
the spin-dependent displacement of the COMmode by a phase shift of
Δϕ = π − (μ − ω1)ΔT between the two segments where ΔT is the time
difference between the starting points of the two segments, namely
the duration of a single segment.

As for the LU ion pair, after designing each segment to disen-
tangle Mode 2 and Mode 4 as described in the main text, we

still need to choose the phases of different segments to set the
spin-dependent displacements of Mode 1 and Mode 3 to zero. This
can be achieved using 22 = 4 segments49 in the pattern of
[0,π− (μ−ω3) ΔT,π− (μ−ω1)×2ΔT,− (μ−ω3)×ΔT− (μ−ω1)×2ΔT].Note
that here we use the same phase sequence alternatingly on the two
target ions, so we have ΔT = 2[4π/(ω2 − ω4) + Δt] covering two seg-
ments and separations. Such a phase sequence can accumulate a
nonzero two-qubit phase between the two target ions according to
Eq. (2), and we can scale the overall Raman Rabi rate of the laser to
set this phase to ± π/4, which gives us the desired maximal
entangling gate.

Finally, note thatwhen applying the 355 nmRaman laser, therewill
be a differential AC Stark shift on the target ions on the order of kHz50.
On the one hand, we can shift the blue- and red-detuned frequency
components accordingly so that we still get a spin-dependent force in
a suitable rotating frame. On the other hand, when switching the
addressing beam between the two target ions, we are effectively
switching between two frames andwe need a shift in the spin phaseϕj

s
to compensate it.

Gate error sources
To estimate the influence of various error sources, we calibrate their
strength by separated single-ion or multi-ion experiments. The laser
dephasing time is measured to be τs = 4ms by fitting the exponential
decay of the Ramsey fringes under the counter-propagating Raman
π/2 pulses, and is mainly caused by the vibration of optical compo-
nents in the relatively long optical path consisting of multiple layers.
To separate its effect from the measurement of the motional
dephasing time, we use the following sequence: First we initialize the
ion in ∣0i∣0i of the spin and the motional states by sideband cooling
and optical pumping; Then we perform a carrier Raman π/2
pulse followed by a red-sideband Raman π pulse to prepare the
superposition of the motional state 1ffiffi

2
p ∣0ið∣0i+ ∣1iÞ; After waiting for

time t to accumulate some unknown phase between the motional
states ∣0i and ∣1i due to the fluctuation of the trap frequency, we
apply another red-sideband π pulse and another carrier π/2 pulse to
turn this phase information into the population of the spin. Note that
in this way the optical phase is canceled between the adjacent carrier
and red-sideband pulses, and we fit a motional dephasing time
of τm = 3ms.

We estimate the average phonon number of the four normal
modes in the ydirection by comparing the excitation probability of the
red and the blue motional sidebands54 under a weak individually
addressed Raman laser. Then by fitting the increase of the average
phonon number vs. the waiting time, we obtain the heating rate of the
COM mode to be 120 s−1, and those of the other modes to be
below 10 s−1.

The above error sources are modeled as Lindblad operators in
our numerical analysis and are solved by QuTip57. As for the
fluctuation of the laser intensity, we treat it as a low-frequency
shot-to-shot variation. To estimate its strength, we set the Raman
laser to a large detuning Δ such that its effect is mainly an AC Stark
shift on the qubit. Then we perform the Ramsey spectroscopy using
microwave π/2 pulses with this far-detuned Raman laser turned on
during the waiting time. The intensity fluctuation thus translates
into the phase noise and can be fitted from the Gaussian envelope
of the Ramsey fringes. By comparing this decay rate with the
oscillation frequency of the Ramsey fringes which is proportional to
Ω2/Δ, we estimate a standard deviation of σ = 1% in the relative Raman
Rabi frequency. Its effect on the gate fidelity will further be squared
as (π2/4)σ2.

Data availability
The data supporting thiswork are available at Figshare https://doi.org/
10.6084/m9.figshare.27143505 (ref. 58).
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