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OBJECTIVES: To analyze the available literature on the performance of artificial 
intelligence-generated clinical models for the prediction of serious life-threatening 
events in non-ICU adult patients and evaluate their potential clinical usage.

DATA SOURCES: The PubMed database was searched for relevant articles in 
English literature from January 1, 2000, to January 23, 2022. Search terms, in-
cluding artificial intelligence, machine learning, deep learning, and deterioration, 
were both controlled terms and free-text terms.

STUDY SELECTION: We performed a systematic search reporting studies that 
showed performance of artificial intelligence-based models with outcome mor-
tality and clinical deterioration.

DATA EXTRACTION: Two review authors independently performed study selec-
tion and data extraction. Studies with the same outcome were grouped, namely 
mortality and various forms of deterioration (including ICU admission, adverse 
events, and cardiac arrests). Meta-analysis was planned in case sufficient data 
would be extracted from each study and no considerable heterogeneity between 
studies was present.

DATA SYNTHESIS: In total, 45 articles were included for analysis, in which mul-
tiple methods of artificial intelligence were used. Twenty-four articles described 
models for the prediction of mortality and 21 for clinical deterioration. Due to 
heterogeneity of study characteristics (patient cohort, outcomes, and prediction 
models), meta-analysis could not be performed. The main reported measure of 
performance was the area under the receiver operating characteristic (AUROC) 
(n = 38), of which 33 (87%) had an AUROC greater than 0.8. The highest re-
ported performance in a model predicting mortality had an AUROC of 0.935 and 
an area under the precision-recall curve of 0.96.

CONCLUSIONS: Currently, a growing number of studies develop and analyzes 
artificial intelligence-based prediction models to predict critical illness and de-
terioration. We show that artificial intelligence-based prediction models have an 
overall good performance in predicting deterioration of patients. However, ex-
ternal validation of existing models and its performance in a clinical setting is 
highly recommended.

KEY WORDS: critical care, intensive care, risk stratification models, artificial 
intelligence, clinical deterioration, Medical Emergency Team

Approximately 5–10% of hospitalized patients encounter a severe ad-
verse event (SAE) during their hospital admission, including cardiac 
arrests (CAs) and ICU admission (1). Delay in recognition of deteri-

oration leads to delayed diagnostic and therapeutic interventions resulting in 
increased morbidity and mortality (2, 3). Therefore, early recognition of dete-
riorating patients is pivotal to improve patient outcomes. To aid in this process, 
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Early Warning Scores (EWSs) and Medical Emergency 
Teams (METs)/Rapid Response Teams (RRTs) were 
introduced in the late 1990s (4).

EWS are based on (abnormal) vital parameters that 
are frequently measured as input, resulting in an in-
teger score. A higher score indicates a higher likelihood 
of clinical deterioration, generally defined as CAs, the 
need for ICU admission or death. Although EWS is 
a simple and easy-to-use tool, one of the main issues 
with EWS is the lack of specificity resulting in signifi-
cant numbers of false-positive responses. This results in 
a poor positive predictive value of up to 5–10% (1, 5, 6).

To complicate matters further, the EWS is reliant 
on nurses taking vital signs. Frequency, (in)complete-
ness and in some cases, incorrect calculation of the 
sum score can impact patient care significantly (7). 
Modification of the original EWS systems included 
adaptation of the thresholds of sum scores, including 
range of normality of vital signs and addition of blood 
measurements including lactate. These changes have 
led to enhanced performance. However, this still relies 
on timely awareness and interpretation of the staff by 
observing trends and absolute values.

These track and trigger systems were developed 
using variables that were often chosen because of ac-
cessibility and expected association with clinical de-
terioration. None have been fully validated and are 
mostly based on peer opinion (8). However, in recent 
years, medicine has witnessed the emergence of artifi-
cial intelligence (AI) as a tool to analyze large amounts 
of data (8–10). This offers the opportunity for unbiased 
analysis and uncovering hidden correlations in large 
datasets. To date, many AI-based algorithms have been 
published. Only a few have been tested in clinical prac-
tice, and scientific evaluation of these complex inter-
ventions and their clinical use are in its infancy (11).

AI-based models have the potential to improve the 
care for in-hospital patients and especially those dete-
riorating on the ward. Appropriate escalation in case of 
deterioration is possible by integration of these models 
into clinical practice with the potential for real-time risk 
assessment (12). This would allow for more appropriate 
allocation of resources including staff as shortages are 
increasing and staffing ratios are directly correlated with 
outcome (13). However, AI-based prediction models 
have currently very limited penetration into clinical 
practice, and besides potential benefits, have inherent 
disadvantages. Overall, implementation may take 

significant time to fully get adopted into normal clinical 
routine. Also, the clinicians may be reluctant to use it 
due to the so called “Black Box Phenomenon” because 
they may find it unclear how decisions are made by the 
algorithm. In addition, the validity of a given model 
may vary depending on the applied patient population.

With the abundance of published models in the liter-
ature, our goal was to analyze the performance of these 
AI-generated clinical models for the prediction of se-
rious life-threatening events in non-ICU adult in-hos-
pital patients and evaluate their potential clinical usage.

METHODS

This review was performed according to methods 
detailed in the systematic review protocol and is re-
ported in line with the Preferred Reporting Items for 
Systematic Reviews and Meta-Analysis statement (14). 
The study protocol was registered and approved in 
the International Prospective Register of Systematic 
Reviews, reference number CRD42021267982.

Search Strategy

The PubMed database was searched for relevant articles 
in English literature from January 1, 2000, to January 
23, 2022. Search terms included controlled terms as 
well as free-text terms. The following terms were used: 
AI, machine learning, deep learning, and deteriora-
tion. The complete search strategy can be found in 
Additional File 3 (http://links.lww.com/CCX/B47). 
The World Health Organization International Clinical 
Trials Registry Platform (www.who.int/ictrp/en/) and 
U.S. National Institutes of Health (NIH) (https://clini-
caltrials.gov/) were searched to identify any unpub-
lished ongoing trials. Reference lists of studies that met 
the eligibility criteria were hand-searched to identify 
any potentially missed studies.

Two review authors (L.I.V., N.J.C.W.) independently 
performed the title-abstract and full-text screening. 
Disagreements were resolved by a third person (J.L.). 
For the full-text screening, reasons for exclusion per 
article were recorded. Relevant data were extracted by 
the authors (L.I.V., N.J.C.W., J.L.).

Eligibility Criteria and Study Selection

Primary outcome was the model performance for the 
prediction of mortality and/or clinical deterioration. 

http://links.lww.com/CCX/B47
www.who.int/ictrp/en/
https://clinicaltrials.gov/
https://clinicaltrials.gov/
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Therefore, peer-reviewed studies focusing on the predic-
tion of mortality and clinical deterioration for hospital 
admitted, non-ICU patients were included. Mortality 
was defined as all types of mortality (30-d mortality 
and in-hospital mortality). Clinical deterioration was 
defined as unplanned ICU admissions, emergency sur-
gery, consultation by MET/RRT, hemodynamic insta-
bility, respiratory distress, and life-threatening events.

Studies including mixed-patient populations (i.e., 
ward and intensive care/intermediate care) were excluded 
unless there was a separate analysis for ward patients. 
COVID-19 as a specific disease entity was excluded from 
this analysis. As COVID-19 did account for significant 
deterioration at the ward level (2020–2021) resulting in 
ICU admissions and (unplanned) death. The current re-
view focuses on future implications for modeling in the 
context of the deteriorating ward patient based on pre-
vious literature within this field. Although unclear about 
the future impact of COVID-19 in daily practice, we 
excluded COVID-19 to remain focus and correlate with 
previous work in this field of research (15).

Machine learning models were the index test of 
interest defined as any machine learning technique, 
deep learning, or other self-learning models. Primary 
outcome was expressed in area under the receiver op-
erating characteristics (AUROCs), C-statistics, area 
under the precision-recall curve (AUPRC), and sensi-
tivity and specificity for important thresholds.

Other items that were collected from the papers 
included the year of publication, study design, study 
population, input variables, whether cross-validation 
was performed and its number of folds.

Quality of Evidence and Risk of Bias

Risk of bias was assessed using the Risk Of Bias In Non-
Randomized Studies—of Interventions (ROBINS-I) 
tool. The ROBINS-I is a tool developed to assess risk of 
bias in the results of nonrandomized studies that com-
pare health effects of two or more interventions (16). 
The NIH quality assessment tool for observational 
cohort and cross-sectional studies was used to assess 
the methodology of each included study in case meta-
analysis was performed.

Data Synthesis and Analysis

Studies with the same outcome were grouped, namely 
mortality and all forms of deterioration (i.e., ICU 

admission, adverse events, CAs). Meta-analysis was 
planned in case sufficient data would be extracted 
from each study and no considerable heterogeneity 
among studies was present.

Data were not pooled in case of heterogeneity that could 
not be explained by diversity of methodological or clinical 
input variables among the trials. Synthesis was performed 
using Review Manager, version 5.4. (RevMan 2020) (17).

RESULTS

Study Selection

After removal of duplicates and reference checking 
for additional studies, abstracts of 613 articles were 
screened for eligibility (Fig. 1). Eventually, the full 
text of 150 studies were obtained and assessed by two 
reviewers. The main reason for exclusion of articles 
after full-text screening was a mixed-patient pop-
ulation (including intensive care admitted patients 
without separate analysis) and studies with focus on 
COVID-19 infected patients. From these papers, 45 
studies met our inclusion criteria for synthesis. Of the 
45 included articles, 31 articles were published in the 
last 2 years.

Figure 1. Study flow diagram.
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Study Characteristics

Included studies could be subdivided according to their 
primary outcome; 24 with mortality (Supplemental 
Content, Table 1, http://links.lww.com/CCX/B47) and 
21 with clinical deterioration as focus (Supplemental 
Content, Table 2, http://links.lww.com/CCX/B47). In 
total, five articles with mortality as endpoint had over-
lapping primary outcomes including also other forms 
of clinical deterioration. The 45 included studies de-
veloped in total 99 AI-models using 24 different meth-
ods with the three most used methods; random forest  
n = 21, gradient boosting n = 20, and deep neural net-
working n = 10 (Supplemental Files 1 and 2, http://
links.lww.com/CCX/B47). Study populations con-
sisted of Emergency Department (ED) patients (with 
several subpopulations) n = 33 and patients admitted 
to the ward (with several subpopulations) n = 12. The 
three most investigated outcomes were hospital mor-
tality n = 10 and among the “group of clinical dete-
rioration,” ICU admission n = 16 and CA n = 10. All 
studies were based on retrospectively collected data.

Of the included studies, 42 used (among other vari-
ables) vital signs as their input. Other input variables 
consisted of laboratory values and patient characteris-
tics (including age and gender). Due to the heteroge-
neity among studies, such as study population, types 
of machine learning models, and outcome parameters, 
meta-analysis could not be performed.

Model Performance

Out of 45 articles, primary outcome was mainly de-
fined using AUROC/area under the curve n = 38. 
Other used performance indicators were AUPRC, sen-
sitivity and specificity, positive predictive value, and 
F1. Of 38 articles reporting AUROC, 33 (87%) had a 
model performance greater than 0.8.

All included studies developed a model tailor to 
their collected data. Of these 45 studies, 37 performed 
internal validation with a subset of their patients. 
External validation was only performed by three 
studies.

Risk of Bias Assessment

Using the ROBINS-I tool, bias was rated high among 
five studies and unknown for six studies. This was re-
lated to potential information bias in all these circum-
stances (Fig. 2).

Figure 2. Risk of bias summary: review authors’ evaluation of risk 
of bias for each included study. Symbols: green circle = low bias 
risk, no circle = unknown risk, red circle = high bias risk.

http://links.lww.com/CCX/B47
http://links.lww.com/CCX/B47
http://links.lww.com/CCX/B47
http://links.lww.com/CCX/B47
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DISCUSSION

This is the first study to systematically analyze studies 
investigating machine learning models and prediction 
of deterioration in ED and hospitalized adult patients. 
It is a field of science that is evolving rapidly with stud-
ies primarily being published in the last few years. In 
total, 45 articles were identified employing different 
methods of AI to develop risk stratification models. 
Most of the articles use vital parameters as part of their 
prediction models, which is in concordance with the 
“classic” EWS. However, many parameters that are 
not integrated in EWS, such as laboratory values and 
clinical characteristics, were also frequently used in 
the described models. Overall, performance of the in-
cluded AI-based models is high and promising but ex-
ternal validity and performance in the clinical domain 
remains a focus for future (validation) studies.

Clinical Relevance

This review included studies focusing on the detec-
tion of deteriorating hospitalized, non-ICU patients. 
As mentioned before, adequate recognition of these 
patients is highly relevant as unpredicted ICU admis-
sions and other SAEs are directly correlated with 
increased morbidity and mortality (2, 3). This specif-
ically applies to patients admitted to nursing wards 
where nurse-patient ratio is lower compared with the 
ICU. This makes ward patients more vulnerable for 
delayed detection of clinical deterioration and thereby 
increased mortality (18). To achieve early adequate 
treatment and to reduce the number of SAEs, clinical 
prediction models, that is, the EWS, were developed. As 
part of Rapid Response Systems, well-integrated EWS 
with RRT have shown to reduce mortality and predom-
inantly in-hospital CA (19). However, simply intro-
ducing EWS and other track and trigger-based systems 
alone, have not shown to significantly reduce SAEs nor 
mortality (20). This may be explained by the relatively 
low specificity of EWS, leading to a high false-positive 
rate, thus resulting in alarm fatigue (21). However, ev-
idence regarding improved patient outcomes with the 
introduction of AI-based decision-making is lacking 
as implementation in clinical practice is scarce/absent. 
It is therefore highly relevant to investigate the effect of 
clinical implementation of AI-based risk stratification 
on patient outcome. Interesting is that none of the in-
cluded articles discusses concrete plans to implement 

their developed model for clinical usage to improve 
patient care. Furthermore, only three studies in our 
review have externally validated their model as a first 
step toward this goal. To improve internal validity and 
to facilitate comparison between models, universal re-
porting of the diagnostic performance should be listed. 
Specific use of certain parameters such as the AUPRC 
is recommended because the primary outcome is a rel-
atively rare event. Thus, the model performance using 
the AUPRC may be more accurate compared with 
the AUROC. Further studies therefore should use the 
AUPRC rather than the AUROC.

Limitations and Potential Pitfalls of AI

As briefly discussed in the introduction, potential 
drawbacks in relation to AI do exist (22). The main issue 
of AI-based risk stratification models is that they are 
not completely flawless. Implementing these models 
may lead to overreliance of these nonfaultless systems 
when medical personnel solely rely on these models. 
This could lead to SAEs or even death. However, a sim-
ilar risk also exists with the use of EWS systems but has 
thus far not been reported to our knowledge.

As AI slowly finds its way into the clinical arena, 
methodological issues regarding model development 
still exist. Currently, models are developed based on 
relatively small datasets from mostly single centers and 
data selection does often not consider external factors, 
such as possible correlation with seasons. Also, models 
trained on data derived from single centers may only 
reflect good performance within this specific center, 
and extrapolation and usage in other hospitals has not 
been analyzed to date due to case-mix differences.

While most of included studies in this review are 
published recently, only three out of 45 articles ex-
ternally validated their developed model. Prognostic 
models that aim to improve prediction of clinical 
events, require external validation and clinical testing 
(23). This is especially important, as prediction models 
tend to have a poorer performance in external valida-
tion cohorts compared with the original study popula-
tion (24).

Future Opportunities for AI

A potential benefit of AI is the use of real-time or in-
tegrated data to continuously update the model and 
provide flexibility for changes in patient population, 
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seasonality, and treatment effects. In medicine, this 
has not been widely employed yet, as described earlier. 
However, performance and effectiveness of the models 
based on real-time data should be further investigated.

Strengths and Limitations of This Review Study

This review is the first to systematically analyze all 
available literature from the past 20 years regarding 
AI for the prediction of critical illness in hospitalized, 
non-ICU, patients. It provides a comprehensive up-
to-date overview of current pitfalls and highlights the 
plurality of available AI-based models and the current 
lack in clinical applicability. Our review shows that re-
search efforts have been made as the number of mod-
els is booming in recent years. This provides promising 
avenues for future research and potential improvement 
in clinical care for this patient group.

Despite applying strict selection criteria, a meta-
analysis could not be performed due to considerable 
heterogeneity in both study populations, input and 
output variables and methods used for model deriva-
tion. This deprives the opportunity to directly compare 
published AI-based models and their performances.

Another important limitation is that study outcomes 
including “hemodynamic instability” and “respiratory 
distress” are important clinical entities, but by nature 
lack a clearly defined and generally accepted defini-
tion, as is the case with mortality and in hospital car-
diac arrests. Studying (and comparing) models based 
on these “vague” parameters requires clear definitions 
that are often absent at this time. This makes it more 
difficult to analyze, comprehend and compare conse-
quences of our (and future) studies, and let alone to 
extrapolate into clinical practice.

CONCLUSIONS

A rapidly growing number of studies uses AI-based 
prediction models to identify critical illness and de-
terioration. This review shows that, despite hetero-
geneity among studies, AI-based prediction models 
have an overall good performance in predicting clin-
ical deterioration of hospitalized non-ICU patients. 
However, standardized reporting of outcome variables 
for diagnostic models and subsequent external valida-
tion of these models are first steps to promote validity 
of the models. Second, investigation of clinical appli-
cability and performance after implementation are 

major aspects for future studies to ultimately assess 
clinical utility.
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