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A major mode of gene expression evolution is based on changes in cis-regulatory elements (CREs) whose function
critically depends on the presence of transcription factor-binding sites (TFBS). Because CREs experience extensive
TFBS turnover even with conserved function, alignment-based studies of CRE sequence evolution are limited to very
closely related species. Here, we propose an alternative approach based on a stochastic model of TFBS turnover. We
implemented a maximum likelihood model that permits variable turnover rates in different parts of the species tree. This
model can be used to detect changes in turnover rate as a proxy for differences in the selective pressures acting on TFBS
in different clades. We applied this method to five TFBS in the fungi methionine biosynthesis pathway and three TFBS in
the HoxA clusters of vertebrates. We find that the estimated turnover rate is generally high, with half-life ranging
between ~5 and 150 My and a mode around tens of millions of years. This rate is consistent with the finding that even
functionally conserved enhancers can show very low sequence similarity. We also detect statistically significant
differences in the equilibrium densities of estrogen- and progesterone-response elements in the HoxA clusters between
mammal and nonmammal vertebrates. Even more extreme clade-specific differences were found in the fungal data. We
conclude that stochastic models of TFBS turnover enable the detection of shifts in the selective pressures acting on CREs

in different organisms.
The analysis tool,
http://www.bioinf.uni-leipzig.de/Software/creto/.

Introduction

The evolution of gene expression occurs through
changes in transcriptional control mechanisms, including
the modification of cis-regulatory elements (CREs) (Wray
2001; Gompel et al. 2005) and the evolution of novel func-
tions in regulatory proteins such as transcription factors and
cofactors (Lynch et al. 2008; Wagner and Lynch 2008). To
date, most studies have focused on the evolution of CREs.
Modification of CREs mostly consists of the acquisition
and/or loss of transcription factor—binding sites (TFBS)
(Istrail and Davidson 2005). Hence, investigating the mo-
lecular evolution of CREs may reveal the timing and the
kind of evolutionary changes that affect gene regulation
through changes in CREs similar to the success of methods
for characterizing the tempo and mode of protein evolution.
However, a major obstacle to the analysis of sequence evo-
Iution in CREs has been the low degree of sequence con-
servation among even functionally conserved CREs
(Crocker and Erives 2008). Population genetic and molec-
ular evolutionary approaches to CRE evolution have ap-
plied a number of strategies to circumvent these
problems. For example, one strategy has been to first iden-
tify highly conserved noncoding sequences and then inves-
tigate the pattern and rate of nucleotide substitutions in
these conserved noncoding sequences (Wagner et al.
2004; Prabhakar et al. 2006). Another approach has been
to focus on closely related species, in which the sequence
divergence is minimal, and to then apply population genetic
methods (Wong and Nielsen 2004; Balhoff and Wray 2005;
Haygood et al. 2007), but computational methods of exam-
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called CRETO (Cis-Regulatory Element

Turn-Over) can be downloaded from

ining the rate and pattern of CRE evolution of are still in
their infancy.

In this paper, we pursue an alternative approach orig-
inally formulated by Wagner et al. (2007). In this approach,
noncoding sequences are not compared on a nucleotide-by-
nucleotide basis following standard molecular evolution
methods, but instead, the density of TFBSs in a specific ge-
nomic region are compared across taxa. Binding sites can
undergo constant turnover; thus, in this approach it is as-
sumed that the functionally important measure is likely to
be binding site “number” rather than their “location” or pre-
cise “identity.” This model further assumes that TFBSs in
the genomic region of interest have a constant rate of orig-
ination A and decay exponentially with a relative rate p
(supplementary fig. S1, Supplementary Material online)
and is mathematically identical to the classical model of
queuing theory called M/M/o (Medhi 2003). In our previ-
ous paper, we explicitly derived the transient conditional
probabilities for changes in binding site number and pro-
posed a stochastic model for TFBS evolution (Wagner et al.
2007). Applying this model to a small data set of the number
of estrogen-response elements (EREs) in primate HoxA clus-
ters showed that the pattern of ERE turnover is generally
consistent with a stationary turnover process with an estimate
of the half-life of about 27 My, corresponding to a per site
decay rate of p &~ 1.3 x 1078 /year and a rate of origination
of A & 1.6 x 1077 /year. Thus, this method has the potential
to infer the rate and pattern of TFBS evolution.

Here, we further develop this method into a maximum
likelihood (ML) model to analyze TFBS density in an ex-
plicit phylogenetic context. The method is validated with
simulated data and then applied to two data sets of TFBS
density from very different systems, including transcription
factors that regulate the yeast methionine biosynthesis
pathway and nuclear receptor-binding sites in the HoxA
clusters of vertebrates. We find strong statistical support
for an increase in equilibrium-binding site density and
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a corresponding increase in half-life for estrogen- and pro-
gesterone-response elements in the mammalian HoxA clus-
ters coincident with the origin of mammals. However, we
found no difference in retinoic acid-response element num-
bers. Similar lineage-specific differences are also found in
the proximal promoters of genes in the methionine biosyn-
thetic pathway in a sample of yeast species. We conclude
that the statistical analysis of binding site density data can
identify potentially important changes in the selective con-
straints acting on CREs.

Materials and Methods
Yeast Data

The upstream regions for the predicted protein-coding
genes across 13 yeast (Ascomycete) genomes (Saccharomy-
ces cerevisiae, Saccharomyces paradoxus, Saccharomyces
mikatae, Saccharomyces bayanus, Candida glabrata,
Saccharomyces castellii, Kluyveromyces lactis, Ashbya
gossypii, Kluyveromyces waltii, Candida albicans, Debar-
yomyces hansenii, Yarrowia lipolytica, and Schizosacchar-
omyces pombe) were obtained from Wapinski et al. (2007).
Out of 27 methionine biosynthesis genes compiled by
Gasch et al. (2004), eight (Mer2, Met3, Met6, MetS,
Metl0, Metl6, Met30, and Sahl) were identified as sin-
gle-copy orthologous in all 13 species using the Fungal Or-
thogroups Repository  (http://www.broad.mit.edu/regev/
orthogroups/; Wapinski et al. (2007).

To determine the TFBS density, we used a compilation
of 80 binding sites represented by International Union for
Pure and Applied Chemistry consensus sequences (Gasch
et al. 2004). We searched 500 bp upstream of our eight or-
thologous single-copy genes for each of the binding sites,
counting the occurrences in both strands. In 41 of 104 cases,
the noncoding upstream sequence was less than 500 bp, so
the count was extrapolated linearly to this value (e.g., if
eight binding sites were found in 400 bp of upstream se-
quence, our final count was assigned as 10). In two outlier
cases, we instead assigned the binding site count from the
closest relative to two species because they had upstream
sequences of 1 and 37 bp. Out of 80 TFBSs, five were found
to be enriched in the single-copy orthologous genes com-
pared with the rest of the genome (bound by Bas1p, Cbflp,
Gendp, Met30/31p, and Rtgl/Rtg3p). Enrichment was in-
ferred by applying Fisher’s exact test to compare the times
the binding site was found for all species in the single-copy
orthologous genes (104 promoter regions total) and in the
rest of genome (73944 promoters). To get the final binding
site count for these transcription factors, we summed up all
the occurrences in the eight related genes for each of the
species. All these processes were automated using PERL
scripts.

To obtain the chronogram (ultrametric tree with
branch lengths proportional to time), we used the phyloge-
netic tree topology from Wapinski et al. (2007). For the tree
reconstruction, Wapinski et al. used 10,000 amino acid res-
idues that were randomly drawn with replacement from the
concatenated alignment of all single-copy proteins. We es-
timated divergence times by penalized likelihood with
a truncated Newton algorithm in r8s version 1.71 (Sander-

son 2006) setting the smoothing parameter to 0.06. The op-
timization of the smoothing parameter was obtained
following the instructions of r8s program manual (available
at http://loco.biosci.arizona.edu/r8s/). The tree species phy-
logeny was calibrated by fixing the split of D. hansenii and
C. albicans from the other yeast at 272 My (Miranda et al.
2006).

HoxA Cluster Data

The complete HoxA clusters from horn shark
(Heterodontus francisci: AF224262, AF224263), bichir
(Polypterus senegalus: AC126321 and AC132195, Chiu
et al., 2004), coelacanth (Latimeria menadoensis:
FJ497005), frog (Xenopus tropicalis: 3616499), bat
(Rhinolophus  ferrumequinum: DP000727), elephant
(Loxodonda africana: NT161952), armadillo (Dasypus no-
vemcinctus: NT108274), platypus (Ornithorhynchus anati-
nus: NT165289), dog (Canis familiaris: NT107854),
galago (Otolemur garnettii: DP000935), mouse lemur
(Microcebus murinus: NT165887), rabbit (Oryctolagus
cuniculus: DP001063), cow (Bos taurus: NT107808), tam-
arin (Callithrix jacchus: NT113347), chicken (Gallus gal-
lus: NT107524), opossum (Monodelphis domestica:
NT113108, NT112848), dog (C. familiaris: NT107854,
NT165635), rat (Rattus norvegicus: NT107474), mouse
(Mus musculus: NT165680), macaque (Macaca mulatta:
NT108362), chimpanzee (Pan troglodytes: NT107590),
and human (Homo sapiens: NT086366), including those se-
quenced as part of the ENCODE project, were downloaded
from NCBI. The sequence around the cluster was trimmed
to include 5 kb of sequence upstream of the most 5’ Hox
gene and 5 kb downstream of the most 3’ Hox gene.

Putative estrogen, progesterone, and retinoic acid-
response elements were identified using in-house PERL
scripts that identify and report the location of sequence mo-
tifs given as regular expressions. The consensus ERE se-
quence used in this study, GSYCMNNNWGAMS, was
generated from the consensus identified in a genome-wide
search for high-affinity response elements (Bourdeau et al.
2004) and two EREs experimentally determined to regulate
HoxA-10 (Akbas et al. 2004). Only those patterns with four
or fewer mismatches from the “perfect” ERE
(GGTCANNNGTACC) were counted. The progesterone-re-
sponse element consensus was based on experimentally de-
termined high-affinity progesterone receptor—binding sites
(Nelson et al. 1999) with a variable half-site and a fixed
half-site (TCTTGTNNNACAAGA); one substitution in
the six nucleotides of the fixed half-site was allowed and
three mismatches to the perfect progesterone-response ele-
ment (PRE) were allowed in the variable half-site. The reli-
ability of this counting method was cross-validated against
the Dragon ERE finder, which uses a hidden Markov model
to identify EREs. (Dragon predictions matched our selection
criteria 22 to 3 sites in test comparisons between human,
elephant, platypus and chicken.) For the detection of the ret-
inoic acid-response element (RARE)-binding sites, we did
an exact forward and reverse search of 18 experimentally de-
fined DR5 RAREs (Mainguy et al. 2003) that consists of five
defined nucleotides on each side separated by five arbitrary
nucleotides.
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Fic. 1.—Example of binding site number evolution for multiple
turnover parameters: Phylogenetic tree with six species (A—F with 1-11
binding sites) and three parameter pairs. Each node is labeled with its
unique label followed by the mean binding site number of the
corresponding subtree and the difference of that number to that of the
ancestor node. Because node 1 and node 11 have the largest differences,
their subtrees are chosen by the program to have different rates (gray).
Note that the rates are valid from the ancestor of the subtree on.

The Algorithm

The algorithm takes as input the number of binding
sites for an arbitrary but fixed transcription factor for each
species and a phylogenetic tree of those species with branch
lengths. In its simplest implementation, the algorithm esti-
mates the decay rate, 1, and the origination rate, A, for these
binding sites by maximizing the likelihood of the observed
binding site numbers on the tree. The likelihood is calcu-
lated based on the time-dependent conditional probability
of having exactly n binding sites when ¢ generations before
the binding site number was ny (Wagner et al. 2007). To
facilitate the detection of statistically significant differences
in binding site dynamics, we also implemented a version
where a subtree or subtrees can have different binding site
turnover parameters (e.g., see fig. 1). Note that the param-
eter pair for a subtree is applied to a clade and the stem lin-
eage of the clade. The algorithm consists of two nested
optimization loops, one for maximizing the likelihood
and one to improve the step length of the search algorithm
(see supplementary fig. S2 [Supplementary Material online]
for a schematic).

The tree likelihood L is calculated from the conditional
likelihoods L;(n), that is, the likelihood of all evolutionary
histories conditional on the assumption that at node i ex-
actly n binding sites are present. The tree likelihood is then
calculated as the weighted average of the conditional like-
lihoods of the root node r over all possible binding site
numbers with the prior probability rt(n). For the prior prob-
ability, we take the equilibrium distribution for the TFBS
model, which is the Poisson distribution. We parameterize
the Poisson distribution with the mean binding site number
n averaged over all species.

n

n'"e~
L= ZTL,(n).
n

Because the number of all possible binding site
numbers is potentially infinite, we have to restrict # to a fi-
nite interval for computational reasons, fpmin < 7 < Amax-
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For determining these values, we define a “bound” value
(default is 1076) and calculate the lowest and largest n
so that the probability of the Poisson distribution from
0 to ny, is <bound/2, and the probability of n > n..
is also <bound/2. Because the Poisson distribution is
always more dispersed than any transient probability distri-
bution (supplementary fig. S3, Supplementary Material on-
line), the bound value is conservative estimate of the error
in the likelihood estimate.

The calculation of the conditional likelihoods L;(n) de-
pends on the kind of the node i. If the node is a leaf, that is,
representing a terminal taxon, the likelihood is calculates as

Li(n) = 1 : #of binding sites = n
! 0 : #of binding sites # n "

If the node i is an internal node, then the likelihood is
calculated as

Lm= ]

Jj€Decendents (i)

3wl

M = Nmin

The likelihood of the root node i having exactly n
binding sites is proportional to the product of the probabil-
ities of all events in all the lineages that emanate from node
i. In each descendent lineage, we sum the overall possible
changes in binding site number, given the number of bind-
ing site in node i and the length of the branch leading to the
descendent node and the likelihoods of binding site num-
bers in the descendent node j. The transient conditional
probabilities for our stochastic model is from Wagner
et al. (2007) and is

1 » min(ng,n) n no
Pr(n|ng, 1) = —e =~ /W —e™) Z k!<k> (k )
n

k=0

n—k
(&) efkw(l _ efpr>n+n()72k.
[0

If the branch length are long, that is, if 7 > n2 'then the
conditional probability converges to the equilibrium distri-

bution
1 /A"
Pr(n) = — <—) e MK,
n! \ p

For a given data set, the decay and origination param-
eters of the binding sites are estimated by an ML procedure
by iterative hill climbing (supplementary fig. S2, Supple-
mentary Material online). The initial step sizes are deter-
mined as A;=A/2 and A,=p/2. Then, the likelihoods
for all six combinations of parameters (7»/ ), (),
and (A, '), with A’ =A*A; and p’ =pxA,, are calculated.
If the maximum of these six new likelihoods is higher than
the original likelihood with parameters (A, 1), then the new
parameter combination is adopted. If none of the likeli-
hoods is higher, then the step size is reduced by a factor
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15 and the likelihood evaluation is repeated. If after ten at-
tempts to reduce the step size no improvement of L is
achieved, the algorithm returns the last parameter pair as
the ML estimate of the binding site turnover rates (supple-
mentary fig. S2, Supplementary Material online). Note that
for determination of step sizes for parameter optimization
the evaluation of (A ,n) and (A,p’) would be sufficient.
Because the likelihoods for this model are strongly influ-
enced by the ratio A/, the evaluation of likelihoods for
(7»', ') makes the optimization more efficient.

For efficient optimization, it is also important to
choose reasonable starting estimates for the turnover pa-
rameters. For this purpose, we assume that about '5 of
the binding sites present at the common ancestor are still
present in any two of the species sampled. The expected
number of homologous binding sites is

E(h) = ne ",

where ¢ is the time since the most recent common ancestor of
the two species, # is the number of binding sites present in the
common ancestor, and / is the number of homologous bind-
ing sites in the two species. We then have 4 = n/2, and we
initially estimate p= % and the origination rate from the
predicted equilibrium-binding site number #A=A/p as
A=np, where 7 is the average binding site number in the
leaves for the subtree for which the parameters are estimated.

If the evolutionary distances between nodes in the tree
are long compared with the half-life of the binding site, the
transient probability distribution approaches the stationary
distribution, which for this process is a Poisson distribution
(Medhi 2003). In this case, only the ratio of the origination
rate to the decay rate, A/, influences the likelihood and
only this ratio is optimized by the program. This optimiza-
tion is then preformed by keeping the original | and only
optimizing A.

In the analysis of simulated data, we observed two
kinds of situations where the optimization diverged from
the true parameter values. In one case, the expected number
of binding sites becomes smaller than n,,;, or larger than
Nmax- This failure can happen if origination and decay rate
strongly diverge. The algorithm is failsafe, so that the op-
timization stops if this is happening. Another scenario we
observed is that sometimes one or both parameters rapidly
decrease toward zero. This zeroing happens when the bind-
ing site numbers at the leaves of the tree are too similar and
thus no phylogenetic signal is present in the data. To the
algorithm, this similarity indicates that the rate of binding
site turnover must be very low because there is too little
variation among terminal taxa.

In figure 2, the likelihood surface for the CBFI1-
transcription factor in our fungal data set is plotted. The
likelihood function has a very distinct maximum and an ex-
tended ridge around the parameter values with the same
A/u ratio as the ML estimates of A and p. This functional
form demonstrates that deviations in the A/ ratio affect the
likelihood more than individual parameter changes that
leave the A /p ratio unaffected. We also note that the likeli-
hood ridge levels off for larger parameter values, rather than
approaching zero, such that the likelihood only depends on
the A/ ratio and not on the individual parameters. This

FiG. 2.—Likelihood surface of the model for binding site for CBF1
in the fungal data set. The likelihood is plotted as a function of the
origination rate A and the decay rate p of the binding sites. The likelihood
function has a distinct maximum with an extended ridge (black) between
the A/pL rate corresponding to the mean binding site number (green) and the
Au rate corresponding to the A/u rate at the likelihood maximum (blue).

leveling off occurs because, as the turnover parameters in-
crease, the estimated half-life time of a binding site de-
creases and the probability distribution approaches the
stationary distribution, which only depends on the A/ ratio
and not on the individual parameter values.

To estimate of confidence intervals (CIs) of the param-
eter estimates, we approximated the likelihood function
around the optimum with the Gaussian likelihood function

L) e 830 )

where v= (%, i) and vo = (Aopt, Kop) and C is the covariance
matrix for the parameter estimates. To give a rough estimate
of the CI, we use the fact that the log-Gaussian likelihood
for a random variable 2 standard deviations (SDs) away
from the optimum is

logL(x£20) = logLm.x — 2.

Hence, we find the contour line on the likelihood func-
tion that corresponds to a likelihood value of

Leconfidence = CXP[IOngax - 2]

to determine the CIs for A and p. The limits of the CIs are
then the maximal and minimal values of which are compat-
ible with L onfidence-

There is always a lower confidence limit as defined
above, but in cases where the phylogenetic signal in the data
is weak, it can happen that there is no upper confidence
limit. This degenerate case occurs when the likelihood peak
is higher than the ridge by less than two logL units.

Results
Simulation Results

Simulations were performed on linear and binary trees of
various sizes by simulating the stochastic process of TFBS
turnover (supplementary fig. S1, Supplementary Material on-
line). Thatis, given a tree and the parameters of the model, the
binding site number at a certain node of the tree was drawn
randomly from a distribution given by the mathematical



model. At the root of the tree, we assumed that the number of
binding sites was equal to the equilibrium-binding site num-
ber. The randomly drawn binding site numbers at the terminal
nodes of the tree were then taken as input data for the analysis
by the ML algorithm described above. Simulations with dif-
ferent rates and clade ages were performed by setting the root
node to an age of 10° years and adjusting the rate parameters to
obtain simulations with different relationships between clade
age and turnover rate. We express the “age of the clade” in
terms of relative clade age (RCA), that is, the age of the root
node divided by the half-life time of the binding sites.

The Effect of Taxon Sampling

Here, we address the question how much the estimate of
the model parameters is affected by the number of taxa that
are included in the analysis. We first look at a set of simu-
lations where the trees are “symmetrical,” that is, the taxa are
sampled from a 16-taxon binary tree and the RCA is low,
RCA = 0.5.Wesimulated datawith 2, 3,4, 6,8, and 16 taxa.
Trees with fewer than 16 taxa where obtained by randomly
deleting taxa from a symmetrical 16-taxa tree.

The first notable trend was that there is a considerable
fraction of simulations where the algorithm did not con-
verge. On the one hand, there are the cases where the likeli-
hood of an equilibrium model equals that of the full model
taking phylogenetic structure into account. In the equilib-
rium model, the likelihood of any binding site number on
the tree is estimated from the Poisson distribution, that is,
the equilibrium distribution of the stochastic process of
binding site turnover. Equilibration of binding site numbers
among species can happen even in cases where the simu-
lated clade was young compared with the half-life of bind-
ing sites and thus should not be in equilibrium. If this
equilibration occurs, then it becomes impossible to estimate
the individual parameters because the equilibrium distribu-
tion only depends on their ratio. Another case occurs when
the parameter estimates diverged toward zero. These cases
occurred for instance when, by chance, the binding site
counts of taxa are too similar suggesting a low rate of evo-
lution. Taking all these cases together (supplementary fig.
S4, Supplementary Material online), the percentage of sim-
ulated data sets for which the algorithm did not converge
ranged from about 30% for data with 2, 3, and 4 taxa to
only 5% in the case of 16 taxa. Hence, there is a large
chance (about 30%) that small data sets, that is, 4 taxa
or less, cannot be analyzed because there is a high proba-
bility of a data structure that is “misleading” to the algo-
rithm. In our simulations, however, the chance that the
algorithm is not converging is only 10% with eight taxa
and 5% with 16 taxa. With older clades, RCA 1 or 4,
the percentage of nonconverging is larger because they
are more likely to be in equilibrium (supplementary fig.
S4, Supplementary Material online).

All the results discussed below are based on only those
simulations where the algorithm converged, that is, the like-
lihood of the full model is higher than the equilibrium model
and no parameter estimate diverged close to zero (optimiza-
tion stops if the start parameters falls more the six orders of
magnitude, typically 10~'7 or lower, the simulated param-
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eters are of the order of 107> and 10~ for A and p, respec-
tively; the estimates for these simulations are clearly distinct
from the other simulations and there is no ambiguity in clas-
sifying the cases as converging or diverging).

Estimating the A/ Ratio from Simulated Data

Here, we consider the influence of the mean binding
site number in the taxon sample on the estimated ratio of
M. Remember that the ratio A/p predicts the expected
binding site number in stochastic equilibrium. In the simu-
lations, the root node was assigned the predicted equilibrium-
binding site number, in our case 10. Nevertheless, the mean
binding site number differed quite dramatically from the
equilibrium expectation. In supplementary figure S5 (Sup-
plementary Material online), we plot the minimum and
the maximum mean binding site numbers, where the means
are over taxa in a simulated data set and the minimum and
maximum is taken over the set of simulations. Note that,
even for “large” data sets with 16 taxa, the minimum mean
binding site number is 7.4 and the maximum is 12; these are
20-25% different from the expectation of 10. One can ex-
pect that the algorithm would over- and underestimate A/ if
the mean binding site number in a data set deviates strongly
from the expectation. In fact, for small data sets, there is
a strong correlation between the mean binding site number
in a data set and the estimated A/p ratio. This correlation is
shown in figure 3A for a sample of data sets with four taxa,
where the Neyman—Pearson correlation is 0.974 and the
scatter is very tight. On the other hand, in a sample of data
sets with 16 taxa, the correlation is virtually zero (—0.009)
(fig. 3B). Hence, with a moderately large data set, for ex-
ample, 16 taxa, and a young clade (RCA = 0.5), the algo-
rithm is able to correctly estimate the A/u ratio, even when
the mean binding site number deviates strongly from the
expected equilibrium-binding site number. Correlation co-
efficients between mean binding site number and estimated
A/p ratios are given in figure 3C for data sets of 4, 6, 8, and
16 taxa, with intermediate correlations for 6 and 8 taxa.
Hence, the accuracy and reliability of the estimated A/p ra-
tio critically depends on the number of taxa sampled, where
in young clades between 8 and 16 are sufficient. We find the
same trend with linear trees, that is, trees with a pectinate
structure (data not shown).

We further investigated the relationship between mean
binding site number and estimated A/ ratio for older clades
with RCA of 1 and 4. In figure 3C, we also compare the
correlation between mean binding site number and esti-
mated A/p ratio and find that this correlation remains high
even from clades with RCA = 1 and 16 taxa. It seems that
the demand on data amount increases strongly with RCA so
that the algorithm can estimate the correct A/ ratio. For
instance, with a RCA of 1 and 16 data, the correlation is
still 0.78 and with a RCA of 4, it is higher than 0.9.

We conclude that, with sufficient data and young
enough clades, relative to the half-life of the binding site,
the algorithm accurately estimates the equilibrium-
binding site density for a clade, even when the mean bind-
ing site number observed is considerably different from
the expectation.
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Relationship between mean binding site number
and estimated A/p (RCA=0.5, Taxa=16)
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FiG. 3.—Influence of the mean binding site number on the estimated A/p ratio. Although for four taxa and an RCA of 0.5 exists a strong correlation
(Neyman—Pearson = 0.974) between these values (A), the correlation for 16 taxa at the same RCA is virtually O (Neyman—Pearson = —0.009) (B). In
general, this correlation falls with rising taxa numbers and increase strongly with higher RCA (C). Because the mean binding site number tends to differ
more from the equilibrium number for few taxa than for many taxa (see also supplementary fig. S5, Supplementary Material online), this suggests that

Mu estimates are more reliable with high taxa numbers and low RCA.

Estimating the Individual Model Parameters from
Simulated Data

Because the A/p ratio strongly influences the expected
mean binding site number among taxa, this ratio is much
easier to estimate than the individual parameters, A and
p. In figure 4A and B, we plot the difference between
the simulated and average estimated —log;o |t and —log;g
A. These data show that the average accuracy of parameter
estimates can be pretty good all the way down to samples of
six taxa in a clade with RCA of 0.5. Hence, there seems to
be virtually no bias in the estimates. The SDs for both
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Point estimates of binding site turnover parameters are ex-
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with the ML estimates.

Estimated parameter values can thus only be considered as
order of magnitude estimates.

These trends are remarkably similar with clades of dif-
ferent age. For —log ;o A, the average SD is 0.369 if averaged
over taxa numbers and clade ages, varying between 0.49
and 0.28 if averaged over clade age and between 0.41
and 0.32 of averaged over taxa. For —log;( |, the overall
average SD is 0.365 and a similar range of variation as for
—logo A. Hence, the CIs for parameter estimates are not
much influenced by either taxon number or clade age. Sam-
ples with more taxa are certainly better for estimating pa-
rameters but not by much.

The Effect of Clade Age

We performed simulations of binding site turnover in
clades of 16 taxa with either binary trees or linear trees. We
simulated clades of different age that were composed of the
same number of taxa. We express clade age in terms of
RCA, that is, the age of the root node divided by the
half-life time of the binding sites. We simulated clades with
eight different RCAs, RCA = 0.5, 1, 1.5,2, 3,4, 8, and 16.
In supplementary figure S6 (Supplementary Material on-
line), we show that percent of simulations where the likeli-
hood of the equilibrium model was less than that of the full
model. This difference between likelihoods was manifested
in almost all cases with young clades, that is, with an RCA
of 0.5 and 1. With older clades, the fraction of nonequilib-
rium data sets tended to slowly decrease. It reached its low-
est level of 40-60% in old clades of RCA = 16 and 16
taxa. In old clades, binary trees seem to produce a smaller
fraction of nonequilibrium data sets than linear trees. This
difference may occur because linear trees with the same
number of taxa will have more recent nodes than in a binary
tree of equally spaced internal nodes.

In figure 5, the variance/mean (V/m) ratio, that is, the
ratio of the variance in binding site number across species
divided by the mean binding site number, is plotted as
a function of RCA. Note that for equilibrium data set,
we expect V/m=1 and phylogenetic signal should lead to
Vim < 1. The results for linear and binary trees are very
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similar, with binary trees having slightly larger average
Vim for young clades. The V/m ratio starts out around
0.4 for RCA = 0.5 but quickly approaches the equilibrium
value of 1 at an RCA of 3. Hence, clades which are three
times as old or older than the binding site half-life are ex-
pected to approach an equilibrium value of V/im = 1.

Estimates of binding site loss rate, |1, on binary trees are
relatively accurate in clades of RCA up to 3 but were
systematically biased upwards (fig. 6A). The bias increased
approximately linearly, with a regression equation of
Alog(p1)=0.037 x RCA — 0.023. In contrast, | estimates
from linear trees (fig. 6B) are accurate for RCA = 0.5 but
seem to be biases toward smaller values for RCA = 1-4,
on average by Alog(p)= — 0.085, that is, the actual p esti-
mates are about 22% smaller than the simulated values.
Above RCA = 4 the bias in p estimates increases at
Alog(p)=0.025 x RCA — 0.079.

For binary trees, estimates of the birth rate of binding
sites, A, are relatively accurate in the same range as the p
estimates (fig. 6C), that is, between RCA = 0.5 and 4. For
RCA 4 and 8, we find a positive bias in A estimates but with
RCA = 16, a curious inversion of the trend is observed
with a negative bias for A, whereas the p estimates have
a positive bias. A similar pattern is found for linear trees
(fig. 6D), except that for RCA = 1 and up to 3 the A
estimates have a negative bias. The reversion of bias in
pand A might be related to the fact that with very old clades,
the estimation essentially only estimates the V/m ratio and
any stochasticity in the binding site density in terminal taxa
leads to higher p rate estimates.

Overall, these simulations show that the method per-
forms well in estimating binding site turnover rates in
young clades (RCA = 0.5) regardless of tree structure,
and moderately well up to RCA = 3 for binary trees. In
older clades, | estimates seem to be systematically biased
toward larger values, and A estimates seem to have variable
biases depending on RCA (see above).

A “Back of the Envelope Method” to Estimate Model
Parameters

The dependency of V/m on RCA shown in figure 5
suggests that V/m follows an inverse exponential function
of RCA

V/m=1 — exp[ — k x RCA].

This functional form is reasonable, given that the effect
of history decreases exponentially with time in our model
(Wagner et al. 2007). In fact, the model estimating the
coefficient k from the simulation data by regressing
—In(l —V/m) onto RCA gives a quite good agreement
between the simulated data and the inverse exponential
function (fig. 5). We simulated smaller data sets for 4 and
8 taxa to see whether the rate of increase in V/m depends
on the number of taxa and found that the rate of increase
is larger with more taxa than with fewer (supplementary
fig. S7, Supplementary Material online). The respective re-
gression coefficients are for 16 taxa k = 1.07, 8 taxa k =
0.81, and 4 taxa k = 0.58. The coefficient increases almost
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linearly with number of taxa with a regression
k=0.04 X Nyx, + 0.45. Using these empirically determined
relationships, we can use m, the mean binding site number,
Vim ratio, and the clade age to estimate the model parame-
ters.

Given a clade with N, and clade age T, and with
a mean binding site number of myg for TFBS TF and
a V/m ratio substantially smaller than 1, then, we can esti-
mate the RCA of the clade relative to this transcription fac-
tor by

—In(1 — V/m)

RCAp = .
7 0.04 X Nia + 0.45

From that we obtain the half-life of the TFBS using the
clade age

Typrr= Lv
RCATr
which then relates to the decay rate of TFBSs p by
05

Ty21r .

If we assume that the mean binding site number is in
equilibrium, then the origination rate A can also be calculated

7»=mTF X W,

but of course, the mean binding site number does not need to

be in equilibrium, and thus, this latter estimate should be con-
sidered with caution. We applied this Back Of the Envelope
(BOE) method to our data and compared it with the ML es-
timates with relatively good results.

Application to Data

We applied the model described above to two data sets
to see how the method performs on real data. The motiva-
tion for developing the method was to eventually be able to
detect differences in selective constraints acting on cis-
regulatory regions. Specifically, we wanted to determine
whether biologically interesting patterns can be detected us-
ing this method in terms of lineage- or clade-specific differ-
ences in turnover parameters. We analyzed two data sets:
one from a set of yeast genomes related to the methionine
biosynthetic pathway and one from the binding sites in the
mammalian HoxA gene clusters.

TFBS in the Methionine Pathway of Yeasts

The TFBS density in the 5’ region of eight single-copy
genes from the methionine biosynthetic pathway was deter-
mined for 5 transcription factors and 13 species of yeasts as
described above (see supplementary table 1, Supplementary
Material online). Binding sites were counted from a 500 bp
region upstream of each gene and the numbers in supple-
mentary table 1 (Supplementary Material online) represent
the number of binding sites per 4,000 bp (500 bp per gene)
(for details, see Material and Methods). The mean binding
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site density, averaged over species, is highly variable, rang-
ing from 2.7 for BAS1-binding sites to 8.1 for RTG1/3-
binding sites. In order to explore the evolution of binding
site density, we computed the mean binding site density and
the ratio of binding site variance to mean (V/m ratio) for
various clades of yeast species. According to our model,
the V/m ratio is predicted to be equal to one if the binding
site density distribution is in equilibrium (Wagner et al.
2007), that is, if the time of separation among the lineages
is long enough to erase the phylogenetic signal. If the clade
is younger, the model predicts that the V/m ratio is less than
1. If, however, the lineages are separated for a long time and
differ in their expected binding site densities, the V/m ratio
can be larger than 1. With these criteria in mind, we can
perform an exploratory analysis of our data.

Figure 7 shows the relationship of the V/m ratio over the
estimated age of the clade. In the youngest clade, clade F in
figure 8A—F, of 4 species most closely related to S. cerevisiae
(about 20 My), the V/m ratio for all five binding sites is less
than 1 (P = 0.0125, sign test) and two binding sites
individually have a V/m ration significantly less than 1
(CBF1, P = 0.032; GCN4, P = 0.039). For older clades,
the V/m ratio tends to be larger but with considerable vari-
ation among binding site classes, roughly consistent with the
expectation of the model. In all binding site classes, the count
of binding sites in S. pombe is low and will be excluded from
further analysis. Below, we summarize the variation in bind-
ing site density for individual binding site classes.

CBF1-binding site density in the A clade (i.e., all
species except S. pombe) is 7.3 (fig. 8A). The V/m ratio
in the A clade is significantly elevated above 1
(Vim = 2.26, P = 0.012) and thus indicates heterogeneity
in average binding site density among lineages. This hetero-
geneity arises from differences among the C clade and its
two outgroup clades, clade G and Y. lipolytica (fig. 8A). The
C clade itself has a V/m ratio of 1.78, which is not signif-
icantly elevated above one (P = 0.30). Within the C clade,
the youngest clade F has a significantly decreased V/m ratio
of 0.09 (P = 0.032). This indicates that the half-life of the
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CBF1-binding sites is longer than the age of the F clade.
Estimating the half-life with the likelihood model yields
a value of 57.3 Mio years, which is almost three times
the age of F clade, about 19.8 Mio years. Comparing the
binding site densities in the G clade (1.5), the direct out-
group of C, suggests that binding site density might have
been decreased in the stem lineage of the G clade. A likeli-
hood ratio test (LRT) usin% our model suggests that this rate
difference is significant (y~ = 11.05; P = 0.004, 2 degrees
of freedom [df]). The ML-estimated CBF1-binding site
origination rate is 0.02 binding sites/kb x Mio years.

The average density of GCN4-binding sites is 6.4 and
has only a slightly elevated V/m ratio of 1.6 (P = 0.09)
(fig. 8B). In contrast, the C clade has significant heteroge-
neity as indicated by a V/m ratio of 1.96 (P = 0.047), which
is caused by a lower binding site density in the D clade
(mean = 2.3, V/m = 1.0) than in the E clade (mean = 8.2,
Vim = 0.61; P = 0.31). The outgroups of the C clade, G
clade, and Y. lipolytica are more similar to the E clade (com-
bined mean = 7.0, V/m = 1.0) suggesting that the D clade
lost GCN4-binding sites in evolution. This inference is sup-
ported by a LRT with our model (3> = 9.29; P = 0.0096,
2 df). GCN4 has the longest estimated half-life among the
binding sites investigated here, 84.1 Mio years, and
a slightly lower than average origination rate of 0.013/kb x
Mio years.

Over all species (except S. pombe), the binding site
density for MET30/31 is 5.8 and heterogeneous, with a sig-
nificantly elevated V/m ratio of 2.98 (P = 5.8 1074) (fig.
8C). The heterogeneity is caused by a difference between
the binding site densities in the C clade, which has a mean
of 5.7 and a V/m ratio of 0.84, and the two outgroups. The
first outgroup, the G clade has a much lower binding site
density of 1 and Y. lipolytica an elevated binding site den-
sity of 16. Testing for a decreased binding site density with
our likelihood model supports the inference that the G clade
has a lower equilibrium density (x> = 13.02; P = 0.0015,
2 df). The C clade itself seems to be homogenous (P
= 0.43). The half-life of MET30/31-binding sites is rela-
tively short, at 24.2 Mio years, and the origination rate
is 0.034 binding sites/kb x Mio years.

The binding site density for BAS1 is low, with an av-
erage of 2.69 and ranging from 0 in S. pombe to a maximum
of 5 (fig. 8D). In general, mean binding site density is sim-
ilar among clades and the V/m ratio generally remains be-
low one. There is no particular pattern to binding site
density differences. The estimated rate parameters are
0.02 binding sites originating per kb and 1 Mio years,
the half-life for a BAS1-binding site is estimated to be
22.7 Mio years.

The average binding site density of RTG1/3 in the A
clade is 8.6 and highly heterogeneous, V/im = 2.76
(P = 1.4 x 107%) (fig. 8E). The heterogeneity arises at var-
ious levels. As for MET30/31, the density is high in Y. lip-
olytica (m = 15) and depressed in the G clade (m = 4).
Also, the C clade is heterogeneous with a mean of 9.0
and a V/m ratio of 2.25 (P = 0.021). The heterogeneity
in the C clade is caused by heterogeneity in the D clade,
which has a mean of 10 and a V/m ratio of 4.3 (P = 0.014),
where the densities range from 17 to 4. ML estimates of the
rate parameters are not possible with accuracy because the



94  Otto et al.

6.4/1.60

7.3/2.25

6.2/1.96

8.7/1.78

¢
(=

-~

o
o)

8.2/0.61

1.0

0
8 4

10.8/009

8.8/1.06

8.3/2.

-—

o~

©

9BISINGRD '
snxopeJed 'g

sejeylw g

snuefeq g
ejeiqelb 9
llie1sen g

nem -y

suedlge 9

T12=84.1Myrs

S1oe| ) ulD\
11d Assob "y
K

lluasauey g

GCN4

eanifjody A

aquod ‘g

aeis|neIE0 'S

snxopesed ‘g

sejeyiw 'g
snuefeq g
ejeuqelb o

lliejsed 'g

1em
[m]

shoe| y UL
11d Assob "y

suEglE ) —

p<0.004

57.3Myrs

Tz

—_

n
nuasauey g |C_

eankjody ‘A

CBF1

aquod 'g

2.9/0.78

5.8/2.98

2.6/0.70

5.7/0.84

3.0/0.67

2

1.7

5.7/1.18

12,

~

3.8/0.24

7.0/0.48

16

9BISINGIRD 'S
snxopesed 'g

fejeylw g

T12=22.7Myrs

snuefeq ‘g
ejeiqelf g
llleysea 'g

1em

S| "y

11d Assob “y

suedlqpe '9 —i
O]
|uasauey ‘q il

eafihjodi ‘A

aquod 'g

BBISIA00 'Q
snxopeted 'g

SEjENIW g

T12=24.2Myrs

snuefeq ‘g
ejeuqelb -n
1183582 '8

1EM "}

SIjoe| ") o

11d Assob g ul_

sueajgfe 9
o
jussauey g ——J

—1_p<0.002

MET30/31

eanfjodi| ‘A
agwod '

8.6/2.76

9.0/2.25

8.5/1.68

10.0/4.30

~

7.5/0.84

QEISINGID 'S
snxopesed ‘g
pjiu ‘g
snuefeq ‘g
ejeiqe|b 9

l19}sed g

jemy |—

(]

s1j%e| "y HvL
11d Assob 'y

sueaigle 9 —

(30.900 yrs)
RTG1/3

T2

U]
jussauey g —

eanhiodi ‘A

agwod ‘g



reconstructions suggest that the process quickly equili-
brates, which only makes the ratio of rate parameters deter-
mined by data. This observation is consistent with the
relatively high V/m ratio of 0.84 among the species of
the F clade, the youngest clade in our taxon sample. This
V/m ratio is not significantly different from 1 suggesting
equilibration within the 20 Mio time frame of the F clade.
Using the BOE method sketched above (which does not
depend on the convergence of the likelihood algorithm),
just based on the V/m ratio, suggests a half-life of only
6.2 x 10° and an origination rate as high as 0.21 binding
site per kb and Mio years.

Estimated Rates of Binding Site Origination and Decay
in Yeasts

Comparing the data among binding site types suggests
that binding site densities come in two modes. One mode
ranges from 5 to 10 sites and the other consisted of lineages
have binding site densities of 1-2. Given that binding sites
were sampled from the 5 region of eight genes, binding site
densities of about 1-2 probably represent spurious binding
site distributions, suggesting that this transcription factor is
not functional in the methionine pathway of the respective
species. If this interpretation is correct, it seems that certain
transcription factors have been replaced in some clades, of-
ten in the G clade, by some other transcription factor, as has
been demonstrated for the ribosomal protein module (Tuch
et al. 2008). This scenario seems to apply to RTG1/3,
MET30/31, and CBF1 in the G clade, represented here
by D. hansenii and C. albicans. A similar drop in binding
site density happened in the D clade, represented by A. gos-
sypii, K. lactis, and K. waltii, for the GCN4-binding sites.
These inferences from the binding site density patterns
predict a shift in the functional role of the respective
transcription factors. Another possibility is that in this
clade, the binding site motifs and the transcription factor
DNA-binding specificity has changed; thus, the TFBSs
are no longer recognizable.

We compared the ML and the BOE estimates of the
model parameters (supplementary fig. SSA-D, Supplemen-
tary Material online). The ML estimates use an explicit likeli-
hood framework to estimate parameters fora given phylogeny,
whereas the BOE method only uses empirical relationships
between V/m and RCA, determined by simulation, to estimate
parameters. Given the difficulties of estimating these param-
eters, the correlation between the ML and BOE estimates of 1
are quite reasonable (r2 = 0.764 excluding RTG1/3, which
inflates the correlation, supplementary fig. S8A and B,
Supplementary Material online). In contrast, the A estimates
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have alow correlation of 0.392 (excluding MET30/31, which
is an outlier) (supplementary fig. S8C and D, Supplementary
Material online). However, the three binding site origination
rate estimates for CBF1, BAS1, and GCN4 are close to the line
where the BOE and ML rate are equal (supplementary
fig. S8D, Supplementary Material online).

TFBS in Vertebrate HoxA Cluster

The binding site density in the vertebrate Hox A clusters
was determined from ~150 kb of genomic sequence and
from 20 species (see supplementary table 2, Supplementary
Material online). Specifically, we investigated the binding
site for the estrogen receptor (ERE), the progesterone recep-
tor (PRE), and the retinoic acid receptor (RARE).

In the total data set, containing 15 mammalian species
and 5 nonmammalian species, the steroid-response elements
(SRE = either PRE or ERE) are significantly overdispersed,
suggesting heterogeneity among lineages in terms of the
PRE and ERE density (fig. 9A-C). Specifically, the V/m ratio
for PRE is 1.73 (P = 0.025) and for ERE 1.86 (P = 0.013).
This heterogeneity is caused by a difference between the
mammalian and the nonmammalian taxa. The mammalian
clade has higher SRE densities (PRE mean = 10.8,
ERE mean = 11.2) than the nonmammalian species (PRE
mean = 5.8, ERE mean = 5.2). The mammalian clade
shows no evidence of heterogeneity (PRE V/im = 0.97,
ERE V/im = 0.64, P = 0.17). This suggests that the SREs
experienced a 2-fold increase in equilibrium density from
about 5 to about 10. The LRT using our model supports this
conclusion (PRE > = 17.67, P = 1.46 x 10™*, 2 df; ERE
x x> =2272,P = 1.16 x 107>, 2 df).

The density of RARE elements is low compared with
that of the SRE, with an overall mean of 3.5. The variation
of RARE density is also low, with an overall V/m ratio of
0.47 (P = 0.024), suggesting that RARE have a lower turn-
over rate than SRE. No evidence of heterogeneity has been
found in this data set, consistent with the ancestral function
of RARE in Hox gene regulation.

The estimated half-life for SREs is similar, about 10
Mio years based on ML estimates (PRE T, = 11.7 Mio
years; ERE T, = 7.23 Mio years). We chose the primate
clade to do a BOE estimate for ERE, which yields a half-life
for ERE of 22.7 Mio years. Within the mammals, the PRE
seem to be in equilibrium in even the most recent clade with
at least four species, that is, the tamarin, macaque, chimp,
and human (V/im = 1.6, P = 0.19). This clade has an es-
timated age of 43 Mio years and thus the BOE estimate of
half-life time is likely to be less than 10 Mio years, that is,
this clade would have an RCA of 4 or higher, based on the

Fi6. 8. —Evolution of binding site number for transcription factors in the methionine pathway of yeast. Clades are marked by a letter at their root
and a bracket with the mean binding site number and the V/m ratio above the corresponding species names. For some species the binding site numbers
are also given above the name. The whole-genome duplication of the E clade is marked by WGD. For CBF1 (A), the likelihood model estimates a half-
life of 57.3 My. There also seems to be a significant decrease in the binding site density in stem lineage of the G clade. GCN4 (B) has with 84.1 My, the
longest estimated half-life and a significant loss of binding sites in the D clade. MET30/31 (C) has an estimated half-life of 24.2 My and like CBF1
a significant binding site loss in the G clade. BAS1 (D) has an estimated half-life of 22.7 My. RTG1/3 (E) has in the F clade a V/m ratio close to 1
(0.84), suggesting equilibrium within the 20 Mio years time frame of the F clade. This makes the estimation of the rate parameters difficult and yields to

the shortest half-life of only 30.900 years.
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Fi6. 9.—Evolution of binding site numbers in the HoxA clusters of vertebrates. Clades are marked by a bracket with the mean binding site number
and the V/m ratio above the corresponding species names. The binding site numbers of PRE (A) and ERE (B) are significantly overdispersed caused by
differences between the mammalian and nonmammalian taxa. The mammalian clade shows no evidence of heterogeneity (V/m of PRE = 0.97, V/im of
ERE = 0.64), which suggests a 2-fold increase in equilibrium density from about 5-10. The P value at the stem lineage of the mammalian clade are
those of the LRT showing that the mammalian and the nonmammalian lineages have different turnover rates and equilibrium densities of PRE and ERE.
RARE (C) show a very low density and variation with a V/m ratio of 0.47 suggesting a low turnover rate. There is also no evidence for heterogeneity

which is consistent with the ancestral and conserved function of RARE.

simulation results with four taxa. This RCA is consistent
with the ML likelihood estimate of 7.23 Mio years.

The half-life estimates for SREs are of the same order
of magnitude as those for TFBSs in yeast (20-80 Mio
years), but on the lower end of that distribution. As ex-
pected from the V/m ratios, the half-life time of the RARE
is estimated to be longer than that of SRE, T, = 147 Mio
years, which is 1 order of magnitude higher than for SRE.
This probably reflects stronger selection against changes in
RARE elements because of their central role in vertebrate
development. A BOE estimate using the data from the eu-
therian clade yields T, = 289 Mio years, which is a factor
two higher than the ML estimate but still in the same order
of magnitude.

The origination rates for the SREs are 0.005/(kb x
Mio years) and 0.008/(kb x Mio years) for PRE and
ERE, respectively. In contrast, the origination rate for
RARE is only 0.0001/(kb x Mio years). There is a general

negative relationship between origination rates and half-life
times such that the shorter the half-life time, the higher the
origination rate (see also the results for yeast-binding sites).
Such a negative relationship can be explained if we assume
that binding site turnover is due to accidental fixation of
slightly deleterious mutations and the selection of compen-
satory mutations. In equilibrium then, the origination rate is
driven by the accidental loss rate, which in turn is deter-
mined by the population size and the intensity of stabilizing
selection on the binding sites. The stronger the selection,
the lower is the fixation probability of deleterious
mutations. As a consequence, the smaller is the need for
the fixation of compensatory mutations.

Discussion

In this paper, we explored the utility of a phenomeno-
logical mathematical model of binding site turnover



(Wagner et al. 2007) for the analysis of CRE evolution.
Specifically, we wanted to determine whether this model
could guide investigators in identifying clades where the
selective forces acting on binding sites in CREs are differ-
ent. We assume that, in the case of poorly conserved but
functionally important TFBSs, selection primarily affects
the rate of TFBS turnover and thus leads to differences
in average binding site density between lineages. Here,
we show that the predictions of the model can be used
in two ways. On the one hand, the model can be used
for exploratory “BOE” data analysis. On the other hand,
the ML implementation of the model can be used to esti-
mate model parameters and in LRTs for differences in turn-
over rates between clades. The latter test is a key tool for
identifying functionally important changes in the evolution
of cis-regulation.

The exploratory data analysis using this model is
based on the prediction that in stochastic equilibrium,
the ratio of variance to mean is equal to 1, V/im = 1.
The data analyzed here is qualitatively consistent with this
prediction as younger clades tend to have V/m ratios small-
er than 1 and older clades tend to have V/m ratios around 1.
In the case of V/m > 1, the model predicts that there
should be heterogeneity in binding site density among lin-
eages. This is often the case in the data sets we analyzed as
clear instances of heterogeneity of mean binding site den-
sity are identifiable in clades with V/m > 1 (see figs. 8 and
9). LRTs for heterogeneity in the rate of binding site turn-
over confirm this inference. Hence, comparing V/m ratios
between clades can be used as a useful heuristic to identify
homogenous binding site dynamics and infer variation in
selective constraints acting on TFBSs.

The ML method described here is most useful for test-
ing for heterogeneity in the turnover rate and thus testing for
differences in the selective constraints on TFBSs. For ex-
ample, we found that PRE and ERE densities in HoxA clus-
ters are heterogeneous among gnathostomes, comparison of
V/m ratios, and mean binding site densities indicate that the
heterogeneity is between mammals and the other gnathos-
tomes. The ERE and PRE densities in mammals are about
twice that observed in nonmammalian. A LRT test
indicated that these differences are highlg/ significant
(PRE:P = 1.4 x 10", ERE: P = 1.2 x 107), suggesting
a greater involvement of HoxA genes in female reproduc-
tive function in mammals than in nonmammalian gnathos-
tomes. Indeed, in humans and other placental mammals,
HoxA-13, HoxA-11, HoxA-10, and HoxA-9 have been
shown to be involved in female fertility and development
of the reproductive tract and mammary gland and directly
responsive to hormone signaling (Daftary and Taylor
2006). Unexpectedly, ERE and PRE density increased in
the stem lineage of mammals rather than in the therian
or eutherian stem lineage coincident with the evolution
of internal development and placentation, respectively. A
possible explanation of the early increase SREs is the in-
volvement of HoxA-9 and HoxA-5 in mammary gland de-
velopment and function (Chen and Capecchi 1999), which
evolved in the stem lineage of mammals. This apparent in-
crease in involvement of steroids in regulating Hox genes
might have been preadaptive (exaptive) for the later evolv-
ing role of HoxA-11 in placental function (Lynch et al.
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2008). In contrast, there was no heterogeneity in RARE
density among the gnathostome taxa sampled, which is
consistent with the ancient and conserved role of retinoid
acid in Hox gene regulation.

In our yeast data set, heterogeneity in binding site den-
sity is most often associated with a decrease in density in the
clade including C. albicans. We find this reduced density
for CBF1- and MET30/31-binding sites (clade G in fig. 8A
and C), suggesting that these transcription factors play a di-
minished role in regulating the methionine pathway genes
in these species. A similar pattern applies to GCN4-binding
sites in the clade including K. lactis (clade D in fig. 8B). It
would be interesting to test for the function of these tran-
scription factors in methionine biosynthesis in these spe-
cies.

Estimates of the model parameters are imprecise in
our data, at least as judged by CIs derived from the likeli-
hood functions, suggesting that dense taxon sampling is
required for more precise parameter estimation. Indeed,
our data indicate that larger taxon sampling in younger
clades is necessary to obtain more accurate estimates.
Even with these caveats, however, several general trends
in binding site turnover are apparent. For example, the
half-life of a “typical” TFBS is between 10 and 100
Mio years, whereas more constrained binding sites, such
as RAREs in mammalian HoxA clusters, have an esti-
mated half-life time of about 150 Mio years. At the lower
end of the half-life time, distribution are EREs in the mam-
malian HoxA clusters with an estimated half-life time of
about 7 My. This indicates that the optimal taxon sampling
and phylogenetic depth needed for accurate inferences in
binding site density dynamics is variable, such that more
constrained sites require deeper taxon sampling, whereas
binding site sites with higher turnover rates require dense
sampling of younger clades. Based on our simulation re-
sults, we recommend studies of binding site dynamics
should include at least six species (fig. 44 and B), although
the choice of taxon sampling depends heavily on half-life
of the binding site in that clade. In studies of genomic re-
gions from species that are closely related, one also has the
added benefit that the number of orthologous binding sites
could be determined by sequence alignment, which will
further increase the accuracy of the parameter estimates
(Wagner et al. 2007).

Overall, our results show that an ML implementation
of the stochastic binding site turnover model of Wagner
et al. (2007) allows for the analysis of binding site density
in an explicit phylogenetic context. The model can be used
to statistically test for relative differences in the turnover
rate and equilibrium density of TFBSs as well as gain in-
sights into the actual rate of binding site turnover. The de-
velopment of this and other models of TFBS evolution has
the potential to reveal the rate and pattern of CRE evolution
similar to the development of codon-based models of pro-
tein evolution.

Supplementary Material

Supplementary figures S1-S8 and tables 1 and 2 are
available at Genome Biology and Evolution online
(http://www.oxfordjournals.org/our_journals/gbe/).
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