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Abstract: The calculation of protein interaction energetics is of fundamental interest, yet accurate
quantities are difficult to obtain due to the complex and dynamic nature of protein interfaces.
This is further complicated by the presence of water molecules, which can exhibit transient
interactions of variable duration and strength with the protein surface. The T-cell receptor (TCR)
and its staphylococcal enterotoxin 3 (SEC3) binding partner are well-characterized examples
of a protein—protein interaction system exhibiting interfacial plasticity, cooperativity, and additivity
among mutants. Specifically engineered mutants induce intercalating interfacial water molecules,
which subsequently enhance protein—protein binding affinity. In this work, we perform a set of
molecular mechanics (MM) Poisson—Boltzmann (PB) surface area (SA) calculations on the wild
type and two mutant TCR-SEC3 systems and show that the method is able to discriminate
between weak and strong binders only when key explicit water molecules are included in the
analysis. The results presented here point to the promise of MM-PBSA toward rationalizing
molecular recognition at protein—protein interfaces, while establishing a general approach to

handle explicit interfacial water molecules in such calculations.

Introduction

Methods to calculate relative binding free energies vary in
computational expense and accuracy. The more computa-
tionally expensive methods, i.e. free energy perturbation or
thermodynamic integration,' can calculate relative binding
free energies to within a few kcal/mol of experimental values
or better. Absolute estimates of binding free energy remain
difficult; however, for applications in drug and protein design,
it can be useful to differentiate strong from weak binders.
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Srivinasan et al.? proposed an intermediate method. It
calculates average free energy differences between bound
and unbound states via examination of a molecular dynamics
simulation. A molecular mechanics (MM) force field is used
to calculate the internal energy, while a Poisson—Boltzmann
(PB) calculation yields the polar component of the solvation
free energy. The nonpolar contribution correlates with the
surface area (SA). The method is known as MM-PBSA.

Previous applications of MM-PBSA included binding to
nucleic acids** and small molecule binding to enzymes.*”
Applications of MM-PBSA to protein—protein interactions
are relatively new and far less common. An example is the
work by Gohlke and Case® on the Ras-Raf system. Of
particular interest is to gain insight into molecular recogni-
tion. The ability to design protein surfaces that bind a given
target protein or molecule has great potential for therapeutic
treatment.” This is challenging because it is necessary to
capture small effects on binding affinity due to mutations or
other perturbations at the protein surface. Furthermore, the
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SEC domain mutations

2aq3 ...SKDGKVTGGKT. . .

2ag2 .. .SKDNVWWPGKT. . .

2aq1 .. .SKDNVWWHGKT. . .
100-104

VB domain mutations

. .SYGAGSTEK...YKA...LES...QTS...GGG...
. .SYGVGNTEK. . .YEA...LES...QTS...GGG...
.SYGVGNTEK. . .YEA...LVS...QSS...GVG. ..

52 54 66 81 88 97

Figure 1. The three simulated systems are structurally aligned for comparison. The SEC domain and Vb domain are shown in
cartoon representation, with the mutated positions shown in licorice (hydrophobic residues in white, polar in green, negatively
charged in red, positively charged in blue). An excerpt of the full sequence alignment is shown with mutated positions highlighted

and numbered.

effects may be subtle and in some cases involve intercalating
water molecules.

An example of how mutations can induce intercalating
water molecules and improve binding affinity is the engi-
neering of a T-cell receptor mutant that binds staphylococcal
enterotoxin 3 (SEC3) 1000 times more strongly than wild
type® (Figure 1). These systems are exceptionally well
characterized in terms of their binding, thermodynamics, and
structures and are examples of protein—protein systems that
exhibit interfacial plasticity, cooperativity, and additivity
among mutants. The effect of each TCR mutation (G17E,
AS52V, S54N, K66E, E80V, LS81S, T87S, G96V) was
analyzed via extensive kinetic and structural studies.®'” In
some cases, the affinity was additive, whereas in others it
was cooperative.

The role of water at the interface of biomolecular
complexes remains an open and intriguing question.'"'? In
the case of the barnase/barstar and the D1.3/lysozyme
complexes, it was found that crystallographically resolved
water molecules accounted for 25% of the total interaction
energy.'® There is evidence that removing water mediated
contacts, via introduction of functional groups that replace
the water, can diminish binding in some cases, 14717 while it
can be favorable in others.'® 2% Moreover, the environment
surrounding the water molecule(s) seems to play an important
role. Olano and Rick®' found that transferring a water
molecule from the bulk solvent to a hydrophilic cavity is
favorable (—4.7 kcal/mol), whereas transferring it to a
hydrophobic cavity will be unfavorable (4.7 kcal/mol). Thus
a protein—protein interface, which may contain variable
interaction types, may present a combination of favorable
and unfavorable water mediated contacts.

In this work, we perform three separate explicitly solvated
molecular dynamics (MD) simulations using the available
high-resolution crystal structures of the TCR/SEC3 com-
plexes and perform MM-PBSA analyses on the resulting

Table 1. Summary of Each of the Simulated Systems

number of total simulation

system mutants atoms time
2aql H72Q-r:SEC3-1A4 54,541 16 ns
2ag2 Ab52V/S54N/K66E: SEC3—1D3 55,435 16 ns
2agq3 mTCR15-SEC3 54,722 16 ns

trajectories in order to capture their experimentally known
binding affinities. The systems include the wild type and two
strongly binding mutant systems. Our results show that the
MM-PBSA method is able to discriminate between the
strongly binding mutants and the weaker-binding wild type
complex and suggest that including explicit water molecules
in the binding energy calculations was crucial to obtaining
the correct energetic trends with statistical significance.

Methods

Molecular Dynamics Simulations. The crystal structures
used in this study had PDB codes 2AQ1 (Kp = 5.50 x 107°
M), 2AQ2 (Kp = 1.14 x 1078 M), and 2AQ3 (Kp = 7.55 x
107° M), which span 3 orders of magnitude in terms of their
binding affinities. The protonation states of the histidines and
other titratable groups was determined with the WHATIF
program.”? All crystallographically resolved water molecules
were retained in the systems; however, the ions (zinc and
sulfate) were removed. No additional water molecules were
added at the interfaces of any of the complexes. The
Amber99 force field*® was used with xLeap in Amber9**
for system setup. A box of TIP3P water molecules® was
added to solvate to each system. The composite systems each
contain approximately 55,000 atoms (Table 1).

The systems were energy minimized for 50,000 steps with
NAMD?2.6*® and then equilibrated at 298.15 K in the
isobaric—isothermal (NPT) ensemble for 2 ns. Periodic
boundary conditions and the hybrid Nose-Hoover Langevin
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piston method?’ were used to control pressure at 1 atm. After
2 ns, dynamics were continued in the canonical (NVT)
ensemble for an additional 16 ns. All hydrogen bond lengths
were constrained with the RATTLE algorithm, thus allowing
a 2 fs time step. A multiple time-stepping algorithm was
utilized, where bonded interactions were evaluated at every
time step, and short-range nonbonded interactions were
evaluated every 2 timesteps, and long-range electrostatic
interactions were evaluated every 4 timesteps.”®?’ Particle
mesh Ewald was employed to efficiently treat electrostatics.*®
Simulations were performed on the San Diego Supercom-
puter Center’s Datastar platform with 64 processors, and each
nanosecond of dynamics took approximately 0.18 days. The
hydrogen bonding and salt bridge interaction analyses were
performed with VMD?' and Matlab.

MM-PBSA Calculations. MM-PBSA is a well-estab-
lished method to calculate binding free energies. It requires
dynamical sampling of the complexed system, usually in
explicit water, and postprocessing of the trajectory structures.
The binding free energy may be calculated by comparison
of the complexed trajectory with separate trajectories of the
unbound monomers or, as is more typically the case, from a
single trajectory of the complex. The binding free energy is
calculated using a simple thermodynamic cycle from the
energy difference between the complex and the two unbound
binding partners. The free energy of each species is calculated
as follows

Gy =Hyy + Gy — TAS.. ¢ (1)

tot solv

where Hyv corresponds to the molecular mechanics energy,
or enthalpic, contribution and is given by

Hyy = Z K(r—r, )+ z Ky(6—6,) +

bonds angles

V'l
—(1 +cos[np —y])
dihedrals

atoms Ai‘ Bi' atoms q4;
LN di Ty z —1(2)

12 6 .
i< Rij Rz_'/ i<j SR’J

where, per the Amber9 manual, the first sum is over all the
chemical bonds, the second term sums over all the angles,
the third addresses the dihedral angle potential, and the last
two terms explicitly describe the van der Waals and
electrostatics contributions, respectively. The indices i and j
denote individual atoms. ¢ is the dielectric constant.

G,y denotes the solvation free energy. There are two parts
to this term. First there is the nonpolar contribution, i.e. the
cost of opening a cavity in the condensed phase. The product
of the surface area and an effective surface tension term often
approximates the nonpolar contribution. There are, however,
further corrections based on attractive and repulsive
solvent—solute interactions that improve the estimate of the
nonpolar contribution.?* Second, the surrounding dielectric,
water, responds to protein atomic charges inside the cavity.
The work involved is the polar contribution to solvation.
Unlike the molecular mechanics contribution, it implicitly
includes the solvent entropy.

The entropy term should, in theory, account for the
conformational entropy change of the two binding partners
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upon complexation. However, due to the complicated and
computationally intensive nature of calculating entropy, only
an approximate quantity is computed. Here, we perform a
normal-mode analysis, using Nmode in Amber9, to compute
the vibrational, rotational, and translational entropy.

For each complex snapshot, free energy calculations for
the structure of each binding partner are carried out separately
(in the absence of the other binding partner). The binding
free energy is approximated by the difference

AC;bind = Glot(complex) - Gtol(monomer A) -
G, (monomer B) (3)

When comparing protein—protein binding of single residue
mutants, Massova and Kollman®® found the entropic con-
tribution difference nearly canceled. Because of the high
computational cost of this calculation and its approximate
nature, it is often omitted from the overall binding free energy
estimate.

Here, the MM-PBSA analysis was performed using the
Amber parm99 force field for the MM contribution and
APBS* for the Poisson—Boltzmann contribution. In order
to achieve this, the iAPBS>? patch was used to call APBS
from Sander, the MD engine in Amber 9.

For the MM contributions, the dielectric constant was set
to 1.0, and the interaction cutoff distance equaled 999 A.
Other parameters were default. For the APBS calculation,
the grid spacing was 0.5 A in each dimension, the solvent
dielectric was set to 80.0, the protein dielectric was set to
1.0, the solvent radius was set to 1.4 A, the boundary
condition (bcfl) was set to 2, there were no counterions, the
cubic spline window was set to 0.3, and the rest of the
parameters were default values.

Selection of Interface Water Molecules. In this study,
we chose to consider the effect of interfacial water molecules
between SEC3 and its binding partners, e.g., the wild type
and mutant TCRs, on the MM-PBSA calculations. In one
case, we included all the interface water molecules; more
specifically, the closest 200 water molecules to the protein
interface were selected and included in the end point free
energy calculations. The closest distances of each water
molecule to the SEC3 domain and the TCR domain were
computed. At every trajectory snapshot and for each water
molecule, these two distances were summed, and this sum
was used as a metric for the selection process. The 200 water
molecules with the smallest sum of squared distances were
chosen as interface water molecules for each snapshot. The
interface water molecules were considered part of SEC3 for
the purposes of the MM-PBSA calculations.

In the second case, we focus on fewer, specific water
molecules that were suggested by the crystal structures to
mediate contacts between residues Asn54 and Glu56 of TCR
with the backbone amide of SEC3 Phe206 (Figure 2). To
do that, at each trajectory snapshot, the shortest distance from
each water molecule to TCR residues 54, 56, and SEC 206
was computed. For each water molecule, the square of the
minimum distance to each of the residues was summed. This
sum was used as a metric of how close any given water
molecule was to the site of interaction. This list was sorted,
and the two water molecules with the smallest sum of squared
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Figure 2. The S54N mutation stabilizes a water-mediated contact. A) Ser54 makes a water medicated contact with the backbone
carbonyl of SEC3 Phe206. B) Ser54 in a conformation where the contact is broken. C) Asn54 making the water-mediated contact

and also a hydrogen bond interaction with Asp56.
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Figure 3. Distance probability density for a water-mediated
interaction across the interface. The interaction involves the
backbone carbonyl of SEC3 Phe206 and either 1) the OH
group of Ser54 (wild type) or 2) the amide group of the S54N
mutant side chain. It is clear the Asn54 side chain makes this
water mediated contact nearly all of the time.

distances were chosen as the bridging water molecules for
each snapshot. The same procedure was followed for the
wild type and mutant trajectories; the two interface waters
closest to TCR residues 54 and 56 and SEC3 residue 206
were included in the wild type calculation. The intercalating
water molecules were considered part of SEC3 for the
purposes of the MM-PBSA calculations.

Block Averaging. Each trajectory was divided in 5 equal
sections. MM-PBSA results for each of these segments were
averaged. The standard error of the mean for these five data
points was reported.

Results and Discussion

Kieke et al.® produced TCR mutants and selected the best
binders against SEC3. Two iterations of this process yielded

a mutant system that binds 1000 times stronger than wild
type. The strongly binding complex involved nine mutations:
GI17E, A52V, S54N, K66E, Q72H, E80V, L81S, T87S, and
G96V."° Four of the mutations are located at the binding
interface (A52V, S54N, K66E, and Q72H); the other five
are distal to the interface and did not show a significant
contribution to the binding affinity.'°

To explore the structural effects of the mutations, Cho et
al.? resolved crystal structures of two mutant complexes. The
H72Q-r system (PDB code: 2aq1) has eight of the total nine
mutations and a dissociation constant of 5.5E(—9) M; Q72H
was reversed, but it has a minor effect on the binding affinity
(Kq = 5.5E(—9) M versus 5.3 E(—9) M). The A52V/S54N/
K66E system (PDB code: 2aq2) involves three mutations
(A52V, S54N, and K66E) and has a 1.1 E(—8) M dissocia-
tion constant. Molecular dynamics simulations of these two
mutants and the wild type complex were performed (Table
1), and the resulting trajectories were analyzed via MM-
PBSA.

MD Simulations. MD simulations of the two mutants and
wild type complexes spanned 16 ns. These were explicit
solvent simulations, under periodic boundary conditions, with
neutralizing counterions and where electrostatics were treated
via PME.?%3¢ Except for minor fluctuations, the C, rmsd of
the trajectories is below 2.5 A for the wild type system and
below 2.0 A for the mutants (Supporting Information).

Effect of Interfacial Water. Cho et al.” noted that the
structure of the Ser54Asn mutant introduces several new
bridging water molecules across the interface that were not
present in the wild type system. These ordered interfacial
water molecules, herein called intercalating water molecules,
persisted in their original location at the interface throughout
the 16 ns simulation (Figure 2). The wild type Ser54 system
is also able to order water across the interface, but it easily
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Table 2. MM-PBSA Results Using iAPBS?
std error std error std error
iAPBS/MM-PBSA results H72Q-r of mean A52V S54N K66E of mean wild type of mean
experimental Ky 55E(—9)M 1.1E(—-8) M 76 E(—6)M
no water molecules included —47.7 3.1 —47.2 0.8 —44.1 1.2
interfacial water molecules (200) —146.3 4.7 —143.8 14.7 —148.2 3.0
intercalating water molecules —55.3 2.8 —54.3 0.8 —46.2 1.4

2 All results are in kcal/mol, except for the experimental Ky data. The internal entropy contributions are not included in these estimates

since it was nearly the same for the three cases.

adopts a second conformation that disrupts the hydrogen
bond network. When Asn substitutes Ser, it forms a hydrogen
bond with Asp56, which better positions it for ordering the
interactions with the intercalating water molecules. Both the
Ser and Asn contact the carbonyl oxygen of Phe206 on SEC3
via this water-mediated interaction. To quantify the difference
in behavior between these two residues, the distance distribu-
tion between the F206 carbonyl oxygen and either the alcohol
hydrogen of Ser54 or amide hydrogen in the case of the
S54N mutant was calculated (Figure 3). As this distance is
mediated by two water molecules, it is longer than the usual
3.5 A between hydrogen bond donor and acceptor atoms.
This result shows a dramatic shift in the distance distribution
toward a shorter distance for the Asn mutant.

End Point Free Energy Calculations. In the first and
simplest case, we performed a MM-PBSA calculation on
only the protein domains, without including any explicit
water molecules. Such calculations have been shown in the
literature to work for other protein—protein systems, such
as the Ras-Raf complex.® The results of this calculation were
indeed able to predict the correct binding affinity trend for
the three systems, but their statistical uncertainties overlap
(Table 2). The absolute free energy binding estimates were
not correct, nor would we expect them to be given the
approximations used in this study, such as neglecting the
internal (strain) energy of the systems and entropic contribu-
tions. The standard error of the mean, however, indicates
that when only the protein domains are included in the
calculations, the three systems yield binding energy results
that are all within statistical error.

Entropy contribution estimates, using a harmonic ap-
proximation, yielded essentially the same results for the three
complexes (TAS = —39.8, —40.8, —40.0 with a standard
deviation of ~10 kcal/mol). Due to their similar values and
large standard deviations, these values were not included in
the analysis. The similarity of these entropy values is not
surprising. In their work on computational alanine scanning,
Massova and Kollman®? found entropy contributions to be
nearly the same for alanine mutants of a protein-peptide
complex. It is also important to keep in mind that it is difficult
to converge these estimates,** which may explain the large
standard deviations. Fortunately, even without including these
contributions, the effect of alanine mutations can be captured,
to some extent, via MM-PB(GB)SA analysis.®

As a second case, all interfacial water molecules were
included in the free energy calculations. More specifically,
the 200 closest water molecules to both subunits were
selected in each frame and included as part of the SEC3
domain in the MM-PBSA calculations. This approach is
similar to hybrid solvent models where the first hydration

shell is explicitly included, and a continuum solvent model
approximates the bulk solvation beyond that point.>’** The
results including all interface water molecules yielded an
incorrect energetic trend as compared to experimental binding
affinities and high absolute values for the binding affinities
in all three cases (Table 2). In addition, the statistical error
is significantly higher than the other two scenarios consid-
ered. The larger number of explicit electrostatic and van der
Waals contributions to the energetic terms causes the
perceived higher binding affinity. In principle, this effect
should be the same for the three cases and the relative
difference between them should be unaffected. However, the
statistical error in this case increases beyond the binding
affinity differences; therefore, the ability to discern among
the mutant and wild type systems is further reduced.

In a third case, the MM-PBSA analysis explicitly included
two interfacial water molecules, which were first identified in
the Ser54Asn mutant crystal structure (Figure 2). The two water
molecules were considered as part of SEC for these calculations.
The actual water molecule coordinates were taken from each
individual MD snapshot so that they were the closest two water
molecules to TCR residues 54 and 56 and SEC3 residue 206.
When these two intercalating water molecules were included,
the correct energetic trends were reproduced, and it was possible
to discern between the strongly binding mutants and the weaker
binding wild type complex with statistical significance (Table
2). This result underscores the importance of including specific
interface water molecules, and not necessarily all water
molecules, for the computational prediction of the binding
energetics. In this case, the Ser54Asn mutation introduced an
important water-mediated contact between the two protein
subunits. Without accounting for explicit water, the contact is
lost, along with the higher binding affinity that accompanies
this mutation. These results are further substantiated by a
previous study that employed end point free energy calculations
for a nucleic acid system, which also showed better performance
when a key explicit water molecule was included in the
analysis.>

Considered more broadly, these results are not surprising
considering that water is well-known to play an important
role in protein dynamics and function.*® The water molecules
in the first hydration shell, which make direct contacts to
protein residues, adapt to the topology and physicochemical
character of the protein surface.*” The subsequent dynamics
of these water molecules is affected by the hydrophobicity
and curvature of the protein surface.*' Longer residence times
of water molecules that make ordered interactions with
exposed protein groups are frequently exhibited at protein—
protein interfaces, and these longer residence times are
typically related to stronger interaction energies.**
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Limitations of the Method. The failure to differentiate
between the H72Q-r and A52V/S54N/K66E mutants may
be attributed, at least in part, to two reasons. First, the 10-
fold difference in dissociation constants between the com-
plexes corresponds to ~1.6 kcal/mol binding free energy.
This difference is very close to the error margin (~1.35 kcal/
mol) for the more rigorous and computationally intensive
free energy of perturbation or thermodynamic integration
calculations.** Therefore, it would be very surprising if this
method could reliably rank complexes so similar in affinity.
Second, the two mutant complexes are identical at the
interface. The differences between the two complexes are
located away from the interface.'’

In addition, the entropic cost of fixing a water molecule
at the interface was neglected. This value is particularly
difficult to converge,* but it may be up to ~2.1 kcal/mol.*®
Although we do not attempt to calculate it here, we note
that accounting for this entropic penalty may bring our
binding free energy estimates closer to the experimentally
determined values. As a first order approximation, one may
assume that the only difference in solvent entropy among
the wild type and mutant systems is the ordering of the two
intercalating water molecules. Given the value provided by
Dunitz, one would estimate an entropic penalty of ap-
proximately 4.2 kcal/mol. Such an assumption would reduce,
but not eliminate, the statistically significant difference
between the wild type and mutant systems.

The main finding of this work is that including key
intercalating water molecules in MM-PBSA calculations can
help discriminate between strong- and weak-binding com-
plexes. In the case of the TCR and SEC3 systems, the
importance of particular intercalating water molecules was
established experimentally, wherein the crystallographic
structure of the mutant complexes showed that these ordered
water molecules mediate interfacial contacts of the mutated
residues.” No direct interface contacts were introduced by
the mutations. In this work we show, by comparison to other
scenarios where the interface water molecules are either
completely excluded or included, that explicitly including
select water molecules improves the predictive ability of the
MM-PBSA calculations. Although we concede that ignoring
the entropy loss of these water molecules will introduce some
error that may overestimate the stability of the complex,
calculations at this level of approximation may be sufficiently
accurate to achieve the goal of discriminating between strong-
and weak-binding protein—protein complexes.

Conclusions

The results presented here highlight the crucial role that
intercalating water molecules play in protein—protein inter-
action energetics. The results also point to the limitations of
using a completely continuum solvent model, such as PBSA.
However, we show that such errors may be rescued if key
water molecules, such as those present in the first solvent
shell or as suggested from crystallographic data, are included
explicitly in the calculations. More broadly, the ability to
computationally discern between strong- and weak-binding
complexes can be particularly useful in the study of
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molecular recognition and in the prediction and design of
new or mutant protein systems. This work shows MM-PBSA
may be of use in that effort.
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