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Abstract
From agriculture to public health to civil engineering, managing antimicrobial resist-
ance presents a considerable challenge. The dynamics underlying resistance evolu-
tion reflect inherently spatial processes. Resistant pathogen strains increase in 
frequency when a strain that emerges in one locale can spread and replace pathogen 
subpopulations formerly sensitive to the antimicrobial agent. Moreover, the strength 
of selection for antimicrobial resistance is in part governed by the extent of antimi-
crobial use. Thus, altering how antimicrobials are used across a landscape can poten-
tially shift the spatial context governing the dynamics of antimicrobial resistance and 
provide a potent management tool. Here, we model how the efficacy of adjusting 
antimicrobial use over space to manage antimicrobial resistance is mediated by com-
petition among pathogen strains and the topology of pathogen metapopulations. For 
several pathogen migration scenarios, we derive critical thresholds for the spatial 
extent of antimicrobial use below which resistance cannot emerge, and relate these 
thresholds to (a) the ability to eradicate antimicrobial- sensitive pathogens locally and 
(b) the strength of the trade- off between resistance ability and competitive perfor-
mance where antimicrobial use is absent. We find that in metapopulations where 
patches differ in connectedness, constraining antimicrobial use across space to miti-
gate resistance evolution only works if the migration of the resistant pathogen is 
modest; yet, this situation is reversed if the resistant strain has a high colonization 
rate, with variably connected metapopulations exhibiting less sensitivity to reducing 
antimicrobial use across space. Furthermore, when pathogens are alternately ex-
posed to sites with and without the antimicrobial, bottlenecking resistant strains 
through sites without an antimicrobial is only likely to be effective under a strong 
competition–resistance trade- off. We therefore identify life- history constraints that 
are likely to suggest which pathogens can most effectively be controlled by a spa-
tially targeted antimicrobial regime. We discuss implications of our results for manag-
ing and thinking about antimicrobial resistance evolution in spatially heterogeneous 
contexts.
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1  | INTRODUC TION

Few forms of chemotherapy have had as much impact on human 
health and welfare as antimicrobial drugs (e.g., Aminov, 2010). Mass 
antimicrobial administrations either alone or in combination with 
other intervention strategies play a key role in controlling infec-
tious diseases as diverse as malaria (e.g., Ridley, 2002), HIV (e.g., 
Perelson, Neumann, Markowitz, Leonard, & Ho, 1996), helminth 
infections (e.g., Hotez et al., 2008), and influenza (e.g., Burch et al., 
2009); antibiotics alone have substantially reduced the global prev-
alence of previously widely endemic bacterial infections such as tu-
berculosis (e.g., Castillo- Chavez & Song, 2004), cholera (e.g., Miller 
Neilan, Schaefer, Gaff, Fister, & Lenhart, 2010), and trachoma (e.g., 
Melese et al., 2004). However, antimicrobial resistance is ubiquitous 
in human- associated pathogens (Melnyk, Wong, & Kassen, 2015), 
placing considerable strain on both the global disease burden (WHO, 
2014) and key human activities such as agriculture (Silbergeld, 
Graham, & Price, 2008; Thanner, Drissner, & Walsh, 2016) and san-
itation (Bouki, Venieri, & Diamadopoulos, 2013; Lapara et al., 2011; 
Pruden, Pei, Storteboom, & Carlson, 2006). Managing the emer-
gence and spread of antimicrobial- resistant pathogens has thus 
presented a major challenge for several decades (Cohen & Tartasky, 
1997; Palumbi, 2001; Spellberg et al., 2008; Walsh, 2003), and there 
is considerable research on how the prevalence, duration, and ex-
tent of local antimicrobial use (e.g., a specific patient or a commu-
nity of patients) affect the dynamics of antimicrobial resistance in 
well- mixed settings (e.g., Baym, Stone, & Kishony, 2016; Bonhoeffer, 
Lipsitch, & Levin, 1997).

However, the spread of antimicrobial resistance is an inherently 
spatial process. Resistant pathogen strains rarely, if ever, remain 
localized for extended periods of time (Laxminarayan et al., 2013), 
with the dispersal of pathogens being particularly accelerated in 
increasingly dense transportation networks (Nicolaides, Cueto- 
Felgueroso, Gonzalez, & Juanes, 2012; Tatem, Rogers, & Hay, 2006). 
Moreover, epidemics involving antimicrobial- resistant strains often 
involve specific geographic foci (e.g., hospitals and nursing care fa-
cilities; CDC, 2013) and the spread of resistant pathogens can track 
existing infrastructure (e.g., through food processing and distribu-
tion channels; Behravesh, Williams, & Tauxe, 2012). These observa-
tions suggest that spatially heterogenous antimicrobial applications 
may play a role in addressing antimicrobial resistance. For instance, if 
specific, highly trafficked areas are known to be critical to pathogen 
migration, then targeting antimicrobial use to such sites may pres-
ent an attractive alternative to widespread application. Despite this 
potential, we know comparatively little about the prospects of such 
spatially targeted responses.

The use of spatially targeted strategies to manage resistance 
evolution has precedent in agriculture. We highlight two examples. 
Refuge planting, whereby crops not toxic to herbivorous pests are 
planted at a subset of sites whereas toxic varieties are planted at the 
remainder of sites, can slow the spread of resistance alleles among 
crop pest populations (e.g., Gould, 1994). A second spatially oriented 
strategy aims to construct a heterogeneous landscape of insecticides 

to constrain the spatial spread of any single pesticide- resistant al-
lele (Tabashnik, 1994). Although the population genetics of patho-
gens often differ considerably from those of herbivorous pests, 
the underlying question in both domains concerns a balancing act: 
How can the migratory and competitive potential of antimicrobial- 
sensitive strains be leveraged to mitigate the strong selective effects 
of an anthropogenic perturbation (antimicrobial use or agricultural 
toxins) (e.g., Peck, 2001)?

Despite these parallels, compared to research on antimicro-
bial resistance in homogenous settings, we are only beginning to 
understand how altering the spatial structure of a landscape as 
experienced by a pathogen can drive the emergence and spread of 
antimicrobial resistance. Smith, Dushoff, Perencevich, Harris, and 
Levin (2004) describe a multipatch model where hosts can move 
among sites (e.g., hospitals), and local epidemiological dynamics 
are described by a susceptible–infectious (SI) model. They calcu-
lated how patterns of host movement among discrete sites affect 
equilibrium antimicrobial resistance frequencies and disease prev-
alence in the absence of a fitness cost associated with resistance. 
Smith, Boni, and Laxminarayan (2006) subsequently relaxed the 
assumption of no fitness costs, numerically evaluating the long- 
term prevalence and frequency of antimicrobial resistance across 
patches. They found the prevalence of antimicrobial resistance in 
a given patch to depend on how many neighboring patches used 
antimicrobials. An alternative approach was taken by Débarre, 
Lenormand, and Gandon (2009), analyzing models in which patho-
gens disperse along a continuous cline in a host–pathogen system 
characterized by susceptible–infected–susceptible (SIS) epidemio-
logical dynamics. Débarre et al. (2009) identified how the critical 
size of the antimicrobially treated region (below which antimicro-
bial resistance is not viable) shifts in response to dispersal and 
local epidemiological dynamics.

Because these studies couple local epidemiological dynamics 
and movement, they require specifying the local compartmental 
models for analysis (e.g., an SI model in Smith et al., 2004 and an 
SIS model in Débarre et al., 2009). Thus, generalizing the results 
concerning spatial antimicrobial resistance management strategies 
to pathogens with differing natural histories and epidemic compart-
ments can be challenging. Here, we seek to distill the essential dy-
namics governing the spatial emergence and spread of antimicrobial 
resistance across diverse local epidemiological contexts. Our aim 
is twofold. First, we assess spatially based antimicrobial resistance 
mitigation strategies that restrict antimicrobial use in a generalizable 
manner to highlight strategies that could be effective across diverse 
disease systems with distinct local transmission cycles and patho-
gen life histories. Second, we evaluate how varying the rules that 
govern local competitive dynamics of pathogens carrying resistant 
or antimicrobial- sensitive mutants affects our conclusions. Although 
the local competitive dynamics among pathogen strains is intricately 
linked to their interactions with host populations, by decoupling local 
epidemiological dynamics from spatial selection regimes, we hope to 
identify approaches to managing antimicrobial resistance over space 
that apply across systems when only a few basic rules governing 
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local competitive dynamics between antimicrobial- resistant and 
antimicrobial- susceptible strains of a pathogen are known.

2  | METHODS

2.1 | Model descriptions

We use a patch- occupancy model to characterize the pathogen’s 
metapopulation dynamics (Hanski, 1998, 1999; Holyoak & Ray, 
1999; Levins, 1969). In the interest of keeping our analyses tractable, 
we do not explicitly model within- patch epidemiological dynamics. 
Rather, these intrapatch processes are modeled to occur on a much 
faster timescale than the metapopulation’s dynamics. Similarly, 
a sufficient number of suitable hosts are assumed to be available 
across the metapopulation throughout the duration of analyses.

We model a landscape consisting of discrete sites representing 
distinct geographic entities (e.g., municipalities, hospitals, farms, 
or even individual hosts) in which the pathogen can potentially be-
come endemic. As we seek to assess how the use of an antimicrobial 
across space affects the emergence of antimicrobial resistance, we 
consider two patch types: patches in which the antimicrobial is rou-
tinely used (a) and patches in which the antimicrobial is nonexistent 
(n). This distinction enables us to describe situations where certain 
types of sites may be targeted for antimicrobial use. For instance, if 
the metapopulation describes an urban community, antimicrobials 
may only be administered at hospitals or clinics rather than at resi-
dences or other workplaces. In this scenario, the frequency of sites 
a that are subject to antimicrobial use could therefore correspond to 
the frequency of clinics or hospitals among all sites in the commu-
nity. Whereas all sites either do or do not use an antimicrobial, the 
pathogen will not necessarily be endemic at all sites. In particular, 
a pathogen population of strain i can go extinct in a given site of 
type h = n, a at a rate eh,i. Such local extinctions can result, for in-
stance, from the pathogen having driven the local host population 

extinct, the host population temporarily clearing a herd- immunity 
threshold (e.g., Fine, 1993), or, when patches describe individual 
hosts, immunity- mediated clearing of a pathogen population. We 
assume that conditions in a site recover sufficiently quickly (e.g., 
through host demographic turnover or waning immunity) to permit 
eventual pathogen reestablishment. As is commonly observed (e.g., 
McDonald & Linde, 2002; but see Awadalla, 2003), we do not con-
sider back- mutations from antimicrobial- resistant to antimicrobial- 
sensitive strains. Each pathogen strain i migrates from endemic to 
uninfested sites at a rate ci.

We begin by considering a pathogen metapopulation in which 
pathogens are able to migrate to any unoccupied site from any 
site in which they are endemic. As a first step, we assume that the 
antimicrobial- sensitive strain cannot occupy sites where the an-
timicrobial is present. In effect, those sites act as refuges for the 
resistant strain. We denote by ar the fraction of sites in which an 
antimicrobial is used and which are occupied by resistant pathogen 
populations, and define ni as the fraction of sites where the antimi-
crobial is not used and a pathogen of strain i is endemic. We assume 
that in sites without the antimicrobial, an invading strain of type j 
replaces a resident of type i at a rate gi,j. gi,j is a composite parameter 
representing the integrated effects of migration, establishment, and 
local competitive replacement. Thus, although the ability of a strain 
i to replace another strain may be related to its ability ci to occupy 
empty patches, we assume that the two modes of colonization (the 
colonization of empty sites and competitive displacement) can be 
described with two separate parameters. An important implication 
of this is that the rank order of abilities ci of strain i to occupy empty 
patches may not necessarily be positively correlated with the rank 
order of the strain’s abilities gi,j to displace other strains. We further 
characterize the fraction of sites not using the antimicrobial as fn. 
Table 1 summarizes the state variables and parameters.

We model the dynamics of sites occupied by antimicrobial- 
sensitive and antimicrobial- resistant pathogens across the metapop-
ulation as:

TABLE  1 State variables, parameters, and their definitions

Parameter Interpretation

nr The fraction of sites without the antimicrobial occupied by the resistant strain

ar The fraction of sites with the antimicrobial occupied by the resistant strain

ns The fraction of sites without the antimicrobial occupied by the antimicrobial- sensitive strain

as The fraction of sites with the antimicrobial occupied by the antimicrobial- sensitive strain

ci The rate at which pathogen of strain i migrates from endemic to uninfested sites

ei,j The rate at which pathogen of strain j goes extinct in a site of type i 

gi,j The rate at which pathogen of strain j replaces a pathogen of strain i in sites without the antimicrobial

fn The fraction of sites not subject to antimicrobial application

k A site’s degree 

Dj,i,k,k′ The propensity of pathogens of strain i to successfully migrate from a patch of degree k′ to a patch of type j with degree k

ϵj,k The fraction of empty sites of degree k with ( j = a) or without ( j = n) the antimicrobial

ni,k The fraction of sites with degree k without the antimicrobial occupied by strain i

ai,k The fraction of sites with degree k with the antimicrobial occupied by strain i
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At least on the timescale of landscape- wide dynamics, Model (1) 
precludes within- patch strain coexistence. In principle, our model 
can also apply to cases where local epidemiological dynamics do not 
result in all hosts becoming infected in a single patch. Rather, what 
is important for our model is that within a given patch, hosts that 
are infected are all infected by a single pathogen strain. We note 
that sites with antimicrobial use effectively become sinks for the 
antimicrobial- sensitive strain. The assumption that within- patch co-
existence among strains cannot occur, at least on the timescale of 
metapopulation dynamics, may seem like a strong one. Nevertheless, 
there are several reasons why focusing on situations where only a 
single strain can occupy a patch may be warranted, at least as a first 
step. First, simulations suggest that the region of parameter space 
permitting local coexistence between antimicrobial- resistant and 
antimicrobial- sensitive strains to be smaller than the region permit-
ting competitive displacement of one strain by another (Colijn et al., 
2010). Furthermore, although few studies have explored the spread 
of antimicrobial resistance using a metapopulation framework, the 
speed at which previous- generation antimicrobials become clinically 
ineffective in certain regions or habitats (e.g., Cohen, 1992; Hawkey 
& Jones, 2009; Okeke & Edelman, 2001; Panlilio et al., 1992; Pearce 
et al., 2009; Willems et al., 2005) suggests that local competitive 
displacement of antimicrobial- sensitive strains by antimicrobial- 
resistant strains may be common.

We next extend Model (1) to consider the case where the 
antimicrobial- sensitive strain is able to persist in sites where the an-
timicrobial is used, albeit at relatively lower densities than in sites 
without the antimicrobial. The persistence of antimicrobial- sensitive 
strains in sites where the antimicrobial is used might be reasonable 
if, for instance, within- patch spatial heterogeneity provides a hand-
ful of refuges to the antimicrobial- sensitive pathogen, such as when 
there are reservoir or secondary hosts that do not receive the anti-
microbial in such sites. For example, antimicrobials may be used only 
on specific animals in farms, permitting an antimicrobial- sensitive 
strain to persist among alternative hosts in mixed livestock farms 
(Fessler et al., 2012; Spohr et al., 2011). We assume, however, that 
antimicrobial- sensitive strains occupying sites with the antimicrobial 
are displaced by the antimicrobial- resistant strain at the resistant 
strain’s colonization rate cr of empty patches. When antimicrobial- 
sensitive strains can persist in sites where the antimicrobial is used, 
Equations 1 are modified as:

Model 2 characterizes an important asymmetry that arises 
between the strains in sites where the antimicrobial is available. 
Namely, a resistant pathogen strain will always displace a resident 
antimicrobial- sensitive pathogen strain at such sites, but an invading 
antimicrobial- sensitive strain is unable to displace a resident resis-
tant strain where the antimicrobial is used.

We note two distinctions between our approach and some ear-
lier work (e.g., Smith et al. (2006) and Débarre et al. (2009)). First, 
we focus on the spatial selection pressures in response to antimi-
crobial use, rather than the coupling of local epidemiological dy-
namics across space. This allows us to potentially identify strategies 
that could be expected to apply across diverse disease systems with 
distinct local transmission cycles and epidemiological dynamics. For 
example, the local epidemiological dynamics in a hospital resulting 
from antimicrobial use may differ from the local epidemiological dy-
namics in an agricultural setting. Our approach therefore enables 
us to distill the essential dynamics governing the spatial emergence 
and spread of antimicrobial resistance across different local ep-
idemiological contexts. Second, we explicitly consider pathogen 
strains that occupy discrete spatial units, rather than modeling a 
continuous diffusion of the pathogen across the landscape. One 
advantage of this approach is that it may provide some heuristic 
correspondence between our model and the distinct geographic 
entities (cities, farms, clinics) in which pathogen populations are 
often clustered.

Models (2) and (1) follow a common assumption of discrete- 
patch metapopulation models in allowing pathogens to migrate from 
a patch in which they are endemic to any other patch (e.g., Hanski, 
1999; Levins, 1969). When the distinct patches are reinterpreted as 
individual host organisms, Models (2–1) can recover a susceptible- 
infectious epidemiological model with prophylactic use, cocircula-
tion of prophylactic- resistant and sensitive strains, demographic 
turnover, and superinfection (i.e., replacement of one pathogen by 
another in a single host—e.g., Tanaka & Feldman, 1999; Lipsitch, 
1997; Park, Haven, Kaplan, & Gandon, 2015). Nevertheless, because 
Models (2–1) can recover well- mixed models with prophylactic- 
resistant pathogens, the resultant dynamics may not be identical 
to previous models exploring antimicrobial resistance in well- mixed 
populations (e.g., Alexander et al., 2007; Austin, Kakehashi, & 
Anderson, 1997; Bergstrom, Lo, & Lipsitch, 2004; Bonten, Austin, 
& Lipsitch, 2001; Handel, Longini, & Antia, 2009; Levin et al., 1997; 
Lipsitch, Cohen, Murray, & Levin, 2007; Lipsitch & Samore, 2002; 
Moghadas, Bowman, Röst, & Wu, 2008). An important consequence 
of this is that the dynamics of the spread of antimicrobial resistance 
in a metapopulation may be more akin to the spread of prophylactic 
resistance in a well- mixed population, rather than the spread of anti-
microbial resistance per se within a well- mixed population.

2.2 | Heterogenous connectivities among patches

The models described above assume that every patch is acces-
sible from every other patch (i.e., they presume an island model 
of pathogen dispersal; Wright, 1931). These models thus provide 

(1)

dnr
dt

=cr(ar+nr)(fn−ns−nr)−en,rnr−gr,snsnr+gs,r(ar+nr)ns
dar
dt

=cr(ar+nr)(1− fn−ar)−ea,rar
dns
dt

=csns(fn−ns−nr)−en,sns−gs,r(ar+nr)ns+gr,snsnr.

(2)

dnr
dt

=cr(ar+nr)(fn−nr−ns)−en,rnr−gr,s(as+ns)nr+gs,r(ar+nr)ns
dar
dt

=cr(ar+nr)((1− fn)−ar−as)−ea,rar+cras(ar+nr)

dns
dt

=cs(as+ns)(fn−nr−ns)−en,sns−gs,r(ar+nr)ns+gr,s(as+ns)nr
das
dt

=cr(as+ns)((1− fn)−ar−as)−ea,sas−cras(ar+nr).
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a baseline set of predictions against which the spread of antimi-
crobial resistance in metapopulations with more complex disper-
sal patterns can be assessed. In the next set of analyses, we ask 
how the topology of migration between sites affects the relation-
ship between spatially heterogeneous antimicrobial use and the 
emergence and spread of antimicrobial resistance. We consider 
two strategies to modeling alternative patch topologies within the 
metapopulation. First, we model the distribution of the number 
of migration pathways emanating from patches to be heterogene-
ous. Second, at a further extreme, we explore what happens when 
pathogens must migrate through highly connected, centralized 
hubs to reach other patches. Below, we describe each approach 
in turn.

In practice, patches within a metapopulation exhibit varying 
degrees of connectivities to each other (e.g., Xia, Bjørnstad, & 
Grenfell, 2004). This variability can drive epidemiological dynam-
ics on a metapopulation level. For example, intercountry differ-
ences in direct and indirect flights to an original outbreak has been 
suggested to affect the spatial spread of novel influenza strains 
(e.g., Hosseini, Sokolow, Vandegrift, Kilpatrick, & Daszak, 2010). 
To account for distinct connectivities between patches, we con-
sider a metapopulation where each patch is characterized not only 
by the presence or absence of antimicrobials and the identity of 
the constituent pathogen strain, but also by the number k of other 
patches linked to it by migration (i.e., in a metapopulation where 
each patch constitutes a node, the number of edges, or degree 
associated with each node). The degree k of a patch thereby rep-
resents the extent of connectivity for that patch. Variable con-
nectivities among patches can then be described through degree 
heterogeneity.

Following Newman, Strogatz, and Watts (2001) and Colizza and 
Vespignani (2008), the number of immigrants into a randomly se-
lected patch of degree k depends on the patch’s degree, the pro-
portion p(k′ | k) of patches of degree k′ linked to a patch of degree k 
(with ∑ kp(k′ | k) = 1), the fraction of patches of degree k′ among all 
patches, and the propensity Dx,i,k,k′ of pathogens of strain i to suc-
cessfully migrate from a patch of degree k′ to a patch of type x with 
degree k. The total migration of a pathogen of strain i into a patch of 
degree k is therefore k

∑
k′ p(k

′�k)Di,k,k′, where each of the k edges will 
contribute immigrants.

We denote by ai,k and ni,k the fraction of sites with and without 
antibiotic use, respectively, of degree k and occupied by strain i. We 
further define the time varying quantity ϵm,k to describe the frac-
tion of empty sites of degree k with (m = a) or without (m = n) anti-
microbial use. We can then account for heterogeneous connectivity 
among patches in our metapopulation by modifying Model (2) to 
track the proportion of patches of degree k with and without the an-
tibiotic, and occupied by an antimicrobial- sensitive or antimicrobial- 
resistant strain, as:

We note that Model (3) assumes the local extinction rates of 
patches is independent of their connectivity. Nevertheless, highly 
connected patches can have a higher inflow of migrants, resulting in 
fewer net extinctions than in sparsely connected patches. To main-
tain continuity with our earlier Models (1) and (2), and to keep our 
analyses tractable, a consistent fraction fn of patches across degrees 
are subject to antimicrobial use. Hence, ϵa,k = (p(k)(1 − fn) − ar,k − as,k) 
and ϵn,k = (p(k)fn − nr,k − ns,k), where p(k) is the probability that a ran-
domly chosen patch in our metapopulation has degree k. As with 
Models (1–2), Model (3) can represent a regime in which only cer-
tain types of sites (e.g., farms and hospitals) receive antimicrobials. 
Model (3) differs from the previous models in allowing us to further 
account for the variable connectivities of those sites and sites that 
may not receive the antimicrobial.

We now specify the migration rates k
∑

k′ p(k
′�k)Dx,i,k,k′ of strain i 

into a patch of type x of degree k. If 〈k〉 is the average connectivity 
of a patch in the metapopulation, and if the average number of links 
connected to patches with degree k′ is k′p(k′), then p(k′)k′/〈k〉 de-
scribes the probability that a node associated with a randomly cho-
sen link in our metapopulation has degree k′.

In the analyses that follow, we assume that the metapopulation 
can be represented as a random graph with an uncorrelated network. 
Thus, the proportion p(k′ | k) of links between patches with degrees 
k and k′ is independent of k. Consequently, the probability that a link 
associated with a node of degree k connects to a node of degree k′ 
is merely the same probability that any given link connects to a node 
of degree k′; hence, p(k′ | k) = p(k′)k′/〈k〉 (e.g., Colizza & Vespignani, 
2008; Newman et al., 2001).

We model a situation where each of the k′ edges receives an 
equal share of net migrants out of patches of degree k′, and the num-
ber of migrants of strain i is proportional of frequency of patches oc-
cupied by strain i. Therefore, the weight of any given edge emanating 
from a patch with degree k′ (in effect, a measure of migration inten-
sity) is proportional to (ai,k� +ni,k� )∕k

�. Finally, we define the quantity 
D(x, y) to characterizes the ability of strain y to establish in a patch of 
type x. Thus, D(x, y) = cy if x is an empty patch, and D(x, y) = gj,y if x is 
a patch already occupied by strain j.

Taken together, provided the degree of a patch does not  
affect the ability of strains that traversed a given link to establish 
in a new patch, the above considerations imply that the magni-
tude of migration of strain i to a patch of type x of degree k is 
therefore

We note that we can recover an analogous modification of 
Equations 1, where antimicrobial- sensitive strains cannot persist in 
sites where an antimicrobial is used even in the absence of the re-
sistant strain, as a special case of Model (3) with ea,s → ∞. Similarly, 
when k → ∞ and p(∞) = 1, Model (3) recovers Model (2).

Finally, we consider whether subjecting a particular type 
of patch to antimicrobial use promotes the spread of resistant 
strains. To this end, we consider a metapopulation characterized (3)

dnr,k
dt

=ϵn,kk
∑

k� p(k
��k)D

ϵn,k ,r,k,k
� −en,rnr,k−nr,kk

∑
k� p(k

��k)Dnr,k ,s,k,k
� +ns,kk

∑
k� p(k

��k)Dns,k ,r,k,k
�

dar,k
dt

=ϵa,kk
∑

k� p(k
��k)D

ϵa,k ,r,k,k
� −ea,rar,k+as,kk

∑
k� p(k

��k)Das,k ,r,k,k
�

dns,k
dt

=ϵn,kk
∑

k� p(k
��k)D

ϵn,k ,s,k,k
� −en,sns,k−ns,kk

∑
k� p(k

��k)Dns,k ,r,k,k
� +nr,kk

∑
k� p(k

��k)Dnr,k ,s,k,k
�

das,k
dt

=ϵa,kk
∑

k� p(k
��k)D

ϵa,k ,s,k,k
� −ea,sas,k−as,kk

∑
k� p(k

��k)Das,k ,r,k,k
� .

k
∑

k� p(k
��k)Dx,i,k,k� =

k

<k>

∑
k� p(k

�)k�D(x,i)(ai,k� +ni,k� )∕k
�

=
D(x,i)k

<k>

∑
k� p(k

�)(ai,k� +ni,k� ).
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by a bipartite graph, in which pathogens only migrate between 
sites with an antimicrobial and sites without an antimicrobial. We 
highlight two contrasts with the scenario described above, where 
we vary the number of migration edges across sites and include 
degree distributions with most patches being minimally connected 
in our analysis. First, we assume here that each site with the an-
timicrobial is accessible from each site without it. This might be 
a reasonable approximation, for example, for an antimicrobial- 
resistant pathogen spreading between cities connected through 
several key transportation hubs where, frequently, links are avail-
able to many nonhubs from central nodes, and there is little to 
no direct connection among the nonhubs (e.g., Nicolaides et al., 
2012). Restricting antibiotic use in highly connected cities may be 
one strategy to halt the spread of antibiotic resistance. We seek to 
characterize a situation where, for example, the hub cities are not 
subject to antimicrobial use, but the nonhub cities are. Tolerating 
the persistence of antimicrobial- sensitive strains in the former 
sort of locations has the potential to bottleneck the spread of re-
sistant strains.

Disjoint spatial structures can give rise to distinct sites that 
also differ in their antimicrobial use. Such scenarios may arise in 
urban settings where pathogens circulate from one kind of habitat 
(e.g., residences) to another type of habitat (e.g., clinics and hos-
pitals) back to their original habitat type (e.g., other residences). 
For instance, households where antimicrobials may not be used 
may be connected via human movement through common sites, 
such as hospitals, where antimicrobials are used. However, the 
effectiveness of such a strategy will depend on several of the 

same considerations discussed earlier (pleiotropy between anti-
microbial resistance and competitive ability, the colonization and 
local extinction rates of the pathogen, etc.). Such patterns could 
also emerge, for instance, among certain waterborne pathogens 
spreading via a water source (where an antimicrobial might be 
used) to individual homes or communities (where an antimicrobial 
is not used) rather than directly between individual communities 
and homes. Foodborne pathogens moving between farms or cen-
tralized distribution centers and distal sites (e.g., restaurants or re-
tail establishments) may also exhibit similar patterns of bipartite 
movement across different types of sites that might be subject to 
different antimicrobial regimes.

These considerations can be represented as follows. We revise 
Model (2) so that migration predominantly occurs between patches 
with or without the antimicrobial, rather than among sites with or 
without the antimicrobial. Consequently, Equations 2 can be mod-
ified as

Model (4) thus describes a situation where the migrating patho-
gen must alternate between a patch with the antimicrobial and a 
patch without the antimicrobial (somewhat akin to the mixing strat-
egy described in Bergstrom et al., 2004). Model (4) characterizes 

(4)

dnr
dt

=crar(fn−nr−ns)−en,rnr−gr,sasnr+gs,rarns
dar
dt

=crnr((1− fn)−ar−as)−ea,rnr+crasnr
dns
dt

=csas(fn−nr−ns)−en,sns−gs,rarns+gr,sasnr
das
dt

=crns((1− fn)−ar−as)−ea,ssr−crasnr.

F IGURE  1 The ability of an antimicrobial strain to emerge in a metapopulation where the ancestral, antimicrobial- sensitive strain is 
unable to colonize patches where an antimicrobial is used. Here, and in Figures 2 and 3, emergent resistance (unshaded regions) is illustrated 
as a function of the fraction of patches receiving the antimicrobial (horizontal axis) and the strength of the competition–resistance trade- 
off (vertical axis). (a) The ability of the resistant strain to colonize empty patches is one- tenth the ability of the antimicrobial- sensitive 
strain to colonize empty patches, (b) the colonization ability of the resistant strain is one half the colonization ability of the antimicrobial- 
sensitive strain, and (c) the colonization ability of the resistant strain is twice the colonization ability of the antimicrobial- sensitive strain. In 
this, and in subsequent figures, the competitive asymmetry is defined as the ability gr,s of the antimicrobial- sensitive strain to displace the 
resistant strain in a given patch, relative to the ability gs,r of the resistant strain to displace the antimicrobial- sensitive strain in a patch. Other 
parameter values are cs = 0.1, en,s = en,r = ea,r = 0.01 and gs,r = 0.05. For more on the numerical parameter ranges, see the section “How does 
varying the spatial extent of antimicrobial use affect the prevalence of antimicrobial resistance across the landscape?” in the main text

(a) (b) (c)
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situations where a pathogen must move between two habitat types 
by allowing antimicrobial use to be targeted to only a certain habitat 
type—all patches of a single habitat type are subject to antimicrobial 
use, and all patches of the other habitat type do not receive the anti-
microbial. Consequently, fn describes not only the restricted antimi-
crobial use in the metapopulation, but also the proportion of patches 
of a certain type.

In addition to building in spatial heterogeneity in antimicrobial 
exposure, Model (4) also adds an element of temporal heteroge-
neity to the pathogen’s adaptive landscape. One implication of 
this is that when fn is very close to zero or one, our model can 

also describe situations where certain sites that act as hubs are 
targeted for antimicrobial use, and where pathogen movement 
is primarily between hubs and nonhubs. Under these conditions, 
Model (4) can be interpreted as a variation on Model (3), where 
most sites have very few edges and a few sites have a large num-
ber of edges, and where antimicrobial use varies across the two 
types of sites. For instance, if fn is very large, this can describe 
a situation where a handful of hub sites receive the antimicro-
bial, whereas the majority nonhub sites do not undergo antimi-
crobial application. By contrast, when fn is very small, this can 
represent a scenario where the majority nonhub sites receive the 

F IGURE  2 The ability of an antimicrobial strain to emerge in a metapopulation where the ancestral, antimicrobial- sensitive strain can 
colonize patches where an antimicrobial is used. As in Figure 1, resistance fails to emerge in the shaded region and emerges in the unshaded 
region. (a) The resistant strain has an extinction rate in sites with the antimicrobial 10× smaller than the antimicrobial- sensitive strain’s 
extinction rate in sites with the antimicrobial, and the ability of the resistant strain to colonize empty patches is half the colonization ability 
of the antimicrobial- sensitive strain. (b) The resistant strain has an extinction rate in sites with the antimicrobial 50× smaller than the 
antimicrobial- sensitive strain’s extinction rate in sites with the antimicrobial, and the ability of the resistant strain to colonize empty patches 
is half the colonization ability of the antimicrobial- sensitive strain. (c) The resistant strain has an extinction rate in sites with the antimicrobial 
10× smaller than the antimicrobial- sensitive strain’s extinction rate in sites with the antimicrobial, and the ability of the resistant strain to 
colonize empty patches is equal to the colonization ability of the antimicrobial- sensitive strain. (d) The resistant strain has an extinction rate 
in sites with the antimicrobial 50× smaller than the antimicrobial- sensitive strain’s extinction rate in sites with the antimicrobial, and the 
ability of the resistant strain to colonize empty patches is equal to the colonization ability of the antimicrobial- sensitive strain. In all panels, 
ea,s = 50en,s; reducing the extinction rate ea,s of the antimicrobial- sensitive strain in sites with the antimicrobial had little effect (results not 
shown). All other parameter values are as in Figure 1
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antimicrobial, whereas the handful of the hub sites do not have 
the antimicrobial treatment.

2.3 | Model analyses and results

We use analytical and numerical methods to evaluate how varying 
the spatial prevalence (1 − fn) of antimicrobial use affects the dy-
namics of antimicrobial resistance. We focus on two key questions 
regarding the interplay between pleiotropic fitness costs and the 
extent of antimicrobial use over space: (a) How might restricting the 
spatial extent of antimicrobial use interact with the pleiotropic costs 
and the baseline migration rate to prevent the emergence of antimi-
crobial resistance in the metapopulation? and (b) Provided resistance 
has emerged, how does varying the spatial use of antimicrobials, to-
gether with the pleiotropic effect of resistance on colonization and 
competition, affect both the prevalence of antimicrobial- resistant 
strains and the pathogen itself?

Several pathogens have been shown to be able to circum-
vent the fitness costs associated with evolved resistance (e.g., 
Marcusson, Frimodt- Møller, & Hughes, 2009; Schrag, Perrot, & 
Levin, 1997). In particular, compensatory mutations and coselec-
tion for fitness- enhancing alleles can improve the competitive 
performance of resistant strains, viz., antimicrobial- sensitive 
strains (e.g., Handel, Regoes, & Antia, 2006; Melnyk et al., 2015; 
Schrag & Perrot, 1996). Thus, we also assess throughout our 
analyses how the strength of the trade- off between antimicro-
bial resistance and competitive performance mediates whether 

varying antimicrobial use over space reduces the risk of resis-
tance emerging.

2.3.1 | How does the interplay between pleiotropic 
effects on colonization and competition interact 
with the spatial extent of antimicrobial use to 
affect the emergence of antimicrobial resistance 
in the metapopulation?

The antimicrobial- sensitive pathogen cannot establish in sites 
with the antimicrobial
We assess the emergence of antimicrobial resistance in a metapopula-
tion by analyzing Models (1–4) to identify the conditions under which a 
resistant strain can invade when the antimicrobial- sensitive strain is at 
equilibrium. Thus, if a resistant strain is able to spread beyond a single 
patch, we consider the strain as being emergent in the metapopulation.

We begin with Model (1), in which the antimicrobial- sensitive 
strain cannot occupy patches in which the antimicrobial is present, 
and assume the ancestral pathogen is susceptible to the antimi-
crobial. In the absence of antimicrobial resistance, the equilibrium 
prevalence of the pathogen across sites is n∗

s
= fn−en,s∕cs. This equi-

librium is viable provided the colonization rate of the pathogen ex-
ceeds the local extinction rate scaled by the fraction of patches in 
which the antimicrobial is absent (i.e., cs > en,s/fn). Hence, increas-
ing the prevalence of antimicrobial use toward one rapidly reduces 
the equilibrium prevalence of the pathogen before antimicrobial 
resistance evolves.

F IGURE  3 The ability of a resistant strain to emerge in a metapopulation where migration can only happen between patches with and 
without the antimicrobial. As in Figures 1 and 2, resistance fails to emerge in the shaded region and emerges in the unshaded region. When 
few patches receive the antimicrobial (1 − fn small), patches receiving the antimicrobial act as hubs, whereas when most patches receive the 
antimicrobial (1 − fn large), the patches without the antimicrobial act as migratory hubs. (a) The antimicrobial- sensitive strain goes extinct 
twice as quickly in patches with the antimicrobial compared to patches without the antimicrobial, and the colonization rate of the resistant 
strain in empty patches is half the colonization rate of the antimicrobial- sensitive strain in empty patches. (b) The extinction rate of the 
antimicrobial- sensitive strain is 3.5 X larger in sites with the antimicrobial than in sites without the antimicrobial, and the colonization rate of 
the resistant strain is half the colonization rate of the antimicrobial- sensitive strain. (c) The antimicrobial- sensitive strain goes extinct twice 
as quickly in patches with the antimicrobial compared to patches without the antimicrobial, and the resistant strain’s colonization rate is the 
same as that of the antimicrobial- sensitive strain. Other parameter values are as in Figure 1
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Provided the antimicrobial- sensitive pathogen is at equilibrium 
and this equilibrium is viable, antimicrobial resistance can be pre-
vented from emerging in Equations 1 when ea,r exceeds (cr(cs + en,s − 
csfn) + en,s(gr,s − gs,r))/cs − cs(en,r + fn(gr,s − gs,r)) and

(see Supporting Information Appendix S1 for details). We highlight 
some implications of Conditions (5). First, even if antimicrobial use 
is minimal (fn large), preventing the emergence of antimicrobial re-
sistance still requires the competitive asymmetry between strains 
in sites without the antimicrobial (gs,r − gr,s) to be less than the ex-
tinction rate of the resistant strain in sites without the antimicrobial, 
scaled by the equilibrium fraction of pathogen- occupied patches. 
Because the equilibrium for pathogen- occupied patches is larger if 
fewer sites receive the antimicrobial, the importance of the competi-
tive asymmetry to preventing the emergence of antimicrobial resist-
ance increases as fewer sites use the antimicrobial and decreases as 
more sites adopt the antimicrobial.

Second, suppressing the emergence of antimicrobial resistance 
still requires the ability cr of the resistant strain to colonize new 
sites to not exceed ea,r(cs(en,r+fn (gr,s−gs,r))+en,s(gs,r−gr,s))

en,s (ea,r+(fn−1)gr,s)−cs(fn−1)(en,r+fngr,s)
. This illustrates a fun-

damental tension between preventing antimicrobial resistance at a 
global scale and eradicating the pathogen locally. If antimicrobial use 
is rare (so that fn large), the evolution of antimicrobial resistance can 
be mitigated by encouraging local persistence of the antimicrobial- 
sensitive pathogen. For example, if the colonization rate of the 
resistant pathogen can be determined, reducing the antimicrobial- 
sensitive strain’s per- patch extinction rate en,s or increasing its col-
onization rate cs in response across the landscape can prevent the 
emergence of antimicrobial resistance. By contrast, if antimicrobial 
use is very common (so that fn is small), then the second inequality 
in Conditions (5) implies that no amount of local persistence of the 
antimicrobial- sensitive strain can prevent the resistant strain from 
invading as long as the resistant strain’s colonization rate exceeds 
its extinction rate in patches with the antimicrobial.

Figure 1 illustrates how reducing the fraction of patches in 
which the antimicrobial is applied can prevent the emergence of re-
sistance across different levels of the competitive asymmetry (i.e., 
the ratio of the ability gr,s of the antimicrobial- sensitive strain to 
competitively displace the resistant strain to the ability gs,r of the 
antimicrobial- resistant strain to competitively displace the sensitive 
strain) and the migration rate of the resistant strain. When the re-
sistant strain is a poor migrant relative to the antimicrobial- sensitive 
strain, reducing the fraction of patches in which the antimicrobial is 
used keeps the pathogen population susceptible to the antimicro-
bial, provided the competitive asymmetry between the strains is 
large and favors the antimicrobial- sensitive strain in sites without 
the antimicrobial. If the competitive asymmetry between the two 
strains is modest, the emergence of antimicrobial resistance can 
still be prevented if the fraction of sites using the antimicrobial is 
also modest.

The antimicrobial- sensitive pathogen can establish in sites in 
the presence of the antimicrobial
Next, we analyze invasion of the resistant strain in Model (2) in 
which the antimicrobial- sensitive pathogen can still occupy antimi-
crobial sites, and all sites are equally accessible from any other site.

In Model (2), in the absence of antimicrobial resistance, the equi-
librium patches occupied by the antimicrobial- sensitive strain are 
given by:

If the fraction fn of sites without the antimicrobial is too small to 
permit persistence in the absence of the ability to establish in anti-
microbial sites (so that fn < en,s/cs; see the results for Model (1)), then 
equilibrium (6) is viable only if en,s < ea,s < (csen,s(fn − 1))/(csfn − en,s). 
We highlight how this illustrates the contribution of the extinction 
rate in patches with the antimicrobial to the pathogen’s viability in 
the landscape. In particular, as the proportion of sites with antimi-
crobials increases, the viability condition reduces to the require-
ment that the extinction rate of the antimicrobial- sensitive strain in 
patches with the antimicrobial cannot exceed the colonization rate 
of the antimicrobial- sensitive strain.

Although Model (2) exhibits strong nonlinearities, we show 
in Supporting Information Appendix S2 that if the extinction rate 
ea,r of the resistant strain in sites with the antimicrobial is less than 
cr−en,r−gr,sa

∗

s
− (cr+gr,s−gs,r)n

∗

s
 (where n∗

s
 and a∗

s
 are as in Equations 6), 

then the resistant strain can invade. If, however, the extinction rate 
of the resistant strain exceeds this threshold, a resistant strain can 
be prevented from emerging provided

A key implication of this result is that if there is substantial 
competitive asymmetry between the strains (i.e., gr,s is very large 
relative to gs,r), the resistant strain cannot invade so long as the 
fraction of sites without the antimicrobial does not exceed the 
sum of the resistant strain’s colonization and extinction rate 
scaled by the resistant strain’s colonization rate (see Supporting 
Information Appendix S2). Furthermore, if most sites are exposed 
to the antimicrobial and the equilibrium fraction of sites without 
the antimicrobial occupied by the antimicrobial- sensitive strain is 
small (so that fn,n∗s →0), then Conditions (7) imply that whenever 
the colonization ability of resistant strains is less than their extinc-
tion rate in sites with the antimicrobial, then antimicrobial resis-
tance cannot emerge.

The combined effects of restricting the spatial extent of antimi-
crobial use and varying the competitive asymmetry of the two strains 
are broadly similar to the case where the antimicrobial- sensitive 

(5)
gs,r−gr,s<

csen,r

csfn−en,s
and

cr<
ea,r(cs(en,r+fn (gr,s−gs,r))+en,s(gs,r−gr,s ))

en,s(ea,r+(fn−1)gr,s)−cs(fn−1)(en,r+fngr,s)
.

(6)

a∗
s
=

cs(−2ea,s fn+ea,s+2en,s(fn−1))+ea,s(
√

4csfn(ea,s−en,s)+(cs−ea,s+en,s)
2−ea,s+en,s)

2cs(ea,s−en,s)

and

n∗
s
=−

en,s(
√

4csfn(ea,s−en,s)+(cs−ea,s+en,s)
2+ea,s−en,s)−cs(2ea,s fn−2en,s fn+en,s)

2cs(ea,s−en,s)
.

(7)
fn<

ea,r(en,r+a
∗

s
gr,s+(gr,s−gs,r)n

∗

s
)+cr (en,r−ea,rn

∗

s
+gr,s(a

∗

s
+n∗

s
))

cr (en,r+gr,s (a
∗

s+n
∗

s )−ea,r)
and

gs,r<
en,r+gr,s(a

∗

s
+n∗

s
)

n∗s
.
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pathogen could not colonize sites with the antimicrobial (Figure 2). 
The ability of the resistant strain to avoid extinction in patches with 
the antimicrobial alters the region of parameter space in which resis-
tance can emerge (Figure 2). When the extinction rate ea,r of the re-
sistant strain in patches where the antimicrobial is present is greater 
than the extinction rate en,s of the antimicrobial- sensitive strain in 
patches without the antimicrobial, then the emergence of antimi-
crobial resistance can be prevented even when antimicrobial use is 
common, provided the competitive asymmetry is sufficiently strong 
(Figure 2a). By contrast, if the extinction rate of the resistant strain 
in sites with the antimicrobial is comparable to the extinction rate of 
the antimicrobial- sensitive strain in sites without the antimicrobial 
(Figure 2b), then resistance emerges much more readily. Increasing 
the colonization rate of the resistant strain serves to homogenize 
the landscape, thereby mitigating this effect (e.g., Figure 2a vs. 2b 
and Figure 2c vs. 2d).

Patches exhibit differential connectivities
The high dimensionality of Model (3) renders the boundary equilib-
ria, much less the invasion criteria of an antimicrobial- resistant strain 
in a metapopulation consisting of only antimicrobial- sensitive patho-
gens, algebraically intractable. Thus, we defer exploring the behavior 
of Model (3) to our numerical analyses later, where we will compare 
the long- term behavior of antimicrobial resistance spread across al-
ternative metapopulation connectivities in greater detail.

Instead, here we highlight analytic results for the limiting case in 
which patches that are highly connected either receive the antimi-
crobial or do not (i.e., Model 4 when fn ≈ 1 or fn ≈ 0), and the patho-
gen must alternately migrate between sites with and without the 
antimicrobial. The former situation can arise, for instance, with food-
borne pathogens where the antimicrobial is applied at, for example, 
distribution centers, but is not used at other sites, such as individual 
restaurants or retail establishments. We ask how the targeted use of 
antimicrobials either at such sites can create bottlenecks to patho-
gen migration which can, in turn, affect the emergence of antimicro-
bial resistance.

When only the antimicrobial- sensitive strain is present in the 
metapopulation, the interior equilibrium of Model (4) is given by

This equilibrium is viable whenever en,s< c2
s
fn(1− fn)∕ea,s. Thus, 

an antimicrobial- sensitive strain highly sensitive to the antimicro-
bial (ea,s → ∞) must have a correspondingly strong ability to persist 
in sites without the antimicrobial. We also note that this condition 
governs the stability of the pathogen- free equilibrium in the ab-
sence of the resistant strain, with the pathogen- free equilibrium al-
ways unstable whenever the boundary equilibrium consisting of the 
antimicrobial- sensitive strain is viable.

We show in Supporting Information Appendix S3 that a resistant 
strain can be prevented from invading system (4) if and only if

This result suggests a role for the trade- off between compe-
tition and resistance in governing the emergence of antimicrobial 
resistance when the pathogen must alternate between sites with 
and without the antimicrobial. In particular, as the resistant strain 
becomes increasingly capable of persisting for very long periods 
of time in sites with the antimicrobial (so that ea,r → 0), the ability 
gr,s of the antimicrobial- sensitive strain to displace the resistant 
strain has less effect on the ability to prevent the emergence of 
resistance. This is because if the resistant strain is able to persist 
indefinitely in sites with the antimicrobial, as a larger proportion 
of sites receive the antimicrobial, the evolutionary viability of the 
antimicrobial resistance strain reduces to the requirement that the 
competitive displacement rate gs,r of the antimicrobial- sensitive 
strain by the resistant strain exceed cr. Thus, as more sites receive 
the antimicrobial, if the antimicrobial- resistant strain is less able 
to displace the susceptible strain (gs,r small), sites without the an-
timicrobial can serve as bottlenecks preventing the spatial spread 
of the resistant strain.

Therefore, in contrast to the models without pathogens alter-
nating between sites with and without the antimicrobial, we find 
that when the competitive differential between strains is substan-
tial (i.e., gr,s/gs,r large), the emergence of antimicrobial resistance 
can be prevented, particularly when antimicrobial use is common 
(Figure 3). When only a few patches are exempt from receiving the 
antimicrobial, even a smaller competitive asymmetry in sites with-
out the antimicrobial can suffice to prevent the emergence of re-
sistance in the presence of such spatial bottlenecks between sites 
where the antimicrobial is present (Figure 3a). Our results suggest 
that under some conditions, even when antimicrobial sensitivity 
cannot confer substantial competitive advantages, focusing anti-
microbial treatment on the majority of sites (fn → 0) can poten-
tially prevent the emergence of antimicrobial resistance. We note, 
however, that prospects for relying on sites without the antimicro-
bial diminish as the per- site migration rate of the resistant strain 
increases, or as the extinction rate of the antimicrobial- sensitive 
strain increases (Figure 3b,c).

2.3.2 | How does varying the spatial extent of 
antimicrobial use interact with the pleiotropic effects 
on colonization and competition to affect the 
prevalence of antimicrobial resistance across the 
landscape?

Whereas ensuring the long- term efficacy of antimicrobial drugs to 
treat infections requires, in part, preventing the emergence of anti-
microbial resistance in the first place, understanding the long- term 
dynamics of antimicrobial resistance in spatially structured envi-
ronments where antimicrobial resistance has already emerged can 
also help guide management regimes. If the emergence of antimi-
crobial resistance cannot be prevented altogether, then mitigating 

(8)n∗
s
=

ea,sen,s+c
2
s
(fn−1)fn

c2s fn−cs (cs+en,s )
and

a∗
s
=

c2
s
(1−fn)fn−ea,sen,s

cs(ea,s+csfn)
.

(9)
(ea,r−a

∗

s
gr,s−en,r)

2
−4c2

r
(1−fn)(fn−n

∗

s
)

4cr(1−fn)n
∗

s

≤gs,r<
ea,r(a

∗

s
gr,s+en,r)−c

2
r
(1−fn)(fn−n

∗

s
)
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.
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the spatial spread of antimicrobial resistance becomes important. 
In particular, understanding the long- term dynamics of antimicro-
bial resistance is critical to evaluating whether the emergence of 
antimicrobial resistance permits the pathogen to expand into pre-
viously unoccupied patches. Therefore, we numerically integrated 
Models (1–4) to assess their long- term behavior. For simplicity and 
tractability, we assume all intervention strategies begin only when 
the antimicrobial- sensitive strain is present in systems (1–4). In the 
case of (3), we initialized the fraction of occupied sites of a par-
ticular degree by weighing the degree distribution by the fraction 
of antimicrobial- sensitive strains at equilibrium in Model (2). We 
focus our numerical analyses on two key parameters: the extent 
of antimicrobial use across space (varied from none to complete) 
and the competitive asymmetry (varied across a factor of 10, from 
the resistant strain being five times as competitively effective as 
the antimicrobial- sensitive strain, to being only a fifth as competi-
tively effective as the antimicrobial- sensitive strain). In practice, 
feasible management regimes may occupy much narrower re-
gions of parameter space. By presenting a deliberately wide range 
of parameter space, we hope to convey a heuristic impression of 
how different parameter combinations alter the spatial spread of 

antimicrobial resistance. Furthermore, we present the effect of 
varying the baseline colonization and extinction rates. In particu-
lar, to evaluate whether the relative colonization and extinction 
rates of the two strains affect our qualitative predictions, we sim-
ulated our models across four qualitatively distinct situations: (a) 
where the resistant strain is half as effective at colonization than 
the antimicrobial- sensitive strain and the antimicrobial- sensitive 
strain has a 50- fold higher extinction rate in sites with the antimi-
crobial, (b) where the resistant strain is considerably more effec-
tive at colonization than the antimicrobial- sensitive strain and the 
antimicrobial- sensitive strain has a 50- fold higher extinction rate 
in sites with the antimicrobial, (c) where the resistant strain is half 
as effective at colonization than the antimicrobial- sensitive strain 
but the antimicrobial- sensitive strain is only twice as likely to suf-
fer extinction in sites with the antimicrobial than without, and (d) 
where the resistant strain is considerably more effective at coloni-
zation than the antimicrobial- sensitive strain and the antimicrobial- 
sensitive strain is only twice as likely to suffer extinction in sites 
with the antimicrobial than without. Numerical analyses were 
carried out using the deSolve package in R (Soetaert, Petzoldt, & 
Setzer, 2010).

F IGURE  4 The long- term equilibrium 
frequency of patches with a resistant 
strain as a function of the fraction of 
patches where the antimicrobial is used 
and the relative competitive asymmetry 
between the resistant and antimicrobial- 
sensitive strain. (a) Antimicrobial- sensitive 
pathogens cannot occupy sites where 
the antimicrobial is present, and the 
colonization ability of the resistant 
strain is half the colonization ability of 
the antimicrobial- sensitive strain. (b) 
Antimicrobial- sensitive pathogens cannot 
occupy sites where the antimicrobial is 
present, and the colonization ability of 
the resistant strain is 50× the colonization 
ability of the antimicrobial- sensitive 
strain. (c) Antimicrobial- sensitive 
pathogens cannot occupy sites where 
the antimicrobial is present, and the 
colonization ability of the resistant 
strain is half the colonization ability of 
the antimicrobial- sensitive strain. (d) 
Antimicrobial- sensitive pathogens cannot 
occupy sites where the antimicrobial is 
present, and the colonization ability of 
the resistant strain is 50× the colonization 
ability of the antimicrobial- sensitive strain. 
In panels (c, d), ea,s = 2en,s; note as ea,s → ∞, 
Model (2) approaches Model (1). All other 
parameter values are as in Figure 1
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Figure 4 illustrates how the extent of spatial antimicrobial use 
and the competition–resistance trade- off govern the long- term 
dynamics of Models (1–2). When the pathogen can migrate be-
tween any sites, a resistant strain can dominate the entire land-
scape when a large majority of patches are subject to antimicrobial 
use, even when the trade- off between competitive ability and re-
sistance is strong (Figure 4). As was the case with our analyses 
of the emergence of antimicrobial resistance, we find that the 
competition–resistance trade- off is only effective at preventing 

the spatial dominance of antimicrobial resistance when relatively 
few sites are exposed to the antimicrobial. Nevertheless, when 
the competition–resistance trade- off is weak (e.g., when the re-
sistant strain can readily evolve compensatory mutations), then 
no amount of spatial restrictions on antimicrobial use can pre-
vent eventual replacement of the antimicrobial- sensitive strain. 
Limiting migration of the resistant strain can have a modest effect 
on preventing the spatial spread antimicrobial resistance; restrict-
ing the spatial scale of antimicrobial use is most effective when the 

F IGURE  5 The long- term equilibrium frequency of patches with a resistant strain as a function of the fraction of patches where 
antimicrobial use is constrained, the relative competitive asymmetry and colonization rates between the resistant and antimicrobial- sensitive 
strain, and the distribution of connectivities among sites (the degree distribution). The various degree distributions are illustrated in the first 
column. Degree distributions used in the analyses are (a, b) a scale- free degree distribution (P(k) ∼ k−3), and Bernoulli random networks with 
node connection probabilities of (c, d) 0.25, (e, f) 0.5, (g, h) 0.75, and (i, j) 0.975
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migration rate of the resistant strain is limited (Figure 4a and 4c vs. 
Figure 4b and 4d).

The results above are based on Models (1–2) that permit patho-
gens to move from any single patch to any other patch. Our results 
sofar thereby provide a set of baseline expectations for the long- 
term spatial prevalence of antimicrobial resistance in the metapop-
ulation. In the analyses that follow, we compare these results to 
Models (3–4) in which patches vary in their connectivity.

For Model (3), we present results from five qualitatively distinct de-
gree distributions along a continuum from metapopulations where most 
patches are connected to very few patches to metapopulations where 
most patches exhibit high degrees of connectivities. Across degree dis-
tributions, as with Models (1–2) with free migration between patches 
(the island models), competitive asymmetry can reduce the spread of 
resistance through the metapopulation when antimicrobial use is con-
strained (Figure 5). Furthermore, increasing the colonization rate of the 
resistant strain again reduces the effectiveness of constraining anti-
microbial use, particularly when the competitive asymmetry between 
strains is limited (Figure 5, second column vs. third column panels).

Figure 5 highlights how the effectiveness of constraining anti-
microbial use across space depends on the variance of the degree 
distribution. When the resistant strain’s colonization ability is lim-
ited, the model predicts both minimally connected and highly con-
nected metapopulations, and where the variance of the degree 
distribution is low, will exhibit somewhat similar long- term resis-
tance profiles as functions of constrained antimicrobial use and 
fitness costs (Figure 5a,i). By contrast, when connectedness varies 
more among patches, constraining antimicrobial use has consider-
able potential in preventing antimicrobial resistance from spreading 
across the metapopulation, even when the competitive fitness costs 
are minimal. This result, however, does not hold if resistance con-
fers greater migratory potential. Indeed, the effect of the resistant 

strain’s colonization rate on the long- term, metapopulation- wide re-
sistance frequency is more pronounced for highly unequal degree 
distributions (panels c–h) than when most patches are connected to 
only one other patch (Figure 5a,b), or when there is a high degree of 
connectivity among patches, as in Figure 5i,j or in the island models 
(Figure 5 vs. 4). We highlight a key result: In metapopulations with 
considerable variability in connectedness, constraining antimicrobial 
use across space only works if the migration of the resistant patho-
gen is modest; yet the situation is reversed if the resistant strain has 
a high colonization rate: A highly mobile resistant strain can actually 
spread more readily in a metapopulation with highly variable patch 
connectivity.

Although the analyses above illustrate how patterns of connec-
tivity within a metapopulation can alter antimicrobial resistance 
emergence across the metapopulation, the basic qualitative result 
is reminiscent of the case where every patch is connected to every 
other patch: Constraining antimicrobial use across space can be ef-
fective, particularly when there is a strong trade- off between resis-
tance and competition and limited migration of the resistant strain. 
By contrast, when the pathogen migrates between patches with and 
without the antimicrobial (Model 4), a resistant strain that does not 
experience a strong competitive trade- off is readily able to establish 
itself throughout the landscape regardless of the spatial restriction 
in antimicrobial use (Figure 6). However, as with the invasion analy-
sis, a severe competition–resistance trade- off can prevent replace-
ment of the antimicrobial- sensitive strain if the small fraction of sites 
that do not receive the antimicrobial can act as hubs (i.e., most sites 
receive the antimicrobial). This effect is most apparent when the 
antimicrobial- sensitive strain exhibits a modest ability ea,s to persist 
in sites with the antimicrobial (Figure 6a vs. 6b).

Finally, one consequence of the spread of antimicrobial resistance 
through the landscape can be the emergence of an eco- evolutionary 

F IGURE  6 The long- term fraction of patches occupied by the resistant strain in a metapopulation where migration can only happen 
between patches with and without the antimicrobial. When few patches receive the antimicrobial (1 − fn small), those patches act as hubs, 
whereas when most patches receive the antimicrobial (1 − fn large), the patches without the antimicrobial act as migratory hubs. (a) The 
extinction rate of the antimicrobial- sensitive strain is the same in patches with and without the antimicrobial, and (b) the extinction rate of 
the antimicrobial- sensitive strain is two orders of magnitude larger in sites with the antimicrobial. For both panels, cr = cs; other parameter 
values are as in Figure 1

0.0 0.2 0.4 0.6 0.8 1.0

1

2

3

4

5
Fraction of sites with resistant strain

Fraction of sites with antimicrobial

C
om

pe
tit

iv
e 

as
ym

m
et

ry

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.2 0.4 0.6 0.8 1.0

1

2

3

4

5
Fraction of sites with resistant strain

Fraction of sites with antimicrobial

C
om

pe
tit

iv
e 

as
ym

m
et

ry

0.0

0.2

0.4

0.6

0.8

1.0

(a) (b)



     |  1835OKAMOTO eT Al.

interaction in which the evolution of resistance alters the patho-
gen’s metapopulation dynamics (Post & Palkovacs, 2009). Of par-
ticular interest is the case where the evolution of resistance permits 
the pathogen to colonize a larger share of previously inaccessible 
patches.

When the antimicrobial- sensitive strain is completely unable 
to establish in sites where the antimicrobial is present, the eco- 
evolutionary effect of the emergence of antimicrobial resistance 
is most apparent when the antimicrobial- sensitive- only boundary 
equilibria are well below the proportion of potentially occupied 
patches (Figure 7, solid black lines). When the pathogen must alter-
nate between sites, if only a few sites receive the antimicrobial (fn is 
large), the boundary, antimicrobial- sensitive- only equilibrium can be 
unstable and this equilibrium is undefined. When this equilibrium is 
viable, the eco- evolutionary response following the establishment of 
antimicrobial resistance exhibits a fundamental asymmetry as more 
patches receive the antimicrobial (Figure 7, solid gray line). The strong 
eco- evolutionary effect is apparent when most patches receive the 
antimicrobial, and thus, the resistant pathogen becomes able to ac-
cess a large fraction of hitherto unoccupied patches. However, an 
eco- evolutionary interaction is less pronounced when only a handful 

of patches receive the antimicrobial. This is because in the context 
of Model (4), such patches can act as hubs. Thus, although the evo-
lution of antimicrobial resistance permits the pathogen to cross such 
bottlenecks, antimicrobial resistance is advantageous in relatively 
fewer sites. The net effect of these two processes results in an 
asymmetric eco- evolutionary response across a gradient of spatial 
prevalence in antimicrobial use. However, when the antimicrobial- 
sensitive strain is able to better persist in sites with the antimicrobial 
(gray dashed line), then the asymmetric eco- evolutionary response is 
muted as more sites are able to host a pathogen population prior to 
the emergence of antimicrobial resistance. We add that these results 
are not affected by increasing the severity of the competition–resis-
tance trade- off (Supporting Information Figure S1).

3  | DISCUSSION

Here, we have analyzed a series of metapopulation models de-
scribing the emergence and spread of antimicrobial resistance in 
a pathogen across a landscape. We derived conditions for how 
the spatial extent of antimicrobial use governs the ability of re-
sistance to emerge under four scenarios: (a) The antimicrobial- 
sensitive strain cannot occupy sites where the antimicrobial is in 
use, (b) the antimicrobial- sensitive strain can occupy all sites, (c) 
patches exhibit differential connectivity, and (d) individual patho-
gens of either strain can only migrate between sites that differ in 
their antimicrobial use (as could happen, for instance, when anti-
microbial use is restricted to certain centralized geographic hubs). 
We assessed how each of these scenarios changes how the spatial 
targeting of antimicrobial use governs the evolution of resistance, 
and illustrated how the competitive ability of the strains in sites 
without the antimicrobial can modify the dynamics of resistance 
across space.

As noted in the model descriptions, reinterpreting patches as 
individual hosts allows one to recover a classical epidemiological 
model from Equations 2–1. This suggests that controlling antimi-
crobial spread in a metapopulation may be more akin to controlling 
prophylactic- resistant pathogens in a well- mixed population than 
controlling nonprophylactic drug resistance in single populations. 
Consequently, here we highlight contrasts of the scope of our anal-
yses of Models (2–1) from select analyses from previous studies ex-
ploring prophylaxis resistance in well- mixed populations (Lipsitch, 
1997; McLean, 1995; Park et al., 2015).

Among the models of single host–pathogen communities, that 
of Park et al. (2015) is perhaps among the most conceptually related 
to Models (2–1 and 4). Park et al. (2015) show that reducing the ex-
tent of prophylactic coverage can create refuges for antimicrobial- 
sensitive strains, provided there is a high degree of transmission 
between treated and untreated hosts. A key distinction between 
Models (2–1) and Park et al. (2015) is that our model characterizes 
the fitness cost as the ease with which superinfection occurs among 
strains, whereas Park et al. (2015) do not explicitly model superin-
fection, but rather represent the fitness costs of resistance to affect 

F IGURE  7 The outcome of an eco- evolutionary interaction 
between the evolution of antimicrobial resistance and the 
pathogen’s metapopulation dynamics. The vertical axis represents 
the factor by which the equilibrium patches occupied across the 
landscape increases in response to the emergence of antimicrobial 
resistance. For Model (2–4), the antimicrobial- sensitive strain’s 
extinction rate ea,s in patches with the antimicrobial was varied 
from ea,s = 2en,s to ea,s = 10en,s; the plotted values are for the cases 
where gs,r = gr,s. All other parameter values are as in Figure 1. We 
note that when the pathogen can only migrate between sites with 
the antimicrobial and sites without the antimicrobial, when the 
antimicrobial- sensitive strain’s extinction rate in sites with the 
antimicrobial is high, then the ancestral, antimicrobial- sensitive 
pathogen cannot persist when too few or too many sites are 
exposed to the antimicrobial
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the transmission rate of pathogens from infectious to susceptible 
hosts (akin to colonization of empty patches in our model).

Models in McLean (1995) and Lipsitch (1997) also explore the 
potential for superinfection in models of evolved resistance to a pro-
phylactic intervention. Nevertheless, the scope of our Models (2–1) 
and their analyses differs subtly from that of McLean (1995) and 
Lipsitch (1997). For instance, the rate at which patches (hosts) be-
come available for colonization in our models is proportional to the 
number of occupied patches, whereas McLean (1995)’s model as-
sumes a constant flow of new hosts, and in Lipsitch (1997) it is the 
combined effect of cleared infections and the birth of new hosts that 
allows susceptible hosts (empty patches) to become available. As in 
the model of Lipsitch (1997) but unlike McLean (1995), Model (1) per-
mits mutual superinfection. Consequently, the main focus of McLean 
(1995)’s model of superinfection is on a numerical analysis exploring 
how vaccination of a prevalent strain could select for a strain with 
a higher rate of spread. By contrast, we describe a survey across 
parameter space of how varying the potential for superinfection 
(competitive ability in our model) alters the ability of reduced pro-
phylactic use to prevent the spread of the resistant strain in the long 
term. Furthermore, like McLean (1995) but unlike Lipsitch (1997), 
our model does not permit pathogen coexistence at a single site (or 
within a host). Our analyses also differ from Lipsitch (1997) in that 
we compare the dynamics of the spread of resistance under mutual 
superinfection and under unidirectional superinfection under the 
same framework in our comparisons of Models (1–2). This enables us 
to highlight the effect of a competitive asymmetry in superinfections 
on the long- term prevalence of resistant and antimicrobial- sensitive 
strains (Figure 4) over different regions of parameter space than 
Lipsitch (1997). For instance, whereas Lipsitch (1997) find that use of 
a serotype or strain- specific prophylactic consistently increases the 
prevalence of a nontarget type, we find that competitive asymme-
try, particularly when antimicrobial use is constrained (analogous to 
low prophylactic coverage in Lipsitch (1997)) can prevent a resistant 
(nontarget) strain from spreading.

We note that despite some important parallels, the scope of our 
study as a whole differs from this earlier work by extending the anal-
ysis to include differentially connected pathogen habitats (or hosts). 
Below, we highlight some of the key implications of some of the main 
results from the analyses relaxing the assumption that every patch is 
equally accessible from every other patch. When the antimicrobial- 
sensitive strain can persist in sites with the antimicrobial, we argued 
that the emergence of resistance is unlikely when there is a strong 
competitive asymmetry against the resistant strain and widespread 
antimicrobial use. This suggests that in the presence of strong fit-
ness costs in environments without antimicrobials, the evolution of 
antimicrobial resistance itself may be somewhat limited even in the 
face of the large- scale application of antimicrobials. Our results have 
implications for the debate over whether a trade- off between anti-
microbial resistance and competitive ability affects the emergence 
of resistance (Hughes & Andersson, 2015; Melnyk et al., 2015; Zur 
Wiesch, Engelstädter, & Bonhoeffer, 2010). The fact that, despite 
our results, antimicrobial resistance has been observed to evolve 

and spread across wide geographic regions may suggest that such 
fitness costs may not govern the evolution of resistance, at least on 
the temporal and spatial scales we modeled. In light of our analysis, 
we highlight applying our modeling strategy to systems where there 
is spatial heterogeneity in antimicrobial use as a particularly fruit-
ful avenue in which to explore the role of a competition–resistance 
trade- off in driving the dynamics of antimicrobial resistance.

The decisive role played by pleiotropy between resistance and 
migration is most apparent in metapopulations where patches vary 
in their connectivities. In such metapopulations, the effect of the 
competition–resistance trade- off and restricting antimicrobial use 
on the spread of antimicrobial resistance strongly depends on the 
migration rate of the resistant strain relative to the sensitive strain. 
Increasing the migration rate has less of an effect in metapopula-
tions where most patches are either highly connected or connected 
to one or two other patches. For pathogens moving through patches 
that vary considerably in their connectivities, understanding the 
nature of pleiotropy between antimicrobial resistance and coloni-
zation may be just as critical as understanding pleiotropy between 
competition and resistance in formulating effective responses. This 
result highlights the key role spatial structure can play in the spread 
of antimicrobial resistance, and the need to characterize the meta-
populations in which resistant strains arise.

The scope of our analyses also differs most from work that fo-
cuses on well- mixed host–pathogen systems when we extend our 
analyses to cases where a pathogen must alternate between treated 
and untreated habitats/hosts (Model (4), analogous to a scenario 
Park et al. (2015) note, but do not discuss or analyze further, where 
transmission is primarily between treated and untreated hosts). We 
showed that when the metapopulation consists of two distinct hab-
itat types that the pathogen migrates between, the boundary equi-
librium (8) of the antimicrobial- sensitive strain is not viable when 
the fraction fn of sites without the antimicrobial is large (and thus, 
pathogen dispersal is subject to a substantial bottleneck). This result 
suggests that when pathogens migrate between two types of sites, 
targeting antimicrobial use entirely to one type of patch may seem 
promising. However, our results show that this strategy is likely to be 
effective only if the pathogen undergoes limited dispersal, especially 
when the per- patch competitive effects of antimicrobial- sensitive 
strains on resistant strains are not very strong (e.g., Figures 3 and 
5). Thus, targeting antimicrobial use to one kind of site is especially 
likely to be effective if there is a substantial trade- off between com-
petitive ability in the absence of the antimicrobial and resistance.

Model (4) and Model (3) can both describe situations where 
the direction of pathogen migration is more heterogenous among 
sites. However, contrasting our analyses of Model (3) with that of 
Model (4) shows how bottlenecking pathogen migration through 
sites with or without the antimicrobial can result in qualitatively dis-
tinct behavior in the spread of antimicrobial resistance through the 
metapopulation. When the pathogen migrates across several distinct 
types of patches (e.g., from highly connected clinical centers to less 
connected residences), this result underscores the value of target-
ing qualitatively distinct pathogen habitats for a given antimicrobial 
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resistance management regime, rather than simply applying the 
same strategy uniformly across all types of patches.

In the interests of distilling the essential metapopulation- level 
dynamics and maintaining tractability, we did not explicitly model 
the independent evolution of multiple resistant lineages across sites 
or the use of several complementary antimicrobials. Rather, we con-
sidered a situation where an initially spatially rare resistant mutant 
can expand across the landscape, and such a mutant cannot subse-
quently regain antimicrobial susceptibility. Our model could be mod-
ified to include multiple independent origins and possibly losses of 
antimicrobial resistance by explicitly modeling the patches occupied 
by distinct resistant lineages. In addition to the issues raised above, 
our model provides further points of departure that more detailed 
simulation models can address. By assuming all sites of a given type 
receive the antimicrobial (and thus the level of antimicrobial use to 
be constant) for the duration of the simulations, Model (4) cannot 
account for varying antimicrobial use temporally (e.g., Bergstrom 
et al., 2004). Modifying our models to account for temporal variabil-
ity in antimicrobial use within the same site (e.g., Austin et al., 1997; 
Moghadas et al., 2008; Tanaka, Althouse, & Bergstrom, 2014), as well 
the use of alternative or complementary antimicrobials across sites 
(e.g., Bergstrom et al., 2004; Bonhoeffer et al., 1997; Saddler, Wu, 
Valckenborgh, & Tanaka, 2013), could provide insightful contrasts 
to the results we have presented here. In particular, we highlight 
two particularly fruitful directions of comparisons to our results. 
First, if evolved resistance to certain drugs increases sensitivity to 
other drugs (e.g., Baym et al., 2016; Imamovic & Sommer, 2013; Pál, 
Papp, & Lázár, 2015), this could be leveraged to alter the nature of 
pleiotropic fitness costs to resistance across habitats. Second, we 
feel a particularly promising direction of future work would be to 
compare and contrast the spatial mixing and cycling of antimicrobial 
use (as may occur, e.g., with Model 4) with a resistance management 
strategy based on temporal mixing and cycling (e.g., Bergstrom et al., 
2004).

All of our models characterize situations where local epidemi-
ological dynamics do not result in within- patch cocirculation and 
coexistence of antimicrobial- resistant and antimicrobial- sensitive 
strains, at least over the timescale of metapopulation- wide dynam-
ics. In practice, antimicrobial- sensitive and antimicrobial- resistant 
strains may cocirculate locally, even over extended time horizons 
(e.g., Lipsitch, Colijn, Cohen, Hanage, & Fraser, 2009). For such co-
existence to be feasible, antimicrobial- sensitive and antimicrobial- 
resistant strains must compete more strongly with themselves for 
hosts than with each other (Gause, 1934). This can occur if spatial 
structure is present (e.g., Amarasekare, 2003). Although our models 
provide a potential framework for understanding how antimicrobial- 
resistant and antimicrobial- susceptible strains can coexist on larger 
spatial scales, the fact that spatial structure can promote strain co-
existence also highlights scenarios where our models are especially 
likely to apply. In particular, when the pathogen is likely to have a 
high local transmission rate, this can constrain the emergence of 
local spatial structure and reduce the prospects for long- term strain 
coexistence. By contrast, if the pathogen spreads very slowly, when 

the patches themselves are highly heterogeneous internally and 
consist of several epidemiologically distinct host populations (e.g., 
large countries), then antimicrobial- resistant and antimicrobial- 
susceptible strains may become coendemic. Under such conditions, 
our models will need to be extended to include a category of patches 
where both strains may cocirculate over longer time horizons.

Similarly, by modeling patches as discrete entities, we do not 
explicitly consider the effects of within- patch spatial heterogeneity 
in our analyses. Such within- patch heterogeneity will give rise to a 
spatial gradient in antimicrobial concentrations, and the extent to 
which strains can replace each other across space becomes a dy-
namic process that depends on (potentially transient) local pathogen 
concentrations and the steepness of the spatial antimicrobial gradi-
ent. An important consequence of this is that the processes we pre-
dict to be key drivers of the emergence and spread of antimicrobial 
use across a pathogen metapopulation may not apply at finer spatial 
scales when pathogen habitats can no longer be treated as discrete, 
self- contained units or when local dynamics happen on a compara-
ble timescale as metapopulation dynamics. To explore the effect of 
these processes, explicitly tracking local epidemiological dynamics 
across a continuous spatial gradient (as in Smith et al., 2004 and 
Débarre et al., 2009), as well as approaches based on pair approxi-
mations (e.g.,. Sato, Matsuda, & Sasaki, 1994; Levin & Durrett, 1996; 
Bolker & Pacala, 1997) or even spatially explicit, agent- based sto-
chastic simulations and cellular automata (e.g., Hotchkiss, Strike, 
Simonson, Broccard, & Crooke, 2005; Murphy, Walshe, & Devocelle, 
2008), may complement the patch- occupancy- based models we 
have proposed here to studying the spatial spread of antimicro-
bial resistance. Such detailed, stochastic simulations are needed to 
assess how implementing some of the strategies we explore (e.g., 
restraining migration or altering the global fitness costs) are likely 
to slow the spread of antimicrobial resistance in space under more 
realistic conditions.

Despite these simplifications, one advantage of our approach is 
that it can greatly facilitate linking theory and data. For instance, 
often the presence/absence of a pathogen at a particular site is eas-
ier to monitor than the local prevalence of infections, much less its 
epidemiological dynamics. When only presence/absence data are 
available, our model provides a potential point of departure for as-
sessing whether antimicrobial resistance could spread across larger 
spatial scales.

Finally, we showed that reducing migration of the pathogen 
across the patches can have a large effect on constraining the emer-
gence of resistant strains in the metapopulation. This is key, because 
antimicrobial treatments still play a vital role in reducing disease 
prevalence (e.g., Aminov, 2010; Gould & Bal, 2013). Our results 
also argue that the use of antimicrobials can be altered modestly, 
rather than drastically, to facilitate the competitive dominance of 
antimicrobial- sensitive strains, at least when compensatory muta-
tions (e.g., Handel et al., 2006) or other mitigating effects are absent. 
To be sure, even if the resistant strain’s dispersal is constrained and 
it experiences a large competitive asymmetry, viz., the antimicrobial- 
sensitive strain, under some conditions there is a clear advantage 
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to reducing the spatial scale over which the antimicrobial is ap-
plied (e.g., Figure 1a). However, these advantages must be weighed 
against the very real costs of not treating host populations infected 
with antimicrobial- sensitive pathogens with antimicrobials. If disper-
sal restrictions can delay the emergence of resistance, this means 
that more patches in our model would be able to use the antimicro-
bial when dispersal could be reduced. Such a strategy could comple-
ment strategies based on reducing antimicrobial use in space where 
the selective pressure is strong.

The result that constraining pathogen migration, either in addi-
tion to or to offset reduced antimicrobial use, has the potential to 
inform broader questions of how spatially based resistance manage-
ment can be made more effective. Severely curtailing antimicrobial 
use in space (as explored in, e.g., Débarre et al., 2009) can be desir-
able from the perspective of reducing antimicrobial exposure and, 
thus, opportunities for resistance to emerge. Yet balancing the goals 
of preventing and reducing resistance against the benefits of wide-
spread antimicrobial use remains challenging (e.g., Laxminarayan & 
Brown, 2001; Paul et al., 2006). Thus, given the prominent role anti-
microbials continue to play in reducing the global infectious disease 
burden (e.g., Peter Davey, Wilcox, Irving, & Thwaites, 2015), there 
is a strong need for identifying strategies that may be just as effec-
tive as restricting antimicrobial use in preventing disease emergence. 
By examining the spread of antimicrobial resistance in a spatial con-
text, our results help underscore that restricting antimicrobial use 
need not be the only approach to preventing antimicrobial resistance 
emergence across a landscape, particularly when the topology among 
sites varies. Nevertheless, restricting the distribution of toxic crops 
via refuge planting (Gould, 1994) has had a substantial effect on im-
peding the evolution of herbivorous resistance (Carriére, Crowder, & 
Tabashnik, 2010). Although developed in the context of antimicrobial 
resistance, our results suggest a meaningful role for dispersal barri-
ers or shifting the pleiotropic costs, much as solutions developed to 
manage herbivore resistance via planting spatial refuges have also 
embraced such strategies. Using models that distill how the interplay 
between pathogen dispersal, local competition, and the spatial struc-
ture of the landscape drives the evolution of antimicrobial resistance, 
we hope our approach can meaningfully synthesize our understand-
ing of antimicrobial resistance evolution and herbivore resistance 
management in spatially heterogenous systems.

ACKNOWLEDG EMENTS

This research was funded by a grant from the Yale Institute for 
Biospheric Studies, Program in Eco- Evolutionary Interactions to 
KWO, NSF Grants DEB 1354053, 1343920, and 1556848 to DMP, 
and NSF BEACON Center for the Study of Evolution in Action (No. 
13- 004443) to PET.

ORCID 

Kenichi W. Okamoto  http://orcid.org/0000-0002-1889-4538  

R E FE R E N C E S

Alexander, M. E., Bowman, C. S., Feng, Z., Gardam, M., Moghadas, 
S. M., Rost, G., … Yan, P. (2007). Emergence of drug resistance: 
Implications for antiviral control of pandemic influenza. Proceedings 
of the Royal Society B: Biological Sciences, 274, 1675–1684. https://doi.
org/10.1098/rspb.2007.0422

Amarasekare, P. (2003). Competitive coexistence in spatially structured 
environments: A synthesis. Ecology Letters, 6, 1109–1122. https://
doi.org/10.1046/j.1461-0248.2003.00530.x

Aminov, R. I. (2010). A brief history of the antibiotic era: Lessons learned 
and challenges for the future. Frontiers in Microbiology, 1, 134.

Austin, D. J., Kakehashi, M., & Anderson, R. M. (1997). The transmission 
dynamics of antibiotic- resistant bacteria: The relationship between 
resistance in commensal organisms and antibiotic consumption. 
Proceedings of the Royal Society B: Biological Sciences, 264, 1629–
1638. https://doi.org/10.1098/rspb.1997.0227

Awadalla, P. (2003). The evolutionary genomics of pathogen recombi-
nation. Nature Reviews Genetics, 4, 50–60. https://doi.org/10.1038/
nrg964

Baym, M., Stone, L. K., & Kishony, R. (2016). Multidrug evolutionary 
strategies to reverse antibiotic resistance. Science, 351, aad3292. 
https://doi.org/10.1126/science.aad3292

Behravesh, C. B., Williams, I. T., & Tauxe, R. V. (2012). Emerging food-
borne pathogens and problems: Expanding prevention efforts before 
slaughter or harvest. In Institute of Medicine (US) (Ed.), Improving 
food safety through a one health approach (pp. 307–330). Washington, 
DC: National Academies Press.

Bergstrom, C. T., Lo, M., & Lipsitch, M. (2004). Ecological theory 
suggests that antimicrobial cycling will not reduce antimicro-
bial resistance in hospitals. Proceedings of the National Academy 
of Sciences, 101, 13285–13290. https://doi.org/10.1073/
pnas.0402298101

Bolker, B., & Pacala, S. W. (1997). Using moment equations to understand 
stochastically driven spatial pattern formation in ecological systems. 
Theoretical Population Biology, 52, 179–197. https://doi.org/10.1006/
tpbi.1997.1331

Bonhoeffer, S., Lipsitch, M., & Levin, B. R. (1997). Evaluating treatment 
protocols to prevent antibiotic resistance. Proceedings of the National 
Academy of Sciences, 94, 12106–12111. https://doi.org/10.1073/
pnas.94.22.12106

Bonten, M. J. M., Austin, D. J., & Lipsitch, M. (2001). Understanding the 
spread of antibiotic resistant pathogens in hospitals: Mathematical 
models as tools for control. Clinical Infectious Diseases, 33, 1739–
1746. https://doi.org/10.1086/323761

Bouki, C., Venieri, D., & Diamadopoulos, E. (2013). Detection and fate 
of antibiotic resistant bacteria in wastewater treatment plants: A 
review. Ecotoxicology and Environmental Safety, 91, 1–9. https://doi.
org/10.1016/j.ecoenv.2013.01.016

Burch, J., Corbett, M., Stock, C., Nicholson, K., Elliot, A. J., Duffy, 
S., … Stewart, L. (2009). Prescription of anti- influenza drugs 
for healthy adults: A systematic review and meta- analysis. The 
Lancet Infectious Diseases, 9, 537–545. https://doi.org/10.1016/
S1473-3099(09)70199-9

Carriére, Y., Crowder, D. W., & Tabashnik, B. E. (2010). Evolutionary 
ecology of insect adaptation to Bt crops. Evolutionary Applications, 
3, 561–573. https://doi.org/10.1111/j.1752-4571.2010.00129.x

Castillo-Chavez, C., & Song, B. (2004). Dynamical models of tuberculosis 
and their applications. Mathematical Biosciences and Engineering, 1, 
361–404. https://doi.org/10.3934/mbe

CDC. (2013). Antibiotic resistance threats in the United States, 2013. 
Technical report. Centers for Disease Control.

Cohen, M. L. (1992). Epidemiology of drug resistance: Implications 
for a post- antimicrobial era. Science, 257, 1050–1055. https://doi.
org/10.1126/science.257.5073.1050

http://orcid.org/0000-0002-1889-4538
http://orcid.org/0000-0002-1889-4538
https://doi.org/10.1098/rspb.2007.0422
https://doi.org/10.1098/rspb.2007.0422
https://doi.org/10.1046/j.1461-0248.2003.00530.x
https://doi.org/10.1046/j.1461-0248.2003.00530.x
https://doi.org/10.1098/rspb.1997.0227
https://doi.org/10.1038/nrg964
https://doi.org/10.1038/nrg964
https://doi.org/10.1126/science.aad3292
https://doi.org/10.1073/pnas.0402298101
https://doi.org/10.1073/pnas.0402298101
https://doi.org/10.1006/tpbi.1997.1331
https://doi.org/10.1006/tpbi.1997.1331
https://doi.org/10.1073/pnas.94.22.12106
https://doi.org/10.1073/pnas.94.22.12106
https://doi.org/10.1086/323761
https://doi.org/10.1016/j.ecoenv.2013.01.016
https://doi.org/10.1016/j.ecoenv.2013.01.016
https://doi.org/10.1016/S1473-3099(09)70199-9
https://doi.org/10.1016/S1473-3099(09)70199-9
https://doi.org/10.1111/j.1752-4571.2010.00129.x
https://doi.org/10.3934/mbe
https://doi.org/10.1126/science.257.5073.1050
https://doi.org/10.1126/science.257.5073.1050


     |  1839OKAMOTO eT Al.

Cohen, F. L., & Tartasky, D. (1997). Microbial resistance to drug therapy: 
A review. American Journal of Infection Control, 25, 51–64. https://doi.
org/10.1016/S0196-6553(97)90054-7

Colijn, C., Cohen, T., Fraser, C., Hanage, W., Goldstein, E., Givon-Lavi, N., 
… Lipsitch, M. (2010). What is the mechanism for persistent coexis-
tence of drug- susceptible and drug- resistant strains of Streptococcus 
pneumoniae? Journal of the Royal Society Interface, 7, 905–919. https://
doi.org/10.1098/rsif.2009.0400

Colizza, V., & Vespignani, A. (2008). Epidemic modeling in metapop-
ulation systems with heterogeneous coupling pattern: Theory and 
simulations. Journal of Theoretical Biology, 251, 450–467. https://doi.
org/10.1016/j.jtbi.2007.11.028

Davey, P., Wilcox, M. H., Irving, W., & Thwaites, G. (2015). Antimicrobial 
chemotherapy. Oxford, UK: Oxford University Press. https://doi.
org/10.1093/med/9780199689774.001.0001

Débarre, F., Lenormand, T., & Gandon, S. (2009). Evolutionary epide-
miology of drug- resistance in space. PLoS Computational Biology, 5, 
e1000337.

Fessler, A. T., Olde Riekerink, R. G. M., Rothkamp, A., Kadlec, K., Sampimon, 
O. C., Lam, T. J. G. M., & Schwarz, S. (2012). Characterization of 
methicillin- resistant Staphylococcus aureus CC398 obtained from 
humans and animals on dairy farms. Veterinary Microbiology, 160, 
77–84. https://doi.org/10.1016/j.vetmic.2012.05.005

Fine, P. E. M. (1993). Herd immunity: History, theory, practice. 
Epidemiologic Reviews, 15, 265–302. https://doi.org/10.1093/oxford-
journals.epirev.a036121

Gause, G. F. (1934). The struggle for existence. Baltimore, MD: Williams 
and Wilkins. https://doi.org/10.5962/bhl.title.4489

Gould, F. (1994). Potential and problems with high- dose strategies for 
pesticidal engineered crops. Biocontrol Science and Technology, 4, 
451–461. https://doi.org/10.1080/09583159409355357

Gould, I. M., & Bal, A. M. (2013). New antibiotic agents in the pipeline 
and how they can help overcome microbial resistance. Virulence, 4, 
185–191. https://doi.org/10.4161/viru.22507

Handel, A., Longini, I. M., & Antia, R. (2009). Antiviral resistance and 
the control of pandemic influenza: The roles of stochasticity, evolu-
tion and model details. Journal of Theoretical Biology, 256, 117–125. 
https://doi.org/10.1016/j.jtbi.2008.09.021

Handel, A., Regoes, R. R., & Antia, R. (2006). The role of compensatory 
mutations in the emergence of drug resistance. PLoS Computational 
Biology, 2, 1262–1270.

Hanski, I. (1998). Metapopulation dynamics. Nature, 396, 41–49. https://
doi.org/10.1038/23876

Hanski, I. (1999). Metapopulation ecology. Oxford, UK: Oxford University 
Press.

Hawkey, P. M., & Jones, A. M. (2009). The changing epidemiology of re-
sistance. Journal of Antimicrobial Chemotherapy, 64, i3–i10. https://
doi.org/10.1093/jac/dkp256

Holyoak, M., & Ray, C. (1999). A roadmap for metapopula-
tion research. Ecology Letters, 2, 273–275. https://doi.
org/10.1046/j.1461-0248.1999.00081.x

Hosseini, P., Sokolow, S. H., Vandegrift, K. J., Kilpatrick, A. M., & Daszak, 
P. (2010). Predictive power of air travel and socio- economic data for 
early pandemic spread. PLoS ONE, 5, 1–8.

Hotchkiss, J. R., Strike, D. G., Simonson, D. A., Broccard, A. F., & Crooke, 
P. S. (2005). All agent- based and spatially explicit model of pathogen 
dissemination in the intensive care unit. Critical Care Medicine, 33, 
168–176. https://doi.org/10.1097/01.CCM.0000150658.05831.D2

Hotez, P. J., Brindley, P. J., Bethony, J. M., King, C. H., Pearce, E. J., & 
Jacobson, J. (2008). Helminth infections: The great neglected trop-
ical diseases. The Journal of Clinical Investigation, 118, 1311–1321. 
https://doi.org/10.1172/JCI34261

Hughes, D., & Andersson, D. I. (2015). Evolutionary consequences of drug 
resistance: Shared principles across diverse targets and organisms. 

Nature Reviews Genetics, 16, 459–471. https://doi.org/10.1038/
nrg3922

Imamovic, L., & Sommer, M. O. (2013). Use of collateral sensitivity net-
works to design drug cycling protocols that avoid resistance develop-
ment. Science Translational Medicine, 5, 204ra132.

Lapara, T. M., Burch, T. R., McNamara, P. J., Tan, D. T., Yan, M., & 
Eichmiller, J. J. (2011). Tertiary- treated municipal wastewater is a 
significant point- source of antibiotic resistance genes into Duluth- 
superior harbor. Environmental Science & Technology, 45, 9543–9549. 
https://doi.org/10.1021/es202775r

Laxminarayan, R., & Brown, G. M. (2001). Economics of antibiotic 
resistance: A theory of optimal use. Journal of Environmental 
Economics and Management, 42, 183–206. https://doi.org/10.1006/
jeem.2000.1156

Laxminarayan, R., Duse, A., Wattal, C., Zaidi, A. K. M., Wertheim, H. F. 
L., Sumpradit, N., … Cars, O. (2013). Antibiotic resistance- the need 
for global solutions. The Lancet Infectious Diseases, 13, 1057–1098. 
https://doi.org/10.1016/S1473-3099(13)70318-9

Levin, S. A., & Durrett, R. (1996). From individuals to epidemics. 
Philosophical Transactions of the Royal Society B: Biological Sciences, 
351, 1615–1621. https://doi.org/10.1098/rstb.1996.0145

Levin, B. R., Lipsitch, M., Perrot, V., Schrag, S., Antia, R., Simonsen, L., … 
Stewart, F. M. (1997). The population genetics of antibiotic resistance. 
Clinical Infectious Diseases, 24, S9–S16. https://doi.org/10.1093/cli-
nids/24.Supplement_1.S9

Levins, R. (1969). Some demographic and genetic consequences of 
environmental heterogeneity for biological control. Bulletin of 
the Entomological Society of America, 15, 237–240. https://doi.
org/10.1093/besa/15.3.237

Lipsitch, M. (1997). Vaccination against colonizing bacteria with multiple 
serotypes. Proceedings of the National Academy of Sciences, 94, 6571–
6576. https://doi.org/10.1073/pnas.94.12.6571

Lipsitch, M., Cohen, T., Murray, M., & Levin, B. R. (2007). Antiviral re-
sistance and the control of pandemic influenza. PLoS Medicine, 4, 
0111–0121.

Lipsitch, M., Colijn, C., Cohen, T., Hanage, W. P., & Fraser, C. (2009). No 
coexistence for free: Neutral null models for multistrain pathogens. 
Epidemics, 1, 2–13. https://doi.org/10.1016/j.epidem.2008.07.001

Lipsitch, M., & Samore, M. H. (2002). Antimicrobial use and antimicrobial 
resistance: A population perspective. Emerging Infectious Diseases, 8, 
347–354. https://doi.org/10.3201/eid0804.010312

Marcusson, L. L., Frimodt-Møller, N., & Hughes, D. (2009). Interplay in 
the selection of uoroquinolone resistance and bacterial fitness. PLoS 
Pathogens, 5, e1000541.

McDonald, B. A., & Linde, C. (2002). Pathogen population genetics, 
evolutionary potential, and durable resistance. Annual Review of 
Phytopathology, 40, 349–379. https://doi.org/10.1146/annurev.
phyto.40.120501.101443

McLean, A. R. (1995). Vaccination, evolution and changes in the effi-
cacy of vaccines: A theoretical framework. Proceedings of the Royal 
Society B: Biological Sciences, 261, 389–393. https://doi.org/10.1098/
rspb.1995.0164

Melese, M., Chidambaram, J. D., Alemayehu, W., Lee, D. C., Yi, E. H., 
Cevallos, V., … Lietman, T. M. (2004). Feasibility of eliminating oc-
ular Chlamydia trachomatis with repeat mass antibiotic treatments. 
Journal of the American Medical Association, 292, 721–725. https://
doi.org/10.1001/jama.292.6.721

Melnyk, A. H., Wong, A., & Kassen, R. (2015). The fitness costs of an-
tibiotic resistance mutations. Evolutionary Applications, 8, 273–283. 
https://doi.org/10.1111/eva.12196

Miller Neilan, R. L., Schaefer, E., Gaff, H., Fister, K. R., & Lenhart, S. 
(2010). Modeling optimal intervention strategies for cholera. Bulletin 
of Mathematical Biology, 72, 2004–2018. https://doi.org/10.1007/
s11538-010-9521-8

https://doi.org/10.1016/S0196-6553(97)90054-7
https://doi.org/10.1016/S0196-6553(97)90054-7
https://doi.org/10.1098/rsif.2009.0400
https://doi.org/10.1098/rsif.2009.0400
https://doi.org/10.1016/j.jtbi.2007.11.028
https://doi.org/10.1016/j.jtbi.2007.11.028
https://doi.org/10.1093/med/9780199689774.001.0001
https://doi.org/10.1093/med/9780199689774.001.0001
https://doi.org/10.1016/j.vetmic.2012.05.005
https://doi.org/10.1093/oxfordjournals.epirev.a036121
https://doi.org/10.1093/oxfordjournals.epirev.a036121
https://doi.org/10.5962/bhl.title.4489
https://doi.org/10.1080/09583159409355357
https://doi.org/10.4161/viru.22507
https://doi.org/10.1016/j.jtbi.2008.09.021
https://doi.org/10.1038/23876
https://doi.org/10.1038/23876
https://doi.org/10.1093/jac/dkp256
https://doi.org/10.1093/jac/dkp256
https://doi.org/10.1046/j.1461-0248.1999.00081.x
https://doi.org/10.1046/j.1461-0248.1999.00081.x
https://doi.org/10.1097/01.CCM.0000150658.05831.D2
https://doi.org/10.1172/JCI34261
https://doi.org/10.1038/nrg3922
https://doi.org/10.1038/nrg3922
https://doi.org/10.1021/es202775r
https://doi.org/10.1006/jeem.2000.1156
https://doi.org/10.1006/jeem.2000.1156
https://doi.org/10.1016/S1473-3099(13)70318-9
https://doi.org/10.1098/rstb.1996.0145
https://doi.org/10.1093/clinids/24.Supplement_1.S9
https://doi.org/10.1093/clinids/24.Supplement_1.S9
https://doi.org/10.1093/besa/15.3.237
https://doi.org/10.1093/besa/15.3.237
https://doi.org/10.1073/pnas.94.12.6571
https://doi.org/10.1016/j.epidem.2008.07.001
https://doi.org/10.3201/eid0804.010312
https://doi.org/10.1146/annurev.phyto.40.120501.101443
https://doi.org/10.1146/annurev.phyto.40.120501.101443
https://doi.org/10.1098/rspb.1995.0164
https://doi.org/10.1098/rspb.1995.0164
https://doi.org/10.1001/jama.292.6.721
https://doi.org/10.1001/jama.292.6.721
https://doi.org/10.1111/eva.12196
https://doi.org/10.1007/s11538-010-9521-8
https://doi.org/10.1007/s11538-010-9521-8


1840  |     OKAMOTO eT Al.

Moghadas, S. M., Bowman, C. S., Röst, G., & Wu, J. (2008). Population- 
wide emergence of antiviral resistance during pandemic influ-
enza. PLoS ONE, 3, e1839. https://doi.org/10.1371/journal.pone. 
0001839

Murphy, J. T., Walshe, R., & Devocelle, M. (2008). A computa-
tional model of antibiotic- resistance mechanisms in methicillin-  
resistant Staphylococcus aureus (MRSA). Journal of Theoretical 
Biology, 254, 284–293. https://doi.org/10.1016/j.jtbi.2008.05. 
037

Newman, M. E., Strogatz, S. H., & Watts, D. J. (2001). Random graphs with 
arbitrary degree distributions and their applications. Physical Review 
E -  Statistical Physics, Plasmas, Fluids, and Related Interdisciplinary 
Topics, 64, 17.

Nicolaides, C., Cueto-Felgueroso, L., Gonzalez, M. C., & Juanes, R. (2012). 
A metric of influential spreading during contagion dynamics through 
the air transportation network. PLoS ONE, 7, e40961. https://doi.
org/10.1371/journal.pone.0040961

Okeke, I. N., & Edelman, R. (2001). Dissemination of antibiotic resistant 
bacteria across geographic borders. Clinical Infectious Diseases, 33, 
364–369. https://doi.org/10.1086/321877

Pál, C., Papp, B., & Lázár, V. (2015). Collateral sensitivity of antibiotic- 
resistant microbes. Trends in Microbiology, 23, 401–407. https://doi.
org/10.1016/j.tim.2015.02.009

Palumbi, S. R. (2001). Humans as the world’s greatest evolutionary force 
the pace of human- induced evolution. Science, 293, 1786–1790. 
https://doi.org/10.1126/science.293.5536.1786

Panlilio, A. L., Culver, D. H., Gaynes, R. P., Banerjee, S., Henderson, 
T. S., Tolson, J. S., & Martone, W. J. (1992). Methicillin- resistant 
Staphylococcus aureus in U.S. hospitals, 1975–1991. Infection 
Control and Hospital Epidemiology, 13, 582–586. https://doi.
org/10.2307/30148460

Park, A. W., Haven, J., Kaplan, R., & Gandon, S. (2015). Refugia and the 
evolutionary epidemiology of drug resistance. Biology Letters, 11, 
89–109.

Paul, M., Andreassen, S., Tacconelli, E., Nielsen, A. D., Almanasreh, N., 
Frank, U., … Leibovici, L. (2006). Improving empirical antibiotic treat-
ment using TREAT, a computerized decision support system: Cluster 
randomized trial. Journal of Antimicrobial Chemotherapy, 58, 1238–
1245. https://doi.org/10.1093/jac/dkl372

Pearce, R. J., Pota, H., Evehe, M. S. B., Bâ, E. H., Mombo-Ngoma, G., 
Malisa, A. L., … Roper, C. (2009). Multiple origins and regional disper-
sal of resistant dhps in African Plasmodium falciparum malaria. PLoS 
Medicine, 6, e1000055.

Peck, S. L. (2001). Antibiotic and insecticide resistance modeling -  Is it 
time to start talking? Trends in Microbiology, 9, 286–292. https://doi.
org/10.1016/S0966-842X(01)02042-X

Perelson, A. S., Neumann, A. U., Markowitz, M., Leonard, J. M., & Ho, D. 
D. (1996). HIV- 1 dynamics in vivo: Virion clearance rate, infected cell 
life- span, and viral generation time. Science, 271, 1582–1586. https://
doi.org/10.1126/science.271.5255.1582

Post, D. M., & Palkovacs, E. P. (2009). Eco- evolutionary feedbacks in 
community and ecosystem ecology: Interactions between the eco-
logical theatre and the evolutionary play. Philosophical Transactions of 
the Royal Society B: Biological Sciences, 364, 1629–1640. https://doi.
org/10.1098/rstb.2009.0012

Pruden, A., Pei, R., Storteboom, H., & Carlson, K. H. (2006). Antibiotic 
resistance genes as emerging contaminants: Studies in Northern 
Colorado. Environmental Science & Technology, 40, 7445–7450. 
https://doi.org/10.1021/es060413l

Ridley, R. G. (2002). Medical need, scientific opportunity and the 
drive for antimalarial drugs. Nature, 415, 686–693. https://doi.
org/10.1038/415686a

Saddler, C. A., Wu, Y., Valckenborgh, F., & Tanaka, M. M. (2013). 
Epidemiological control of drug resistance and compensatory 

 mutation under resistance testing and second- line therapy. 
Epidemics, 5, 164–173. https://doi.org/10.1016/j.epidem.2013.08. 
002

Sato, K., Matsuda, H., & Sasaki, A. (1994). Pathogen invasion and 
host extinction in lattice structured populations. Journal of 
Mathematical Biology, 32, 251–268. https://doi.org/10.1007/BF00 
163881

Schrag, S. J., & Perrot, V. (1996). Reducing antibiotic resistance. Nature, 
381, 120–121. https://doi.org/10.1038/381120b0

Schrag, S. J., Perrot, V., & Levin, B. R. (1997). Adaptation to the fitness 
costs of antibiotic resistance in Escherichia coli. Proceedings of the 
Royal Society B: Biological Sciences, 264, 1287–1291. https://doi.
org/10.1098/rspb.1997.0178

Silbergeld, E. K., Graham, J., & Price, L. B. (2008). Industrial food ani-
mal production, antimicrobial resistance, and human health. Annual 
Review of Public Health, 29, 151–169. https://doi.org/10.1146/an-
nurev.publhealth.29.020907.090904

Smith, D. L., Boni, M. F., & Laxminarayan, R. (2006). Dynamics and con-
trol of antibiotic resistance in structured metapopulations. In Z. 
Feng, U. Dieckmann & S. A. Levin (Eds.), DIMACS Series in Discrete 
Mathematics and Theoretical Computer Science (Vol. 71, p. 213). 
Providence, RI: American Mathematical Society.

Smith, D. L., Dushoff, J., Perencevich, E. N., Harris, A. D., & Levin, S. A. 
(2004). Persistent colonization and the spread of antibiotic resis-
tance in nosocomial pathogens: Resistance is a regional problem. 
Proceedings of the National Academy of Sciences, 101, 3709–3714. 
https://doi.org/10.1073/pnas.0400456101

Soetaert, K., Petzoldt, T., & Setzer, R. W. (2010). Solving differential 
equations in R: Package deSolve. Journal of Statistical Software, 33, 
1–25.

Spellberg, B., Guidos, R., Gilbert, D., Bradley, J., Boucher, H. W., Scheld, 
W. M., … Edwards, J. Jr (2008). The epidemic of antibiotic- resistant 
infections: A call to action for the medical community from the 
Infectious Diseases Society of America. Clinical Infectious Diseases, 
46, 155–164. https://doi.org/10.1086/524891

Spohr, M., Rau, J., Friedrich, A., Klittich, G., Fetsch, A., Guerra, B., 
… Tenhagen, B. A. (2011). Methicillin- resistant Staphylococcus 
aureus (MRSA) in three dairy herds in southwest Germany. 
Zoonoses and Public Health, 58, 252–261. https://doi.
org/10.1111/j.1863-2378.2010.01344.x

Tabashnik, B. E. (1994). Evolution of resistance to Bacillus thuringiensis. 
Annual Review of Entomology, 39, 47–79. https://doi.org/10.1146/an-
nurev.en.39.010194.000403

Tanaka, M. M., Althouse, B. M., & Bergstrom, C. T. (2014). Timing of an-
timicrobial use influences the evolution of antimicrobial resistance 
during disease epidemics. Evolution, Medicine, and Public Health, 
2014, 150–161. https://doi.org/10.1093/emph/eou027

Tanaka, M. M., & Feldman, M. W. (1999). Theoretical considerations of 
cross- immunity, recombination and the evolution of new parasitic 
strains. Journal of Theoretical Biology, 198, 145–163. https://doi.
org/10.1006/jtbi.1999.0906

Tatem, A. J., Rogers, D. J., & Hay, S. I. (2006). Global transport networks 
and infectious disease spread. Advances in Parasitology, 62, 293–343. 
https://doi.org/10.1016/S0065-308X(05)62009-X

Thanner, S., Drissner, D., & Walsh, F. (2016). Antimicrobial resis-
tance in agriculture. mBio, 7, e02227-15. https://doi.org/10.1128/
mBio.02227-15

Walsh, C. (2003). Opinion anti- infectives: Where will new antibiot-
ics come from? Nature Reviews Microbiology, 1, 65–70. https://doi.
org/10.1038/nrmicro727

WHO (2014). Antimicrobial resistance. Bulletin of the World Health 
Organization, 61, 383–394.

Willems, R. J., Top, J., Van Santen, M., Robinson, D. A., Coque, 
T. M., Baquero, F., … Bonten, M. J. (2005). Global spread of 

https://doi.org/10.1371/journal.pone.0001839
https://doi.org/10.1371/journal.pone.0001839
https://doi.org/10.1016/j.jtbi.2008.05.037
https://doi.org/10.1016/j.jtbi.2008.05.037
https://doi.org/10.1371/journal.pone.0040961
https://doi.org/10.1371/journal.pone.0040961
https://doi.org/10.1086/321877
https://doi.org/10.1016/j.tim.2015.02.009
https://doi.org/10.1016/j.tim.2015.02.009
https://doi.org/10.1126/science.293.5536.1786
https://doi.org/10.2307/30148460
https://doi.org/10.2307/30148460
https://doi.org/10.1093/jac/dkl372
https://doi.org/10.1016/S0966-842X(01)02042-X
https://doi.org/10.1016/S0966-842X(01)02042-X
https://doi.org/10.1126/science.271.5255.1582
https://doi.org/10.1126/science.271.5255.1582
https://doi.org/10.1098/rstb.2009.0012
https://doi.org/10.1098/rstb.2009.0012
https://doi.org/10.1021/es060413l
https://doi.org/10.1038/415686a
https://doi.org/10.1038/415686a
https://doi.org/10.1016/j.epidem.2013.08.002
https://doi.org/10.1016/j.epidem.2013.08.002
https://doi.org/10.1007/BF00163881
https://doi.org/10.1007/BF00163881
https://doi.org/10.1038/381120b0
https://doi.org/10.1098/rspb.1997.0178
https://doi.org/10.1098/rspb.1997.0178
https://doi.org/10.1146/annurev.publhealth.29.020907.090904
https://doi.org/10.1146/annurev.publhealth.29.020907.090904
https://doi.org/10.1073/pnas.0400456101
https://doi.org/10.1086/524891
https://doi.org/10.1111/j.1863-2378.2010.01344.x
https://doi.org/10.1111/j.1863-2378.2010.01344.x
https://doi.org/10.1146/annurev.en.39.010194.000403
https://doi.org/10.1146/annurev.en.39.010194.000403
https://doi.org/10.1093/emph/eou027
https://doi.org/10.1006/jtbi.1999.0906
https://doi.org/10.1006/jtbi.1999.0906
https://doi.org/10.1016/S0065-308X(05)62009-X
https://doi.org/10.1128/mBio.02227-15
https://doi.org/10.1128/mBio.02227-15
https://doi.org/10.1038/nrmicro727
https://doi.org/10.1038/nrmicro727


     |  1841OKAMOTO eT Al.

vancomycin- resistant Enterococcus faecium from distinct nosocomial 
genetic complex. Emerging Infectious Diseases, 11, 821–828. https://
doi.org/10.3201/1106.041204

Wright, S. (1931). Evolution in Mendelian populations. Genetics, 16, 
97–159.

Xia, Y., Bjørnstad, O. N., & Grenfell, B. T. (2004). Measles metapop-
ulation dynamics: A gravity model for epidemiological coupling 
and dynamics. The American Naturalist, 164, 267–281. https://doi.
org/10.1086/422341

Zur Wiesch, P. S., Engelstädter, J., & Bonhoeffer, S. (2010). Compensation 
of fitness costs and reversibility of antibiotic resistance mutations. 
Antimicrobial Agents and Chemotherapy, 54, 2085–2095. https://doi.
org/10.1128/AAC.01460-09

SUPPORTING INFORMATION

Additional supporting information may be found online in the 
Supporting Information section at the end of the article.    

How to cite this article: Okamoto KW, Post DM, Vasseur DA, 
Turner PE. Managing the emergence of pathogen resistance 
via spatially targeted antimicrobial use. Evol Appl. 2018;11: 
1822–1841. https://doi.org/10.1111/eva.12683

https://doi.org/10.3201/1106.041204
https://doi.org/10.3201/1106.041204
https://doi.org/10.1086/422341
https://doi.org/10.1086/422341
https://doi.org/10.1128/AAC.01460-09
https://doi.org/10.1128/AAC.01460-09
https://doi.org/10.1111/eva.12683

