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Abstract

Background: Multi-target therapeutics has been shown to be effective for treating complex diseases, and
currently, it is a common practice to combine multiple drugs to treat such diseases to optimize the therapeutic
outcomes. However, considering the huge number of possible ways to mix multiple drugs at different
concentrations, it is practically difficult to identify the optimal drug combination through exhaustive testing.

Results: In this paper, we propose a novel stochastic search algorithm, called the adaptive reference update (ARU)
algorithm, that can provide an efficient and systematic way for optimizing multi-drug cocktails. The ARU algorithm
iteratively updates the drug combination to improve its response, where the update is made by comparing the
response of the current combination with that of a reference combination, based on which the beneficial update
direction is predicted. The reference combination is continuously updated based on the drug response values
observed in the past, thereby adapting to the underlying drug response function. To demonstrate the effectiveness
of the proposed algorithm, we evaluated its performance based on various multi-dimensional drug functions and
compared it with existing algorithms.

Conclusions: Simulation results show that the ARU algorithm significantly outperforms existing stochastic search
algorithms, including the Gur Game algorithm. In fact, the ARU algorithm can more effectively identify potent drug
combinations and it typically spends fewer iterations for finding effective combinations. Furthermore, the ARU
algorithm is robust to random fluctuations and noise in the measured drug response, which makes the algorithm
well-suited for practical drug optimization applications.

Background
Biological networks are known to be redundant at various
levels, which makes them robust to various types of per-
turbations. As a consequence, it is generally difficult to
change their long-term dynamics by blocking a specific
gene or intervening in a specific pathway. This is one of
the reasons why monotherapy is often not very effective in
treating complex diseases, such as cancer and diabetes. In
fact, multi-target therapeutics based on combinatory drugs
are known to be much more effective, and they are com-
monly used these days for treating various diseases [1-6].

However, considering the huge number of possible ways
to mix multiple drugs, it is practically impossible to find
the optimal “drug cocktail” simply by trial and error or by
exhaustive testing. Clearly, we need a systematic way of
identifying the most effective drug cocktail, and recently,
several algorithms have been proposed to address the pro-
blem of combinatorial drug optimization [7-12].
For example, Calzolari et al. [7] developed a drug optimi-

zation algorithm based on sequential decoding algorithms
that have been traditionally used in digital communica-
tions [13,14]. In [7], it was shown that we can algorithmi-
cally identify the optimal drug combination by testing only
a relatively small number of drug combinations, compared
to exhaustive search. Unlike the approach proposed by
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Calzolari et al. [7], which was deterministic, Wong et al. [9]
proposed a different approach based on a stochastic search
algorithm, called the Gur Game algorithm [15,16]. In this
work [9], they formed a closed-loop optimization frame-
work, in which the Gur Game algorithm was used to pre-
dict an updated drug combination that is likely to improve
the current drug response, and the drug combination is
iteratively updated until the response is maximized. It was
shown that this closed-loop optimization method can
quickly identify potent drug combinations. More recently,
another stochastic search algorithm was proposed in [11]
that addresses the limitations of the Gur Game algorithm,
thereby further improving the performance of the closed-
loop optimization approach originally proposed in [9].
In this paper, we propose a novel stochastic search algo-

rithm, called the adaptive reference update (ARU) algo-
rithm, that can significantly improve the performance of
the existing stochastic search algorithms [9,11]. The key
idea of this algorithm is to adaptively update the reference
drug combination to guide the search algorithm and help
it to make better informed guesses without requiring
extensive prior knowledge of the underlying biological net-
work. We demonstrate that the proposed ARU algorithm
outperforms existing stochastic drug optimization algo-
rithms, in terms of both efficiency, success rate, and
robustness.

Methods
Combinatorial drug optimization problem
Suppose we have N different types of drugs, where each
drug can take one of pre-specified concentrations. Our
goal is to predict the optimal drug cocktail, by mixing the
available drugs, that maximizes the overall therapeutic
effect. Let xn be the concentration of the n-th drug,
where xn can take one of Mn distinct concentrations in

the set Cn = {c1
n, c2

n, c3
n, . . . , cMn

n } , where ck
n < ck+1

n for all

k. The drug cocktail is represented by an N-dimensional
vector x = (x1, x2, . . . , xN), which consists of the N drug
concentrations. Let f(x) be the normalized drug response
that quantitatively measures the effectiveness of a given
drug combination x. We assume the response has been
normalized such that 0 ≤ f (x) ≤ 1 for x ∈ X , where
X = C1 × C2 × · · · × CN is the set of all possible drug
combinations. We denote the number of all possible

drug combinations as M = |X | =
∏N

n=1
Mn. f (x) = 0

implies that the drug cocktail x is completely ineffective,
and larger f (x) implies higher efficacy. In practical appli-
cations, f (x) may be obtained by monitoring the cell
response to a drug intervention using fluorescent ima-
ging, microarrays, or sequencing techniques. Under this
setting, we aim to find the optimal drug combination x*
that maximizes the normalized drug response:

x∗ = arg max f (x)
x∈X

.

As we can see, this is a combinatorial optimization
problem, in which we have to find the optimal drug
combination out of M1 M2 . . . MN possible combina-
tions. The total number of distinct drug combinations
quickly grows as the number of drugs increases. Consid-
ering the practical cost of experimentally measuring the
normalized drug response function f (x), it is apparent
that we cannot test all drug combinations to find the
most effective one.

Stochastic search algorithms
Stochastic search algorithms [9,11] aim to efficiently
identify the potent drug combinations without exploring
the entire combinatorial solution space. The basic idea is
to randomly search through the solution space by itera-
tively updating the drug combination until an effective
combination emerges. At each step, the current drug
combination is incrementally updated towards the direc-
tion that is likely to improve the overall drug response.
The updating decision is made in a stochastic manner,
which allows the search to proceed towards directions
that are deemed to be less likely to improve the response.
This is an important characteristic of stochastic search
algorithms, which is critical for keeping the search from
being trapped in local maxima. Since a stochastic search
algorithm tries to arrive at the optimal solution (i.e., the
most effective drug combination) by performing iterative
local searches, its overall performance depends on how it
chooses the next solution state (i.e., an updated drug
combination in X , the set of all possible combinations)
from a given state (i.e., the current drug combination).
The two performance metrics of interest are: (i) the effec-
tiveness of the predicted drug combination, in terms of
how close its response is to the optimal response, and (ii)
the number of search steps that the algorithm needs to
take until an effective combination is found. Basically, we
want to predict a potent drug cocktail by testing minimal
number of drug combinations to minimize the actual
experimental cost for measuring the cell response to
combinatorial drugs. When choosing the next state, the
search algorithm has to be as parsimonious as possible,
in terms of the number of function evaluations, so that
the overall experimental cost for identifying the optimal
drug combination can be minimized. This has been one
of the main design considerations of existing stochastic
search algorithms that have been developed for combina-
torial drug optimization [9,11].
For example, the Gur Game algorithm adopted in

[9] determines how to update the drug combination
solely based on the current drug response. Suppose
xc = (xc

1, xc
2, · · · , xc

N) is the current drug combination
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with a normalized drug response of f (xc). The algo-
rithm generates N random numbers rn Î [0,1], one
for each drug. Each rn is compared against the current
drug response xc = (xc

1, xc
2, · · · , xc

N), which is used to
either “reward” or “penalize” the n-th drug. For exam-
ple, the drug is rewarded if f (xc) >rn. Otherwise, it is
penalized. This update process is repeated for each of
the N drugs. According to this scheme, drug combina-
tions with higher response are more likely to be
rewarded, while combinations with lower response are
more likely to be penalized. In the long run, the algo-
rithm is expected to drive the concentration of each
drug towards the one that maximizes the response.
Now, an important relevant question is what is the
right way of rewarding (or penalizing) the current
concentration of a given drug. The Gur Game algo-
rithm used in [9] uses a predetermined finite state
automaton (FSA) for this purpose. For example, let
xc = ck

n ∈ Cn be the current concentration of the n-th
drug. Suppose we have f (xc) >rn, hence the current
concentration xc

n of the n-th drug should be rewarded.
The FSA in [9] is designed such that the drug concen-
tration is increased further if the current concentra-
tion xc

n is larger than a reference concentration cref
n ,

and decreased further if xc
n is smaller than cref

n . More
specifically, if xc

n = ck
n and f(xc) >rn, then the drug con-

centration is updated as follows.

xc
n =

⎧⎪⎪⎨
⎪⎪⎩

ck+1
n , if xc

n > cref
n and k < Mn

ck
n, if xc

n > cref
n and k = Mn

ck−1
n , if xc

n < cref
n and k > 1

ck
n, if xc

n < cref
n and k = 1

(1)

The reference concentration cref
n is typically chosen as

the median of the set Cn . As shown in (1), the drug
concentration remains unchanged if it cannot be
increased (or decreased) further. Now, suppose that f

(xc) <rn, and therefore the current concentration xc
n = ck

n

should be penalized. In this case, the concentration is
updated in the opposite direction:

xc
n =

{
ck−1
n , if xc

n > cref
n

ck+1
n , if xc

n < cref
n

(2)

Note that penalization moves the current drug con-

centration closer to the reference concentration cref
n . As

previously discussed in [11], one of the weaknesses of
the Gur Game algorithm is that it uses a predetermined
FSA for updating (i.e., rewarding/penalizing) the drug
concentrations and does not adapt to the drug response
function at hand, which is not known in advance. As a
result, the algorithm may perform poorly unless the
drug response function f(x) is properly normalized and

the reference concentration cref
n is chosen adequately for

each drug. For example, consider the one-dimensional
drug response f(x) shown in Figure 1A. As we can see,
the drug response has been over-normalized, hence f(x) <
0.5 for any allowed concentration x Î [cmin, cmax]. Since
f(x) < 0.5, a uniformly distributed random number r Î
[0,1] is more likely to be larger than f(x). This implies
that the Gur Game algorithm always tends to penalize
the current drug concentration (no matter what its value
is), which will probabilistically drive the concentration
towards cref although it is clearly not optimal. Figure 1B
shows another drug response, for which the Gur Game
algorithm will not work properly. In this example, we
have f(x) > 0.5, hence the Gur Game algorithm is always
more likely to reward the current drug concentration,
which tends to drive the concentration away from the
reference concentration cref. This will push the concen-
tration either towards cmin or cmax, both of which are
suboptimal.
The enhanced stochastic algorithm proposed in [11]

addresses this problem by making the search algorithm
adapt to a given drug response. The basic idea of this
algorithm is to make an “informed-guess” about how to
beneficially update a given drug concentration, instead
of following a predetermined update rule. Unlike the
Gur Game algorithm in [9], where all N drugs are
simultaneously updated based on the (same) current
drug response f(xc), the enhanced algorithm updates the
concentration of one drug at a time. As an example,
suppose during the last update of the n-th drug, the
drug combination has been updated as

x = (x1, · · · , · · · , xN) ⇒ x′ = (x′
1, · · · , · · · , x′

N),

where x and x′ are identical except for the concentra-

tion of the n-th drug, hence xi = x′
i(i �= n)and

xi �= x′
i(i = n) . We assume that xn and x′

n differ only by

a single concentration level, so that xn = ck
n and

x′
n = ck+1

n , or xn = ck+1
n and x′

n = ck
n , for some k. The algo-

rithm compares the two drug responses f (x) and f (x’) ,
thereby determine wether it would be more beneficial to
further increase or decrease the concentration of the
n-th drug. For example, we may have the following four
cases.

(Case - 1) xn < x′
n and f (x) < f (x′) : increasing the concentration is more beneficial

(Case - 2) xn > x′
n and f (x) > f (x′) : increasing the concentration is more beneficial

(Case - 3) xn < x′
n and f (x) > f (x′) : decreasing the concentration is more beneficial

(Case - 4) xn > x′
n and f (x) < f (x′) : decreasing the concentration is more beneficial.

(3)

The above rules allow the algorithm to adaptively
determine how to reward (or penalize) a given drug con-
centration based on the observed drug response values.
However, the decision whether to reward or penalize the
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current drug is made in a probabilistic manner. For this
purpose, we evaluate the following function

g(x, x′) =
1
2

{
1 + α · max

[
f (x), f (x′)

]}
, (4)

where a Î [0, 1] is a control parameter that adjusts
the randomness of the algorithm [11]. This g(x, x’) is
compared with a uniformly distributed random number
rn Î [0, 1]. If g(x, x’) > rn, the n-th drug is rewarded,
i.e., updated in such a way that appears to be more ben-
eficial for enhancing the drug response according to the
rules shown in (3). Otherwise, the n-th drug is pena-
lized, i.e., updated in a way that appears to be less bene-
ficial based on the past observations. It is not difficult to
see that this algorithm is always more likely to reward,
or beneficially update, a given drug. Since the algorithm
proposed in [11] adaptively determines how to update
the drug concentration based on previous observations,
it can also effectively deal with drug response functions
shown in Figures 1A and 1B, for which the Gur Game
algorithm does not perform well. Despite its merits, this
algorithm also has its own shortcomings. For example,
as the update rule for a given drug is determined only
based on the two observations that correspond to its lat-
est update, not on a longer-range trend, the algorithm
may be sensitive to small variations in the drug
response. As a result, it may not show satisfactory
search performance for drug response functions that are
similar to the one in Figure 1C. Furthermore, consider-
ing that f(x) has to be experimentally estimated, where a
certain level of measurement noise and small variations
due to a number of practical factors may not be avoid-
able, such sensitivity may adversely affect the overall
performance of the algorithm. Another weakness of the
algorithm is that it only utilizes a very small part of the
past observations without fully utilizing them. In the fol-
lowing section, we introduce a novel stochastic search
algorithm that can effectively address the aforemen-
tioned issues.

The adaptive reference update (ARU) stochastic search
algorithm
In order to make the search algorithm robust to small
variations in the observed drug response, the update
rules have to be decided based on the general trend of
the drug response change over a wide range of drug
concentration, not just based on the response change
resulting from a single-level concentration change. Based
on this motivation, we propose a novel algorithm called
the adaptive reference update (ARU) algorithm. In
this algorithm, we compare the current drug response
f(xc) with the response f(xref) of a reference drug combi-
nation xref, which is adaptively updated based on past
observations. In the beginning, xref is set to the initial
drug concentration, where we start the search process.
During the search, when the algorithm encounters a
local maximum, the current reference combination is
replaced by the corresponding drug combination. As an
example, let us consider the one-dimensional drug
response function f(x) in Figure 2. For illustration, we
consider the following hypothetical search process,
where the drug concentration is constantly updated
from left to right, starting from the lowest concentration
cmin to the highest concentration cmax. Suppose the
search begins at the concentration x = cmin. Initially the
reference concentration is also set to this initial drug
concentration xref ¬ cmin. As the search reaches the
first local maximum, the reference concentration is
updated to this local maximum solution xref ¬ xref1. As
the search continues to the right, this reference concen-
tration is used until we reach the next local maximum.
After passing the second local maximum solution xref2,
the reference point is updated to xref ¬ xref2. In a simi-
lar manner, as the search continues further to the right,
the reference point is updated to xref ¬ xref3 after pas-
sing the third local maximum point.
At each iteration, the current drug response f(xc) is

compared to the response f(xref) of the reference drug
combination, based on which the drug update rule is

Figure 1 Drug response functions. (A) A normalized drug response f(x) that is always below 0.5. (B) A normalized drug response f(x) that is
always above 0.5. (C) A drug response function with a large number of small variations.
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determined. For example, let xc = (· · · , xc
n, · · · ) and

xref = (· · · , xref
n , · · · ), and assume that we want to update

the concentration of the n-th drug by comparing the
two drug response values f(xc) and f(xref). As before, we
have the following four possible cases.

(Case − 1) xc
n < xref

n and f (xc) < f (xref) : increasing the concentration is more beneficial

(Case − 2) xc
n > xref

n and f (xc) > f (xref) : increasing the concentration is more beneficial

(Case − 3) xc
n < xref

n and f (xc) > f (xref) : decreasing the concentration is more beneficial

(Case − 4) xc
n > xref

n and f (xc) < f (xref) : decreasing the concentration is more beneficial.

(5)

Conceptually, we can view the above as estimating the
“virtual” slope between two points (xc

n, f (xc)) and
(xref

n , f (xref)) as follows

f (xref) − f (xc)
xref

n − xc
n

, (6)

based on which we determine how to update the con-
centration xn of the n-th drug to increase the drug
response f( x). Given the update rules in (5), the actual
update decision is made by evaluating the following
function

g(xc, xref) =
1
2

{
1 + α · max

[
f (xc), f (xref)

]}
(7)

and comparing it with a random number rn Î [0, 1]. If
g(xc, xref) >rn, the drug concentration xn is updated by a
single level, following the beneficial update direction
predicted by (5). Otherwise, the concentration is
updated in the opposite direction. As briefly mentioned
before, the parameter a Î [0, 1] controls the random-
ness of the algorithm. For example, a = 0 will make the
search process completely random, regardless of the
observed drug responses. Using a larger a means that
we are giving a larger weight to the past observations
when deciding how to update the drug concentrations.
The value of this control parameter is limited to a ≤ 1
such that g(xc, xref) ≤ 1. Also note that we always have g
(xc, xref) ≥ 0.5, which implies that at any drug update
step, the update is always more likely to take place in
accordance with the rules in (5), which have been
derived based on past observations of the drug response.
In other words, the ARU algorithm tries to effectively

Figure 2 Updating the reference point. As the search for the optimal drug concentration continues from left to right (from the lowest
concentration to the highest one), the reference concentration is updated from the initial drug concentration cmin to the local maximum points
xref1, xref2, and xref3, according to this order.
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utilize the past response data to beneficially update the
drug concentrations, and ultimately, to identify a potent
drug combination, while keeping the search still stochas-
tic. For illustration, let us again consider the drug
response function in Figure 2, where the hypothetical
search process proceeds from the lowest drug concen-
tration to the highest concentration. The black solid
arrows below the graph shows the drug update direction
that gets higher probability according to the new algo-
rithm, described above. For example, in region-A
(cmin < × < xref1), the algorithm tends to increase the
drug concentration x further, as the response f(x) is lar-
ger than f(cmin) of the initial reference concentration
(i.e., cmin). As x continues to increase and passes the
first local maximum point xref1, the reference is updated
to xref ¬ xref1. In region-B (xref1 < × < xref2), the search
algorithm tends to drive the concentration towards xref1

by decreasing the concentration. Suppose the search
continues to increase the drug concentration x beyond
xref2, the second local maximum point, despite the ten-
dency of the algorithm to decrease x back to xref1. After
passing xref2, the reference is updated to xref ¬ xref2. In
region-C, the search algorithms assigns higher probabil-
ity to the update rule that tries to bring the concentra-
tion down to xref2, since f(x) < f(xref2) in the given
region. However, once x enters region-D, where f(x) >
f(xref2), the algorithm begins to drive the drug concen-
tration x further to the right until it passes the third
local maximum point xref3. The reference concentra-
tion is updated to xref ¬ xref3, once the search con-
tinues to the right and the drug concentration x gets
larger than xref3. Since f(xref3) is larger than f(x) in
region-D (xref3 < × < cmax), the search algorithm will
tend to bring the concentration down to the current
reference concentration, namely, xref = xref3.
Choosing a local maximum solution as a reference com-

bination has a number of practical advantages. First of all,
it allows the algorithm to adjust the drug update rules
based on a long-range trend of the given drug response
function, which makes the algorithm robust to small varia-
tions in the observed response. Another advantage of
using a long-range trend is that the search process will
become also less sensitive to random fluctuations that may
exist in the observed drug response. Considering that the
drug response function f(x) has to be experimentally esti-
mated through actual biological experiments, where ran-
dom factors (e.g., measurement noise) that affect the
estimation results cannot be completely ruled out, such
robustness is critical for the algorithm to be used in practi-
cal drug optimization applications. It is also beneficial to
use the drug combination that corresponds to the most
recent local maximum response, instead of the drug com-
bination that has yielded the highest response among all
past combinations, as the reference point. This prevents

the search process from dwelling too much on past obser-
vations, while keeping it robust to variations and random
fluctuations.

Drug response functions
In order to evaluate the overall performance of the ARU
algorithm, we used the algorithm to search for the opti-
mal drug cocktail for several different drug response
functions.
Two-dimensional drug response functions For

performance assessment, we first used the four two-
dimensional drug response functions that are shown in
Figure 3. The first drug response function f2a(x1, x2)
shown in Figure 3A is the normalized HIV inhibitor
response obtained from [17], where x1 Î {0, 0.01, 0.03,
0.09, 0.27, 0.82, 2.47, 7.41, 22.22, 66.67}(nM) was consid-
ered for Maraviroc and x2 Î {0, 0.09, 0.27, 0.8, 2.41,
7.22, 21.67, 65}(nM) for ROAb14. The second drug
response f2b(x1, x2) shown in Figure 3B is the normal-
ized second De Jong function (Rosenbrock’s saddle)
[18]. We considered x1, x2 Î {c0, c1, ... , c20}, where ck =
4(k/20 - 0.5), obtained by evenly dividing the range [-2,
2] into 21 distinct values. The third drug response func-
tion f2c(x1, x2) in Figure 3C is the normalized lung can-
cer inhibition response obtained from [1], where x1 Î
{0, 1, 2, 4, 6, 8, 12, 16, 20, 22}(μM ) was considered for
Chlorpromazine and x2 Î {0, 0.25, 0.4, 0.6, 0.8, 1, 1.5, 2,
4, 6.8}(μM ) for Pentamidine. Finally, Figure 3D shows
the fourth response function f2d(x1, x2), the normalized
bacterial (S. aureus) inhibition response reported in [6].
x1 Î {0, 0.08, 0.16, 0.32, 0.63, 1.25, 2.5, 5, 10} was con-
sidered for Trimethoprim and x2 Î {0, 0.31, 0.62, 1.25,
2.5, 5, 10, 20, 40} was considered for Sulfamethoxazole.
All four drug response functions were normalized to
span the entire range [0, 1], such that the minimum
response is 0 and the maximum response is 1.
Multi-dimensional drug response functions To eval-

uate the performance for optimizing multi-drug cocktails,
we defined several hypothetical drug response functions
with up to six drugs. First, we defined two 3-dimensional
drug functions f3a(x1, x2, x3) and f3b(x1, x2, x3). The first
function is defined as

f3a(x1, x2, x3) = x2
1 · sin2(x2) · cos2(x3), (8)

where each of x1, x2, x3 can take one of the 11 discrete
concentrations that evenly divide the range [-2.5, 2.5].
The second function is defined as follows

f3b(x1, x2, x3) = peaks(x1, x2) · x3, (9)

using the Matlab peaks(x1, x2) function. We assume
that each drug can take one of the 11 discrete values
that evenly divide [-3, 3]. Next, we defined two 4-dimen-
sional drug functions
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f4a(x1, x2, x3, x4) = x1 · e−(x2
1+x2

2+x2
3+x2

4) (10)

and

f4b(x1, x2, x3, x4) = cos2(0.3x1) · sin(0.3x2) · tan(0.1x3) · x4. (11)

We assume that x1 and x2 in the first function f4a(x1,
x2, x3, x4) can take one of the 11 discrete values that
evenly divide the range [-2, 2], while x3 and x4 can take
one of the 11 discrete values that evenly divide the
range [-3, 3]. For the second drug response function f4b
(x1, x2, x3, x4), we assume that each drug can take one
of the 11 distinct values that evenly divide [-3, 3]. In
addition, we also defined the following 5-dimensional
drug response functions

f5a(x1, x2, x3, x4, x5) = e−x1 · cos2(x2) · x2
3 ·

[
e−(x4+2)2−(x5+3)2

+ e−(x4−2)2−(x5−3)2
]

(12)

and

f5b(x1, x2, x3, x4, x5) =
1
2

peaks(x1, x2) · cos(0.5x3) · sin(0.5x4) · x2
5. (13)

For the first function f5a(x1, x2, x3, x4, x5), x1 and x2 are
allowed to take any value from the set of values obtained
by evenly dividing the range [-2, 2] into 11 discrete con-
centrations. The remaining drug concentrations (x3, x4,
and x5) can take any of the 11 concentrations that evenly
divide [-4.5, 4.5]. For the second drug response function
f5b(x1, x2, x3, x4, x5), we assume that each drug can take
one of the 11 discrete values that evenly divide [-3, 3].
Finally, we also defined two 6-dimensional drug response
functions

f6a(x1, x2, x3, x4, x5, x6) = e−0.75(x1) · (
sin2(x2) + cos(x3)

) · e−0.75(x2
4+x2

5) · x6 (14)

and

f6b(x1, x2, x3, x4, x5, x6) = e−0.1(x2
1−x2

2)−0.1(x2
3+x2

4) · cos2(0.2x3
5) · sin(0.2x3

6), (15)

where every drug concentration can take its value
from one of the 11 discrete concentrations that evenly
divide the range [-2.5, 2.5].

Figure 3 Two-dimensional drug response functions. (A) Inhibition of HIV. (B) Second De Jong function (Rosenbrock’s saddle). (C) Inhibition of
A549 lung carcinoma cell proliferation. (D) Inhibition of bacteria (S. aureus) proliferation.
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Results
Optimizing the combination of two drugs
We first evaluated the overall performance of the
ARU stochastic search algorithm based on four two-
dimensional drug response functions (see Methods). (i)
HIV inhibitor response f2a(x1, x2), (ii) second De Jong
function (Rosenbrock’s saddle) f2b(x1, x2), (iii) normal-
ized lung cancer inhibition response f2c(x1, x2), and (iv)
bacterial (S. aureus) inhibition response f2d(x1, x2).
These functions are shown in Figure 3. For each drug
response function, we searched for the optimal drug
response using the proposed algorithm, starting from
randomly selected drug concentrations x1 and x2. The
parameter a that controls the randomness of the search
was set to a = 1, which implies that the algorithm adap-
tively determines the search direction (i.e., how to
update the current drug concentration) by fully utilizing
the past observations. Note that setting the parameter to
a = 0 in (7) would make the search completely random
and independent of the past observations: at each step,
the concentration of a given drug will be randomly
increased or decreased with equal probability, regardless
of the update rules given in (5). In each search experi-
ment, the iterations were repeated up to two times the
total number of possible drug combinations. This
experiment was repeated 5,000 times to obtain reliable
results. For comparison, we performed similar experi-
ments using the Gur Game algorithm [9] and the sto-
chastic search algorithm proposed in [11] with a = 1.
We computed the following two performance metrics:
the success rate and the average number of unique drug
combinations that need to be tested. The first metric is
defined as the relative proportion of experiments, in
which the algorithm was able to identify a potent drug
combination whose response is within 5% of the maxi-
mum response, i.e., f(x1, x2) ≥ 0.95. The second metric
is defined as the average number of unique drug combi-
nations that have to be tested until a potent drug com-
bination is identified, in case the search is successful.
These performance assessment results are summarized
in Table 1. Note that the Gur Game algorithm has been
tested using both the simultaneous update strategy as

well as the sequential update strategy. Unlike the ARU
algorithm and the search algorithm proposed in [11],
which update one drug at a time (i.e., “sequential” drug
update), the original Gur Game algorithm adopted in
[9] updates all drugs simultaneously. However, it is also
possible to use the sequential update strategy with the
Gur Game algorithm, and we have evaluated both stra-
tegies for comparison. Table 1 shows that the proposed
ARU algorithm outperforms the existing algorithms in
terms of success rate. Furthermore, when the success
rates are comparable, the ARU algorithm can in general
identify an effective drug combination more efficiently,
as reflected in the smaller number of unique drug com-
binations that need to be tested. We can get a more
complete picture of the efficiency of the ARU algorithm
from Figure S1 and Figure S2, which respectively show
the distribution of the number of unique drug combina-
tions that need to be tested and the distribution of the
number of iterations that are needed to identify a potent
drug combination (see Additional file 1).

Optimizing multi-drug cocktails
Next, we tested the performance of the ARU algorithm
for optimizing multi-drug cocktails that consist of three
to six drugs. For this purpose, we used the eight hypothe-
tical drug response functions that were defined before
(see Methods). As in our previous experiments, for each
drug response function, we used the proposed ARU algo-
rithm (with a = 1) to search for a potent drug combina-
tion whose response is within 5% of the maximum
response (i.e., f(x) ≥ 0.95). In each search experiment, we
started from an randomly selected initial concentrations,
and continued the search up to 1,000 steps for 3 drugs,
2,000 steps for 4 drugs, 3,000 steps for 5 drugs, and 4,000
steps for 6 drugs. This experiment was repeated 5,000
times to obtain reliable performance assessment results.
The simulation results are summarized in Table 2. As
shown in this table, the proposed algorithm boasts a sig-
nificantly higher success rate compared to the Gur Game
algorithm [9]. It also results in either comparable or
slightly improved success rate compared to the previous
drug optimization algorithm (a = 1) [11]. However, we

Table 1 Performance for optimizing the combination of two drugs.

Gur Game
(simultaneous)

Gur Game (sequential) Previous search
algorithm [11](a = 1)

ARU algorithm
(proposed) (a = 1)

success
rate

unique
comb.

success
rate

unique
comb.

success
rate

unique
comb.

success
rate

unique
comb.

f2a(x) : HIV INHIBITION (M = 80) 97% 13.2 95% 17.2 100% 13.4 100% 12.1

f2b(x) : DEJONG (2ND) (M = 441) 9% 3.6 10% 4.5 99% 56.2 99% 46.2

f2c(x) : CANCER
INHIBITION

(M = 100) 58% 11.3 53% 13.0 98% 13.2 98% 12.4

f2d(x): BACTERIA
INHIBITION

(M = 81) 96% 5.9 91% 6.8 100% 4.8 100% 4.5

Kim and Yoon BMC Genomics 2012, 13(Suppl 6):S12
http://www.biomedcentral.com/1471-2164/13/S6/S12

Page 8 of 15



can see that the ARU algorithm clearly outperforms the
previous search algorithm in terms of efficiency, as
reflected in the significantly smaller number of unique
drug combinations that need to be tested until an effec-
tive combination is identified. Figures S3 and S5 show
the distribution of the number of unique drug combina-
tions that need to be tested to identify an effective drug
cocktail (see Additional file 1). Similarly, Figures S4 and
S6 show the distribution of the number of search itera-
tions that are needed by each algorithm.

Drug optimization in the presence of measurement noise
In order to use a drug optimization algorithm in practi-
cal applications, the algorithm has to be robust to ran-
dom fluctuations in the estimated drug response. To
evaluate the robustness of the proposed ARU algorithm,
we evaluated its search performance in the presence of
measurement noise and compared it with other existing
stochastic search algorithms. In these experiments, we
considered two different types of search strategies. In
the first search strategy (referred as type-A), when the
search algorithm happens to revisit a drug combination
that was previously tested, it does not re-evaluate the
drug response and simply uses the previously estimated
value. On the other hand, according to the second strat-
egy (referred as type-B), the search algorithm always re-
evaluates the drug response, even if it revisits a pre-
viously evaluated drug combination, since the measured
response may be different every time due to the random
measurement noise. The first strategy may be useful
when the noise level is relatively low, in which case this
strategy may be able to reduce the total number of drug
response evaluations, thereby reducing the overall
experimental cost for identifying a potent drug combi-
nation. However, when the noise level is high, the
search performance may be degraded as the search algo-
rithm clings to the past (noisy) response, once it has
been measured. In contrast, the second search strategy
generally requires a relatively larger number of drug
response evaluations, but it tends to be more robust to

random fluctuations and noise in the measured drug
response function.
In order to evaluate the performance of the different

search algorithms in the presence of noise, we per-
formed similar search experiments as before at three dif-
ferent levels of additive noise. 2%, 5%, and 8%. More
precisely, we assume that

fobs(x) = ftrue(x) + η,

where fobs(x) is the observed drug response, ftrue(x) is the
true response, and h is an independent random noise that
is uniformly distributed over (-u, u), where u Î {0.02, 0.05,
0.08}. For each drug response function and a given noise
level u, we tested the performance of both search strate-
gies. For type-A search, we evaluated the success rate and
the average number of unique drug combinations that
have to be tested until a potent drug combination is identi-
fied. For type-B search, we evaluated the success rate and
the average number of iterations, instead of the number of
unique drug combinations, until an effective combination
is identified. This is because, in a type-B search, the search
algorithm re-evaluates the drug response even if it revisits
the same drug combination that was previously tested. The
simulation results are shown in Table 3, 4, 5, 6, 7, for drug
response functions with two to six drugs. The parameter a
was set to a = 1 for the ARU algorithm as well as the pre-
vious search algorithm proposed in [11].
As we can see in these Tables, measurement noise cer-

tainly affects the overall performance of the ARU algo-
rithm, where a higher noise tends to reduce the success
rate and increase the number of iterations as well as that
of the unique drug combinations to be tested. For many
drug response functions considered in our simulations,
the performance degradation is typically not too signifi-
cant for the proposed algorithm, showing that the ARU
algorithm is relatively robust to measurement noise.
However, we can also observe that the extent of perfor-
mance degradation will critically depend on the land-
scape of the underlying drug response. In most cases, the

Table 2 Performance for optimizing multi-drug cocktails.

Gur Game (simultaneous) Gur Game (sequential) Previous search algorithm [11]
(a = 1)

ARU algorithm (proposed)
(a = 1)

success rate unique comb. success rate unique comb. success rate unique comb. success rate unique comb.

f3a(x) (M = 113) 1% 4.3 2% 5.5 100% 105.3 100% 74.0

f3b(x) (M = 113) 83% 229.4 58% 204.8 100% 88.5 100% 79.4

f4a(x) (M = 114) 20% 823.9 11% 666.6 100% 177.9 100% 136.8

f4b(x) (M = 114) 52% 706.7 24% 520.9 100% 117.9 100% 91.6

f5a(x) (M = 115) 8% 2.1 2% 4.8 100% 138.1 100% 80.6

f5b(x) (M = 115) 89% 1013.4 54% 976.2 100% 252.9 100% 216.8

f6a(x) (M = 116) 90% 1269.1 44% 1260.8 100% 191.9 100% 178.1

f6b(x) (M = 116) 90% 446.7 40% 1033.2 100% 238.1 100% 190.1
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Table 3 Performance for optimizing the combination of two drugs in the presence of noise.

Noise
level

Search
type

Performance
metric

Gur Game
(simultaneous)

Gur Game
(sequential)

Previous search algorithm
[11](a = 1)

ARU algorithm
(proposed) (a = 1)

f2a(x) (2%) A success rate
unique comb.

97% 96% 100% 100%

12.5 17.0 13.3 11.6

B success rate
iterations

97% 95% 100% 100%

37.8 45.2 25.8 20.0

(5%) A success rate
unique comb.

97% 96% 100% 100%

12.6 17.1 13.3 11.8

B success rate
iterations

97% 95% 100% 100%

38.0 45.4 26.6 20.2

(8%) A success rate
unique comb.

97% 96% 100% 100%

12.6 17.0 13.3 12.0

B success rate
iterations

97% 95% 100% 100%

38.2 45.4 26.8 20.4

f2b(x) (2%) A success rate
unique comb.

10% 10% 99% 99%

3.9 4.2 57.0 45.1

B success rate
iterations

10% 10% 99% 99%

4.0 44 148.5 120.0

(5%) A success rate
unique comb.

9% 9% 98% 98%

4.1 4.5 62.9 52.2

B success rate
iterations

9% 9% 98% 99%

4.3 4.7 172.1 143.8

(8%) A success rate
unique comb.

8% 9% 97% 98%

4.1 4.7 66.2 55.6

B success rate
iterations

9% 9% 97% 98%

4.4 4.9 198.1 167.3

f2c(x) (2%) A success rate
unique comb.

61% 54% 98% 98%

10.9 12.7 13.1 12.5

B success rate
iterations

60% 54% 98% 98%

33.1 36.0 35.9 35.2

(5%) A success rate
unique comb.

71% 66% 98% 98%

11.4 13.2 12.9 12.4

B success rate
iterations

60% 54% 98% 98%

33.2 35.4 36.7 36.0

(8%) A success rate
unique comb.

88% 83% 98% 98%

11.7 13.4 12.6 12.0

B success rate
iterations

6.% 54% 98% 98%

33.4% 34.3 37.4 37.0
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Table 3 Performance for optimizing the combination of two drugs in the presence of noise. (Continued)

f2d(x) (2%) A success rate
unique comb.

100% 100% 100% 100%

4.9 6.0 4.6 4.1

B success rate
iterations

96% 9.% 100% 100%

18.3 19.7 8.2 7.7

(5%) A success rate
unique comb.

100% 100% 100% 100%

4.9 5.7 4.3 4.1

B success rate
iterations

96.% 91% 100% 100%

18.4 19.6 8.1 7.5

(8%) A success rate
unique comb.

100% 100% 100% 100%

4.8 5.6 4.4 4.2

B success rate
iterations

96% 91% 100% 100%

18.6 19.6 8.1 7.1

Table 4 Performance for optimizing the combination of three drugs in the presence of noise.

Noise
level

Search
type

Performance
metric

Gur Game
(simultaneous)

Gur Game
(sequential)

Previous search algorithm
[11](a = 1)

ARU algorithm
(proposed) (a = 1)

f3a(x) (2%) A success rate
unique comb.

1% 3% 99% 100%

2.4 7.3 110.6 77.3

B success rate
iterations

1% 3% 99% 100%

2.8 10.9 201.1 139.6

(5%) A success rate
unique comb.

1% 3% 99% 100%

2.4 7.4 111.7 78.4

B success rate
iterations

1% 3% 99% 100%

2.5 10.1 201.6 144.0

(8%) A success rate
unique comb.

1% 3% 99% 100%

2.5 7.7 113.3 80.5

B success rate
iterations

1% 3% 99% 100%

2.3 9.4 210.9 151.7

f3b(x) (2%) A success rate
unique comb.

86% 69% 99% 99%

224.3 201.6 110.8 93.3

B success rate
iterations

83% 59% 99% 99%

367.1 419.1 211.5 205.3

(5%) A success rate
unique comb.

89% 72% 99% 99%

222.3 201.6 116.6 106.2

B success rate
iterations

83% 59% 98% 98%

359.3 439.9 225.5 222.9

(8%) A success rate
unique comb.

90% 74% 97% 98%

225.9 200.9 126.4 114.3

B success rate
iterations

82% 60% 97% 98%

359.4 431.3 249.1 246.8
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Table 5 Performance for optimizing the combination of four drugs in the presence of noise.

Noise
level

Search
type

Performance
metric

Gur Game
(simultaneous)

Gur Game
(sequential)

Previous search algorithm
[11](a = 1)

ARU algorithm
(proposed) (a = 1)

f4a(x) (2%) A success rate
unique comb.

21% 13% 96% 98%

798.9 711.7 393.9 327.4

B success rate
iterations

21% 12% 96% 97%

941.9 1032.1 558.3 452.3

(5%) A success rate
unique comb.

21% 14% 90% 95%

816.3 653.6 473.1 398.3

B success rate
iterations

21% 13% 90% 95%

895.6 1022.9 675.4 581.2

(8%) A success rate
unique comb.

24% 14% 85% 95%

858.7 681.6 505.7 433.6

B success rate
iterations

23% 13% 84% 92%

997.1 1008.9 720.8 648.5

f4b(x) (2%) A success rate
unique comb.

62% 41% 100% 100%

634.5 523.1 138.0 103.1

B success rate
iterations

51% 26% 100% 100%

932.4 903.0 236.9 182.8

(5%) A success rate
unique comb.

75% 68% 100% 100%

610..2 468.0 231.1 150.9

B success rate
iterations

50% 25% 100% 100%

855.9 921.2 411.0 258.8

(8%) A success rate
unique comb.

86% 82% 98% 100%

525.8 430.1 314.2 215.9

B success rate
iterations

50% 24% 94% 100%

835.3 979.2 602.0 393.8

Table 6 Performance for optimizing the combination of five drugs in the presence of noise.

Noise
level

Search
type

Performance
metric

Gur Game
(simultaneous)

Gur Game
(sequential)

Previous search algorithm
[11](a = 1)

ARU algorithm
(proposed) (a = 1)

f5a(x) (2%) A success rate
unique comb.

8% 9% 100% 100%

2.1 4.4 139.3 122.5

B success rate
iterations

9% 11% 100% 100%

2.1 6.0 172.4 154.9

(5%) A success rate
unique comb.

9% 11% 100% 100%

3.9 7.9 142.1 129.1

B success rate
iterations

9% 12% 100% 100%

108.3 38.6 177.1 155.6
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Table 6 Performance for optimizing the combination of five drugs in the presence of noise. (Continued)

(8%) A success rate
unique comb.

10% 13% 100% 100%

7.1 20.2 144.5 131.4

B success rate
iterations

9% 13% 100% 100%

191.4 70.8 182.3 156.5

f5b(x) (2%) A success rate
unique comb.

89% 55% 100% 100%

917.9 1026.3 407.1 343.9

B success rate
iterations

90% 55% 100% 100%

999.8 1325.1 516.5 444.3

(5%) A success rate
unique comb.

90% 59% 97% 98%

932.8 1002.7 507.7 463.6

B success rate
iterations

90% 56% 99% 99%

1004.7 1332.7 656.9 562.4

(8%) A success rate
unique comb.

91% 59% 97% 98%

959.5 971.2 578.8 534.8

B success rate
iterations

90% 56% 99% 99%

1015.2 1341.0 735.0 668.6

Table 7 Performance for optimizing the combination of six drugs in the presence of noise.

Noise
level

Search
type

Performance
metric

Gur Game
(simultaneous)

Gur Game
(sequential)

Previous search algorithm
[11](a = 1)

ARU algorithm
(proposed) (a = 1)

f6a(x) (2%) A success rate
unique comb.

91% 43% 100% 100%

1280.0 1214.1 476.8 432.6

B success rate
iterations

90% 43% 100% 100%

1352.6 1662.6 531.4 503.6

(5%) A success rate
unique comb.

90% 44% 99% 99%

1262.3 1247.2 621.0 598.3

B success rate
iterations

90% 45% 100% 100%

1396.8 1675.9 763.7 736.1

(8%) A success rate
unique comb.

90% 46% 98% 98%

1204.7 1302.4 723.2 698.8

B success rate
iterations

90% 46% 98% 98%

1412.2 1681.9 875.2 834.3

f6b(x) (2%) A success rate
unique comb.

91% 43% 100% 100%

509.9 971.0 341.4 237.7

B success rate
iterations

94% 44% 100% 100%

1240.7 1646.0 436.5 293.5

(5%) A success rate
unique comb.

90% 42% 100% 100%
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ARU algorithm continued to substantially outperform
other stochastic search algorithms [9,11], demonstrating
that it is better suited for practical drug optimization
applications.
One interesting observation is that the performance of

the Gur Game algorithm is typically not very sensitive
to measurement noise. In fact, in some cases, its perfor-
mance even improves as the noise level goes up. The
main reason for this phenomenon is as follows. As dis-
cussed earlier, the Gur Game algorithm does not adapt
to the observed drug response function, and for this rea-
son, its overall performance crucially depends on
whether or not its predetermined FSA matches the drug
response function at hand. As a result, if the FSA does
not match the original drug response function well, iro-
nically enough, the measurement noise may perturb the
search process in such a way that improves the overall
performance. In this sense, the fact that the Gur Game
algorithm is not very sensitive to measurement noise
reflects its inaptitude for handling various types of drug
response functions, rather than its robustness to random
fluctuations and noise in the measured drug response.

Conclusions
In this paper, we proposed a novel stochastic search
algorithm, called the adaptive reference update (ARU)
algorithm, which can be effectively used for optimizing
the composition of combinatory drugs. The proposed
algorithm intelligently utilizes the drug response values
observed in the past to reliably predict how to benefi-
cially update the drug concentrations to improve the
drug response. As we demonstrated throughout this
paper, the proposed algorithm addresses several short-
comings of previous drug optimization algorithms
[9,11], thereby improving the overall search perfor-
mance. Numerical experiments based on various types
of multi-drug response functions show that the ARU
algorithm results in a higher success rate (i.e., higher
probability of identifying a potent drug combination)
while requiring significantly fewer drug response evalua-
tions. Furthermore, the proposed algorithm is robust to

random measurement noise, where its search perfor-
mance is not substantially affected in the presence of
noise and degrades gracefully as the noise level
increases. Throughout our experiments, we used a = 1
for the ARU algorithm as well as the previous search
algorithm [11]. As discussed earlier, the parameter a
controls the randomness of the search, by determining
how much weight we should give to the drug response
values that we observed in the past. In general, unless
the observations are very noisy or the underlying drug
response function is assumed to be extremely nonlinear,
it would be best to set the parameter to the largest
allowed value (i.e., a = 1), so that we fully utilize the
past observations for making our best informed guess
about the beneficial drug update strategy. For compari-
son, we also repeated our simulations using a = 0.5 and
a = 0.75, whose results are summarized in Table S1 -
Table S7 (see Additional file 1). We can see from these
results that a = 1 indeed leads to the best performance
for the drug response functions and the noise levels we
have considered in this paper.

Additional material

Additional file 1: Performance of the ARU algorithm. Further
performance evaluation results of the proposed Adaptive Reference
Update (ARU) algorithm.
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B success rate
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(8%) A success rate
unique comb.

89% 42% 100% 100%

454.4 969.9 457.4 353.2

B success rate
iterations

94% 44% 100% 100%

1333.1 1775.5 545.3 391.5

Kim and Yoon BMC Genomics 2012, 13(Suppl 6):S12
http://www.biomedcentral.com/1471-2164/13/S6/S12

Page 14 of 15

http://www.biomedcentral.com/content/supplementary/1471-2164-13-S6-S12-S1.pdf
http://www.biomedcentral.com/bmcgenomics/supplements/13/S6
http://www.biomedcentral.com/bmcgenomics/supplements/13/S6


Competing interests
The authors declare that they have no competing interests.

Published: 26 October 2012

References
1. Borisy AA, Elliott PJ, Hurst NW, Lee MS, Lehar J, Price ER, Serbedzija G,

Zimmermann GR, Foley MA, Stockwell BR, Keith CT: Systematic discovery
of multicomponent therapeutics. Proc Natl Acad Sci USA 2003,
100:7977-7982.

2. Chesney MA, Ickovics J, Hecht FM, Sikipa G, Rabkin J: Adherence: a
necessity for successful HIV combination therapy. AIDS 1999, 13(Suppl A):
S271-278.

3. De Francesco R, Migliaccio G: Challenges and successes in developing
new therapies for hepatitis C. Nature 2005, 436:953-960.

4. Fitzgerald JB, Schoeberl B, Nielsen UB, Sorger PK: Systems biology and
combination therapy in the quest for clinical efficacy. Nat Chem Biol
2006, 2:458-466.

5. Sawyers CL: Cancer: mixing cocktails. Nature 2007, 449:993-996.
6. Zimmermann GR, Lehar J, Keith CT: Multi-target therapeutics: when the

whole is greater than the sum of the parts. Drug Discov Today 2007,
12:34-42.

7. Calzolari D, Bruschi S, Coquin L, Schofield J, Feala JD, Reed JC,
McCulloch AD, Paternostro G: Search algorithms as a framework for the
optimization of drug combinations. PLoS Comput Biol 2008, 4:e1000249.

8. Feala JD, Cortes J, Duxbury PM, Piermarocchi C, McCulloch AD,
Paternostro G: Systems approaches and algorithms for discovery of
combinatorial therapies. Wiley Interdiscip Rev Syst Biol Med 2010, 2:181-193.

9. Wong PK, Yu F, Shahangian A, Cheng G, Sun R, Ho CM: Closed-loop
control of cellular functions using combinatory drugs guided by a
stochastic search algorithm. Proc Natl Acad Sci USA 2008, 105:5105-5110.

10. Wang Y, Yu L, Zhang L, Qu H, Cheng Y: A novel methodology for
multicomponent drug design and its application in optimizing the
combination of active components from Chinese medicinal formula
Shenmai. Chem Biol Drug Des 2010, 75:318-324.

11. Yoon BJ: Enhanced stochastic optimization algorithm for finding
effective multi-target therapeutics. BMC Bioinformatics 2011, 12(Suppl 1):
S18.

12. Zinner RG, Barrett BL, Popova E, Damien P, Volgin AY, Gelovani JG, Lotan R,
Tran HT, Pisano C, Mills GB, Mao L, Hong WK, Lippman SM, Miller JH:
Algorithmic guided screening of drug combinations of arbitrary size for
activity against cancer cells. Mol Cancer Ther 2009, 8:521-532.

13. Jelinek F: Fast sequential decoding algorithm using a stack. IBM Journal
of Research and Development 1969, 13(6):675-685.

14. Viterbi A, Omura J: Principles of digital communication and coding McGraw-
Hill, Inc. New York, NY, USA; 1979.

15. Tsetlin M: Finite automata and modeling the simplest forms of behavior.
Uspekhi Matem Nauk 1963, 8:1-26.

16. Tung B, Kleinrock L: Using finite state automata to produce self-
optimization and self-control. Parallel and Distributed Systems, IEEE
Transactions on 1996, 7(4):439-448.

17. Ji C, Zhang J, Dioszegi M, Chiu S, Rao E, Derosier A, Cammack N, Brandt M,
Sankuratri S: CCR5 small-molecule antagonists and monoclonal
antibodies exert potent synergistic antiviral effects by cobinding to the
receptor. Mol Pharmacol 2007, 72:18-28.

18. Storn R, Price K: Differential Evolution - A Simple and Efficient Heuristic
for global Optimization over Continuous Spaces. Journal of Global
Optimization 1997, 11:341-359[http://dx.doi.org/10.1023/A:1008202821328].
[10.1023/A:1008202821328].

19. Kim M, Yoon B: Efficient combinatorial drug optimization through
stochastic search. Genomic Signal Processing and Statistics (GENSIPS), 2011
IEEE International Workshop on: 4-6 December 2011 2011, 33-35.

doi:10.1186/1471-2164-13-S6-S12
Cite this article as: Kim and Yoon: Adaptive reference update (ARU)
algorithm. A stochastic search algorithm for efficient optimization of
multi-drug cocktails. BMC Genomics 2012 13(Suppl 6):S12.

Submit your next manuscript to BioMed Central
and take full advantage of: 

• Convenient online submission

• Thorough peer review

• No space constraints or color figure charges

• Immediate publication on acceptance

• Inclusion in PubMed, CAS, Scopus and Google Scholar

• Research which is freely available for redistribution

Submit your manuscript at 
www.biomedcentral.com/submit

Kim and Yoon BMC Genomics 2012, 13(Suppl 6):S12
http://www.biomedcentral.com/1471-2164/13/S6/S12

Page 15 of 15

http://www.ncbi.nlm.nih.gov/pubmed/12799470?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/12799470?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/10885784?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/10885784?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/16107835?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/16107835?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/16921358?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/16921358?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17960228?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17198971?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17198971?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19112483?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19112483?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20836021?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20836021?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18356295?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18356295?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18356295?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20331648?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20331648?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20331648?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20331648?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/22372955?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/22372955?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19276160?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19276160?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17392523?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17392523?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17392523?dopt=Abstract
http://dx.doi.org/10.1023/A:1008202821328].[10.1023/A:1008202821328
http://dx.doi.org/10.1023/A:1008202821328].[10.1023/A:1008202821328

	Abstract
	Background
	Results
	Conclusions

	Background
	Methods
	Combinatorial drug optimization problem
	Stochastic search algorithms
	The adaptive reference update (ARU) stochastic search algorithm
	Drug response functions

	Results
	Optimizing the combination of two drugs
	Optimizing multi-drug cocktails
	Drug optimization in the presence of measurement noise

	Conclusions
	Acknowledgements
	Authors' contributions
	Competing interests
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 500
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 500
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


