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Abstract
Many biomedical analysis applications require trapping andmanipulating single
cells and cell clusters within microfluidic devices. Dielectrophoresis (DEP) is a
label-free technique that can achieve flexible cell trapping, without physical bar-
riers, using electric field gradients created in the device by an electrode microar-
ray. Little is known about how fluid flow forces created by the electrodes, such
as thermally driven convection and electroosmosis, affect DEP-based cell capture
under high conductancemedia conditions that simulate physiologically relevant
fluids such as blood or plasma. Here, we compare theoretical trajectories of par-
ticles under the influence of negative DEP (nDEP) with observed trajectories of
real particles in a high conductance buffer. We used 10-µm diameter polystyrene
beads as model cells and tracked their trajectories in the DEP microfluidic chip.
The theoretical nDEP trajectories were in close agreement with the observed
particle behavior. This agreement indicates that the movement of the particles
was highly dominated by the DEP force and that contributions from thermal-
and electroosmotic-driven flows were negligible under these experimental con-
ditions. The analysis protocol developed here offers a strategy that can be applied
to future studies with different applied voltages, frequencies, conductivities, and
polarization properties of the targeted particles and surroundingmedium. These
findings motivate further DEP device development to manipulate particle trajec-
tories for trapping applications.
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1 INTRODUCTION

The ability to capture cells of interest at specific locations
within microfluidic chips is essential for many biomedical
analysis applications. These cellular trapping techniques
can separate individual cells from one another, enabling
the analysis of single-cell behavior and physical charac-
teristics [1, 2]. Trapping cells in precise locations within
microfluidic chambers also enables the study of the impact
of different environmental factors on cell behavior, includ-
ing exposure to gradients of therapeutic drugs and signal-
ing factors created within the fluidic system [1, 3]. Cluster-
ing just a few cells together in separate groups also enables
the study of cell interactions with one another [4], includ-
ing the formation of organoid-like structures [5]. Trap-
ping cells within the sample can also be used as a sepa-
ration mechanism for the purification of cells from other
particles in the media. For example, moving cells in a
blood sample to specific locations within the fluidic device
is essential to separate them from circulating nanopar-
ticles to enable nanoparticle analysis. This is important
for the study of extracellular vesicles, including exosomes,
which carry important disease-related biomarkers, includ-
ing biomarkers for cancer [6–9, 10].
Precisely manipulating the location of cells within

microfluidic devices remains a challenge due to their small
size and the small fluid volume within the chambers. Vari-
ous trapping methods have been developed to achieve cel-
lular separations and manipulations [1]. These are based
on physical trapping methods of the cells either through
the formation of specialized trapping structures [11, 12], or
the manipulation of fluid flow to trap cells at constriction
pointswithin the devices [13]. Patterning various binders to
the surface of the chips can also result in individual cells or
groups of cells being trapped in desired locations [14]. Con-
tinuous flow separation strategies that use physical barri-
ers to cause cell separations have also been developed [15],
but under these flow conditions it is difficult to study cellu-
lar interactions or environmental effects on cellular behav-
ior. These physical barriers, traps, and binding agents that
capture cells under flow put various mechanical stresses
on the cells that can cause changes in genetic expression
and behavior [16–18]. The continuous fluid flow patterns
that these techniques require also make it difficult to ana-
lyze untrapped nanoparticles in the sample.
One promisingmethod to achieve precise spatialmanip-

ulation and trapping of cells within a microfluidic device
without the use of physical barriers, binding agents, or
bulk fluid flow is dielectrophoresis (DEP). This label-free
trapping method relies on the differences between the
dielectric properties of the cell and the surrounding media
[19, 20, 22]. An applied external electric field induces a
dipole in the cell that will subsequently experience a force

if the applied electric field is nonuniform [23]. The DEP
force that a homogenous spherical entity experiences is
defined by the following equation:

𝐹𝐷𝐸𝑃 = 2𝜋𝑟3𝜀𝑜𝜀𝑚 [𝐶𝑀]∇|𝑬|2 (1)

where r is the radius of the particle, 𝜀𝑜 is the permittiv-
ity constant for vacuum, 𝜀𝑚 is the permittivity constant for
the medium, CM is the frequency-dependent Clausius–
Mossotti factor relating to the polarizability of the particle
and medium, and E is the applied electric field [23].
This expression indicates that the magnitude of the

DEP force exerted on the particle depends on the elec-
tric field gradient. The direction of particle movement
will either follow the electric field gradient toward the
high-field regions, known as positive DEP (pDEP), or be
repelled toward the low-field regions, known as negative
DEP (nDEP). The distinction between pDEP and nDEP is
dictated by the CM sign, which is frequency dependent.
As microfabrication techniques have evolved, contem-

porary technology now allows for the fabrication of micro-
sized electrodes that can be incorporated into lab-on-chip
devices to create the nonuniform electric fields necessary
for DEP [20]. As the size of the electrodes is reduced, a
lower voltage is required to create electric fields with suffi-
cient gradients to manipulate cells and nanosized particles
such as exosomes [20–22, 24–28]. These electrode arrays
can be designed to create nonuniform electric fields with
high- and low-intensity regions in desired locations across
the microfluidic chamber, creating specific places where
cells can be trapped under static fluid conditions. DEP
has also been applied to continuous flow systems for the
separation of different cell types. Cell mixtures are flowed
over specially designed electrode array geometries, and
the DEP forces induced upon the cells by the nonuniform
electric field cause them to levitate at different heights
above the array. The height of levitation is dependent on
the cell’s dielectric properties that affect the magnitude
of the nDEP force experienced. Different cell types reach
different heights and can then be collected separately
[29–35].
In our case, we are using chips that have an array of cir-

cular microelectrodes at the bottom of the chip that create
high-field regions around the electrode edge and low-field
regions in between electrodes (Figure 1). This particular
electrode array configuration can create nDEP forces that
are strong enough on cell-sized particles to take them
all the way to the global minima where trapping occurs.
The schematics in Figure 1A–C show a cross-sectional
view of the DEP chips with flat planar electrodes. A
protective hydrogel layer covering the electrodes was used
to reduce electrochemistry and bubble formation [27, 36].
This unique feature enabled these chips to successfully
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F IGURE 1 Collection of polystyrene beads under nDEP conditions. (A) A schematic representation of the DEP chip in both
cross-sectional and top views before electric field application. (B) The AC electric field is applied to generate nDEP. The black lines in the
cross-sectional view are the electric field lines created between electrodes. The red coloration represents the high-field regions and light blue
the low-field regions. (C) After 40 s of DEP, the particles are collected in the low-field regions between the electrodes. (D) Photograph
showing the Biological Dynamics DEP chips used for this study next to a penny that is 19 mm in diameter. (E) A fluorescent image of the
10-µm yellow–green fluorescent beads has been overlaid on a corresponding bright-field image of four circular electrodes within the array.
They were at their random initial locations before DEP was applied. (F) After 40 s of AC electric field application, the particles moved under
the influence of nDEP and were trapped in the low-field region between the electrodes. AC, alternating current; DEP, dielectrophoresis;
nDEP, negative DEP

apply the electric field to high conductance media such
as undiluted human blood and plasma [36, 37]. Here we
modeled physiological fluids using high conductance
0.5× phosphate-buffered saline (PBS) containing 10-µm
diameter polystyrene beads. The blue regions in the top
view schematics represent the local minima of the electric
field directly between two electrodes and global minima in
the center among four electrodes. One of the advantages of
nDEP is that it results in a contactless isolation of particles
(Figure 1E and F) through the formation of nDEP cages
or traps, providing stable collection with applications
including the manipulation of single cells [38, 39].
In order to optimize the trapping of cells on the chip, it

is nessesary to further understandthe effects of DEP and
other chip-generated forces on cell collection. It has been
reported that Joule heating of the electrodes can intro-
duce confounding effects during DEP experiments [22,
40–43]. The production of a temperature gradient, due
to heating of the electrodes at the bottom of the fluidic

chamber, can create localized buoyancy-driven convec-
tion of the media [44–47]. Furthermore, at certain voltages
and frequencies, corrosion of the electrodes can occur in
high-conductivity media [37]. Some of this heating can be
mitigated by varying the geometry of electrodes [38, 48],
the material used for fabrication of electrode arrays [49],
and ultimately, the DEP voltage and frequencies applied
according to the samples that will be used and the targeted
particles. However, the development of thermally driven
convection cells on these chips is unavoidable. Another
electric field–induced fluid motion that could be occur-
ring is electroosmosis and the effects of this can add to the
thermal flow [50–54]. Although electroosmosis has been
used as a particle separation method aid, it is unknown
how these currents might affect the nDEP-based collec-
tion of cells under high conductance conditions. The rel-
ative effects of DEP forces, thermally driven flow, and
electroosmosis on cell-sized particle trapping under con-
ditions of high conductance that approximates the level
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found in human blood remain unknown. Further under-
standing the interaction between the particles and the
electrokinetic device under DEP application is an essen-
tial part of validating theoretical models of DEP that can
be used to improve the collection of low concentration
micro- and nanosized particles from highly conductive
biofluids.
Here, we used 10-µm diameter polystyrene beads as

model cells because they were in the size range of cells
and they had a high degree of uniformity in size and
shape ensuring that differences seen in observed trajec-
tories were not due to particle variability. The beads also
provided a high level of fluorescent contrast with the
background making them ideal objects for tracking. The
beads differed from real cells in several ways. The beads
were more spherical in morphology than real cells. The
beads were more rigid than cells which can deform based
on external environmental conditions. The beads were
solid polystyrene and lacked the internal compartments
and capacitive plasma membrane found in cells. These
differences could make the magnitude of the DEP force
experienced by cells different from the magnitude expe-
rienced by beads, but the electric field gradient and pos-
sible fluid flow forces present in the chip would be the
same for both cells and beads. The trajectories for both
are dictated largely by these factors allowing the behav-
ior of the beads to be a model for the overall trajectory
of cells.
The hydrogel layer covering the electrodes of these chips

enabled DEP to be performed under high conductance
conditions of 0.5× PBS (6.5 ± 0.1 mS/cm) enabling suffi-
cient voltage application to achieve both pDEP and nDEP.
These beads are known to undergo nDEP, just like cells,
when exposed to a 14-kHz alternating current (AC) elec-
tric field. We compared the theoretical paths that would be
taken if nDEP was the only force present with the experi-
mentally observed paths of the particles. Large deviations
from these theoretical nDEP paths would indicate influ-
ence from thermally driven convection and/or electroos-
mosis.

2 MATERIALS ANDMETHODS

2.1 Materials

The particles used for the nDEP experiments were Flu-
oSpheres Polystyrene Microspheres (10-µm, yellow–green
fluorescent 505/515; F8836) from Thermo Fisher Scientific.
The beads were diluted to a 1:10 ratio from stock solu-
tion with 0.5× PBS. The AC signal (10 Vpeak−to−peak [Vpp]
at 14 kHz) used for nDEP collection was produced by
an Agilent 33250A 80-MHz Function/Arbitrary Waveform

Generator using a power amplifier from Newtons4th Ltd
(LPA01). Three-chamber DEP chips (ExoCell EVF1P flow
cell, 3-channel, EF-CRT-00002) were purchased from Bio-
logical Dynamics (San Diego, CA, USA). Beads were
imaged using an Imager.D2 Zeiss microscope, and Zeiss
Zen (blue edition) software was used to obtain the nDEP
experiment movies.

2.1.1 Modeling and data processing

The programs used to calculate the theoretical paths
included COMSOL Multiphysics software operated in
macOS Catalina Version 10.15.7, which generated the elec-
tric field simulations of the DEP chip.
JupyterLab Version 2.2.6 provided the environment for

coding with Python Version 3.8.6 to perform slope track-
ing along the electric field gradient to determine theoreti-
cal particle paths. This utilized the scipy’s spatial KDTree
function and numpy. The pandas and matplotlib library
were used for general data handling and plotting.
Observed experimental bead tracks were processed and

overlaid onmicroscopy images of the electrode array using
Fiji ImageJ Version 2.0.0-rc-69/1.52p [55] and its plug-in
TrackMate v5.2.0 [56].

2.1.2 Data analysis and visualization

RStudio Team (2020) Version 1.2.5 was used for plotting the
data.

2.2 nDEP collection of polystyrene
beads and movie recording

The fluorescent bead sample was diluted 1:10 into 0.5×
PBS from the stock solution, to avoid signal saturation,
and then flowed into the DEP chip microfluidic cham-
ber (Figure 1). Bulk fluid flow from the fluid injection was
allowed to settle down and allow the particles to stop mov-
ing. An AC electric field (10 Vpp, 14 kHz) was then applied
to the electrode array using the waveform generator and
power amplifier. The electrode array and the beads were
imaged from above using a D2 Zeiss microscope.
The “Movie Recorder” feature in the Zeiss Zen software

was used to record the particle movement under DEP.
These frames were taken under fluorescence imaging
using the inherent fluorescence of the beads under GFP
illumination with a 4-ms exposure time at 10 fps. The
system was set to start recording 5 s prior to AC electric
field application. At the 5-s mark, the AC electric field
was applied for 40 s. This period of time was sufficient for



1370 LUNA et al.

F IGURE 2 Particle selection criteria based on electrode array symmetry. (A) A bright-field top view of the DEP chip electrode array
where the trajectories of the particles have been traced in TrackMate. The dark dots are the 10-µm yellow–green fluorescent beads at their
starting locations. Their final collection locations are indicated by the small pink circles. (B) The quadrilateral symmetry of the electrode array
resulted in particles having similar trajectories with starting locations 90◦ and 180◦ away from each other around the circular electrode. (C)
Similar starting locations were grouped into angular categories defined in the positive quadrant of the electrode by the green lines. The dotted
pink lines indicate the inner and outer limits of the particle inclusion zone. Each of the angular regions was labeled by the center angle: 90◦,
67.5◦, 45◦, 22.5◦, and 0◦. (D) Representative particles and tracks for each of the angle categories with starting locations circled in red and their
collection location circled in pink with the blue line tracing the trajectory. DEP, dielectrophoresis

particles to complete their trajectory from their random
initial x,y position toward the final nDEP collection
location in between the electrodes as shown in Figure 1.

2.3 Particle tracking and particle
selection criteria

Using Fiji image analysis software, the bright-field image
showing the random starting location of the particles
before DEP application was merged into the stacked TIFF
that contained frames recorded under fluorescent GFP
imaging. Merging these images established the initial
position of the particles relative to the electrode loca-
tion throughout the particle-tracking analysis. The images
were further processed using the Fiji plugin TrackMate.
This software identified the centroid of the particles and
tracked their position from frame to framedrawing a line to
visualize the trajectories over time as shown in Figure 2A.
The individual particles inside the red circles were selected

for analysis using the criteria outlined later. The wavy light
gray lines were the electrical connections between the dif-
ferent electrodes and were designed to allow electrodes of
different polarities to sit directly next to each other in a
checkerboard-like pattern.
The repeating pattern of electrodes within the array

created an electric field around individual electrodes
with quadrilateral symmetry, as shown in Figure 3A.
This allowed us to divide the electrode into quadrants.
Particles with starting locations that were 90◦ and 180◦
from one another around the electrode had similar sym-
metrical trajectories as shown in Figure 2B allowing us
to flip and rotate the trajectories from all four quadrants
toward the positive upper right quadrant of the electrode as
shown in Figure 2C. This shift gave the particles a common
quadrant and a shared origin allowing us to make direct
comparisons between the trajectories. The origin (0,0) was
set to be the centroid of the electrode setting the working
environment to the positive quadrant of the electrode, as
shown in Figure 2C.
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F IGURE 3 Simulation of the electric field factor ∇|𝑬|2 and theoretical particle trajectories. (A) A 300-µm by 300-µm top view of the
DEP chip showing a COMSOL simulation of the electric field factor ∇|𝑬|2. The color bars here, and in F–H, represent the base-10 exponents
of the electric field gradient magnitude in V2/m3. (B) The user defined mesh across the geometrical model of the electrode array. (C) A
zoomed-in view shows the finer mesh around the electrode edges. (D) A scatterplot of the specific locations where electric field values were
determined by COMSOL. (E) An example of a representative theoretical path that starts in the 0◦ angular category, 5 µm away from the
electrode edge. (F) The electrode with the angular categories defined by the straight purple lines and the theoretical paths starting from the
center of each category as the red lines. (G) A wide-field view to show how the paths fit into the larger electrode array. (H) This zoomed-in
view shows the experimental tracks as the blue dotted lines following similar trajectories to the theoretical paths (red solid lines). The
distances between the dots indicate that the particles moved faster in the high-field regions. (I) The velocities of the particles are color-coded
along their observed path represented in pixels-traveled/frame. DEP, dielectrophoresis

Single particles were selected, avoiding particle clus-
ters, to study individual particle movement. We selected
for individual particles that had starting locations within
defined inner and outer limits around the electrode edge,
as shown in Figure 2C, and these starting coordinates
were recorded. Particle trajectory was heavily dependent
on angular starting location relative to the centroid of the
electrode, so the selected particles were further organized

by similarity in their angular starting position around
the electrode edge (Figure 2C). The positive quadrant
was divided into five angular spaces to categorize the
tracks. Each angular space was labeled using the angle
that passed through the center of the region. The cate-
gories were 90◦, 67.5◦, 45◦, 22.5◦, and 0◦. Figure 2D shows
example particle tracks from each of the five angular
categories.
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2.4 Theoretical particle path
calculation based on electric field gradient
𝛁|𝑬|𝟐

COMSOLMultiphysics was used to create a finite element
method (FEM) model of the electrode array to calculate
the magnitude of the electric field factor ∇|𝑬|2 from the
DEP force equation (Equation 1). This was done across
a subsection of the electrode array with one complete
electrode in the center and partial electrodes around it
(Figure 3A). This simulation showed that the electric
field intensified around the electrode edges, where pDEP
collection occurred, and decreased out to the furthest
points in-between the electrodes, where nDEP collection
occurred.
To enable a visualization of the field, it was necessary to

graph the magnitudes on a log10 scale. The magnitude of
the electric field factor was determined in COMSOL using
the following expression:

log10

√√√√√(
𝜕|𝑬|2
𝜕𝑥

)2

+

(
𝜕|𝑬|2
𝜕𝑦

)2

+

(
𝜕|𝑬|2
𝜕𝑧

)2

(2)

The model used 𝒏 ⋅ 𝑱 = 0 for the boundaries above
and below the plane of the electrode array where 𝑱 is cur-
rent density and 𝒏 is the vector normal to the plane of
the electrode array. The boundaries around the periph-
ery of the electrode array subsection had a periodicity
defined in COMSOL to be continuity meaning that the
array subsection would repeat itself infinitly in the x and
y directions to model the center of the 1000 electrode
array. This prevented edge effects at the periphery of the
subsection.
For the geometric structure of the model, we defined a

mesh with finer elements around the electrodes to provide
greater detail in these critical material boundary regions
where changes in conductivity occurred (Figure 3B andC).
With the COMSOL Multiphysics’ FEM approach, these
finer mesh sizes provided a better approximation of the
electric field. In Figure 3D and E, the dots in the scatter-
plots show x,y coordinates where the COMSOL FEM sim-
ulation computed an electric field value (590,220 total data
points). This dataset was used to calculate the theoreti-
cal particle trajectories, through slope tracking, by utiliz-
ing Python’s scipy spatial KDTree nearest neighbor search
and numpy. This process began with the starting coordi-
nate and identified the next adjacent point with the low-
est ∇|𝑬|2 value. This process was repeated for each subse-
quent point to trace a connected path from the high- to the
low-field region.
Other methods exist to calculate particle motions in the

environment of the DEP chip taking into account mul-

tiple different factors such as particle characteristics and
theoretical fluid flow forces. We chose this slope track-
ing method because it allowed us to determine theoreti-
cal trajectories based only onDEP forces without influence
from other factors that might be present in the chip. This
enabled a direct comparison between theoretical paths
from nDEP forces and observed experimental trajectories.
We determined an initial starting coordinate for each of the
five angular categories. This path simulated the trajectory
taken by a particle experiencing only nDEP, starting near
the electrode edge and being repelled toward the low-field
region (Figure 3F).

3 RESULTS AND DISCUSSION

3.1 nDEP collection and video recording

The 10-µmdiameter beadswere chosen because they could
be individually identified under both bright-field and flu-
orescent conditions, which facilitated tracking protocol
development by associating individual particles with their
individual tracks. To reduce the computational time for
data processing, the obtained video frames showing the full
view of the electrode array were cropped into four different
subsections. Each subsection was handled as an individual
video with a total of 16 subsections being analyzed.

3.2 Particle tracking

As described earlier, selection criteria were applied to
the particles based on their starting location to enable
direct comparisons between tracks. In nDEP, the high-
field regions around the electrodes repelled the particles
forcing them to travel towards the low-field regions
between the electrodes. After applying the particle selec-
tion criteria to the video analysis, a total of 64 particles
were included in the study. We did not include parti-
cles with starting locations within the electrodes as the
electric field gradient showed that this region had lower
strength compared to the electrode edge and particles
could get trapped inside by the surrounding high-field
region at the electrode edge. In the DEP collection videos,
regardless of the location that the particles started at, it
was observed that the particles moved faster near the
electrode edgedecreasing their velocity as they entered
lower field regions. This supports the concept that the
strength of the DEP force was influenced by the intensity
of the electric field gradient, as shown in Figure 3H.
Here a subset of the experimental trajectories was plotted
showing the location of each particle from each frame
of the movie as a dot . The dots were spaced further
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apart from each other in the high-field region and came
closer together as a particle reached the lower intensity
regions of the electric field gradient. This showed that
the velocity of the particles decreased after exiting the
high-field region. Figure 3I shows the TrackMate paths
with the velocity magnitude color-coded along the path
with the yellow circles indicating where particles moved
faster.
The selection criteria and angular division of space to

categorize the particles suggest that the path taken by the
particlewhen aDEP force is exerted on it is strongly depen-
dent on the initial starting location, even if the centroids of
the particles are separated by just 5 µm (Figure 4).

3.3 Simulation of electric field gradient
and simulation-based theoretical path

The model presented in Figure 3A is a representation of
the electric field factor ∇|𝑬|2 of the DEP force equation
(Equation 1) using the parameters that are set by our exper-
iments. The theoretical paths and the example in Figure 3E
inform that this model, our dataset, and our algorithm can
be used to predict the DEP movement of particles from
arbitrary starting points within the simulations. We found
that the trajectories varied as the initial x,y location of the
particle changed.

3.4 Simulation-based calculated path
comparison to experimental data

In Figure 4, the theoretical paths are plotted using thick red
lines alongwith the experimental paths using thinner lines
for each angle category. Variations in distance between the
experimental and theoretical paths in each category were
less than 20 µm. The quantity of experimental tracks in
each category varied due to the random starting location of
the particles before DEP was applied. In Figure 4F, all 64
experimental particle paths are plotted along with the the-
oretical path in each angle category. Together they show
the symmetry of collection around the 45◦ angle.
The starting position of the particle was observed to

heavily influence the trajectory. Particles within each
angle category were observed to take similar paths due
to their similar starting locations. In Figure 4A and E,
the theoretical paths (thick red lines) took a sharp 90◦
angle on their way from the electrode edge to the global
minima. Several of the experimentally observed particles
took this sharp turn as well when their starting locations
were closer to the starting position of the theoretical
path. This sharp turn was due to a local minimum—a
saddle point—directly between two electrodes that the

particles were pushed towards; this was ultimately an
unstable location and the particles continued to follow the
gradient to the global minima in the center among four
electrodes. The observed sharpness of the turns decreased,
becoming curved turns for particles in the 67.5◦ and 22.5◦
angle categories (Figure 4B and D), thus showing some
influence from the local minima directly between the two
electrodes. In Figure 4B, the particle starting locations for
the 67.5◦ category were randomly all below the theoretical
path (thick red line), but they all had curved trajectories
similar to the theoretical path. In Figure 4C, the starting
locations varied by less than 15 µm in distance, and the
resulting trajectories showed that even this difference
could alter the curvature of the trajectory. Particles start-
ing closer to the 45◦ angle had straighter trajectories
that closely followed the theoretical path and particles
with starting locations further away had slight curvatures
to their overall path. Figure 4D had random starting
positions well dispersed above and below the theoretical
path at 22.5◦. Particles that had starting positions further
away from the theoretical path still had similar shaped
trajectories. As in the 67.5◦ category, the experimental
paths had a curvature toward the local minima between
two electrodes. In Figure 4F, all the particles are plotted
in their respective angular categories with the inner and
outer inclusion limits shown by purple dotted lines and
the origin at the centroid of the electrode. This plot shows
how important starting locationwas to the trajectory of the
particles and how the trajectories more closely matched
the theoretical path as the starting locations of the parti-
cles and theoretical paths came closer together. The solid
green lines are the angle category boundaries. The dashed
green line represents the 5-µm extension from the elec-
trode edge defining the initial location of the theoretical
paths.
The random starting location of each particle meant

that most did not coincide directly with the starting
location of the theoretical paths calculated for each angle
category shown in Figure 4. Although the theoretical
paths closely match the observed experimental paths,
there were deviations of less than 20 µm. To understand
if the observed deviations could be accounted for by
the differences in particle starting location, additional
theoretical paths were calculated. These theoretical paths
had starting locations that bracketed the particle starting
locations in each angular category, as shown in Figure 5.
Here, we combined the 0◦ and 90◦ categories together
(Figure 5A) as well as the 22.5◦ and 67.5◦ categories
(Figure 5B) using the symmetry of the electrode array to
show the full range of particle starting locations. These
bracketing theoretical paths are represented by the thick
red lines. The experimental particle paths mostly fell
within the confines of these theoretical paths showing
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F IGURE 4 Similarities between theoretical and experimental particle tracks. The theoretical paths are shown using thick red lines and
the experimental tracks are the thinner lines. These plots show the particle paths are highly influenced by their initial starting locations
relative to the electrode. (A) The 90◦ category shows both the theoretical and the experimental trajectories taking a sharp turn near the local
minima directly between two electrodes. (B) The 67.5◦ category shows the majority of the experimental tracks had initial locations below the
starting point of the theoretical path but still had trajectories that were similar. (C) The 45◦ category showed a straighter trajectory toward the
low-field region. (D) In the 22.5◦ category, some of the tracks with straighter paths showed a starting location closer to the 22.5◦/45◦category
boundary. (E) The 0◦ category was similar to the 90◦ category. (F) A compilation of all the particle tracks in each category with their
theoretical paths (thick red lines)
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F IGURE 5 Similarity between theoretical and experimental
particle trajectories. The observed variation in experimental particle
trajectories within each angular category was mainly due to small
variations in starting location. Theoretical paths calculated with
starting locations on either side of the experimental starting
locations bracketed the majority of the experimental paths. (A) Due
to symmetry, the 0◦ and 90◦ angular categories were combined to
show the full extent of variability. This plot includes theoretical
paths in thick red that bracket the extent of experimental starting
locations. (B) The experimental paths in the 67.5◦ and 22.5◦

categories were combined and largely contained by theoretical
paths that bracket the experimental starting locations. (C) The
bracketing theoretical paths around the 45◦ angle also contained the
observed experimental paths. (D) An overlay of all the experimental
paths (dotted blue lines) and theoretical paths (solid red lines)

that the starting location can account for the majority of
this observed variability. The main variance occured with
many of the particle paths extending above the theoretical
paths in the 90◦ and 0◦ category and with the end point
for many particles in the 67.5◦ and 22.5◦ categories ending
below the theoretical location. These variances occurred
in the regions of relatively low electric-field strength
where the nDEP forces could move the particles close to
the center of the global minimum but may not have been
large enough to continue to move the particles to the very
center, as shown in the upper right corner of Figure 5D.

4 CONCLUDING REMARKS

We tracked the motion of 10-µm diameter polystyrene
beads under the influence of nDEP generated by an elec-
trode array and observed that the overall particle trajec-
tory was highly influenced by the starting location of the
beadwith respect to its angular position around the nearest

circular electrode. These experimental trajectories showed
that particles were repelled by the high electric field region
around the electrode edge and headed toward the low-
field region between electrodes. Particles from the 0◦ and
90◦ angle categories were first pushed in a straight line
toward the nearest local minima of the electric field but
completed their trajectory by making a sharp angled turn
toward the collection region at the global minima located
between four electrodes (Figure 3A). It was observed that
the particles from the 22.5◦ and 67.5◦ angle categories took
a slight curve likely caused by influence from the local
minima between the two electrodes nearest them. Parti-
cles in the 45◦ category were closer to the global minima
such that some experienced almost a straight-line motion
toward this low-field region, arriving faster than particles
from the other categories.
The experimental paths closely followed the calculated

theoretical paths predicted for just the nDEP force itself.
This was shown in Figure 5 where theoretical paths, with
starting positions that bracketed the starting positions of
the experimental beads, largely bracketed the entire set
of experimental trajectories. This indicates that in these
studies, nDEP was the dominant force directing particle
motion and that fluid flow and effects from other phenom-
ena, such as thermal convection and electroosmotic flow,
playedminimal roles in particlemotion. This also indicates
that the variation in experimental trajectories was mostly
due to the starting location of the beads.
The observed deviations between experimental and the-

oretical paths in Figure 5A andBoccurred in regionswhere
the field strength was relatively low (Figure 5D), indicat-
ing there was not enough force to carry the beads all the
way to the center of the global minima. Less variation was
observed in the 45◦ angle category likely due to the direct
path available to reach the global minima.
The agreement between the theoretical and the exper-

imental paths also validates our electric field model and
will enable the future addition of complexity. Moreover,
the rotational symmetry of the trajectories from particles
starting 90◦ and 180◦ from one another around the elec-
trodes inform that the DEP force was consistent and stable
across the electrode array.
The particle tracking and theoretical path calculation

protocols developed in this study can be applied to future
investigations looking at the behavior of smaller parti-
cles along with media of different conductivities, and
changes to the applied voltage and frequency. Future
work to determine crossover frequencies for simultaneous
pDEP nanoparticle collection and nDEP cell trapping, and
exploring particle velocities at different DEP parameters,
could help optimize the separation of cells and circulat-
ing nanoparticles in human blood samples to enable future
diagnostic applications.
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