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A correlation graph attention network
for classifying chromosomal instabilities
from histopathology whole-slide images

Liangliang Liu,1,2,* Ying Wang,1 Jing Chang,1 Pei Zhang,1 Shufeng Xiong,1 and Hebing Liu1,*

SUMMARY

The chromosome instability (CIN) is one of the hallmarks of cancer and is closely
related to tumor metastasis. However, the sheer size and resolution of histopa-
thology whole-slide images (WSIs) already challenges the capabilities of compu-
tational pathology. In this study, we propose a correlation graph attention
network (MLP-GAT) that can construct graphs for classifying multi-type CINs
from the WSIs of breast cancer. We construct a WSIs dataset of breast cancer
from the Cancer Genome Atlas Breast Invasive Carcinoma (TCGA-BRCA). Exten-
sive experiments show that MLP-GAT far outperforms accepted state-of-the-
art methods and demonstrate the advantages of the constructed graph networks
for analyzingWSI data. The visualization shows the difference among the tiles in a
WSI. Furthermore, the generalization performance of the proposed method was
verified on the stomach cancer. This study provides guidance for studying the
relationship between CIN and cancer from the perspective of image phenotype.

INTRODUCTION

Clinical motivation

The chromosome instability (CIN) is one of the hallmarks of cancer and is caused by continuous errors in

chromosome segregation during mitosis. The CIN is the main driver of tumor evolution and can promote

cancer metastasis by maintaining the autonomous response of tumor cells to cytoplasmic DNA.1,2 The sta-

tus of the CIN not only determines intra-tumor heterogeneity and complexity but also has implications for

carcinogens and therapeutics.1,3,4 For example, Smid et al.5 studied global patterns and the individual sta-

tus of the CIN to determine the prognostic relevance between breast cancer subtypes. They suggested

that an elevated CIN and consequent high aneuploidy burden is associated with poor breast cancer prog-

nosis. Scribano et al.6 found a direct correlation between the CIN and the cancer treatment corner-stone

paclitaxel in breast cancer patients, their findings supported the use of CIN as a predictive biomarker for

the paclitaxel response. In addition, they suggested that increasing the CIN status improves the clinical

utility of paclitaxel. Through a comparative analysis of 1,421 patients from 22 tumor types, Watkins

et al.4 found that a continuous CIN status leads to widespread heterogeneity in somatic copy number,

which affects the entire tumor-evolution process. Therefore, accurate classification and analysis of the

CIN status is vital for cancer patients.

Although the CIN is clearly important for cancer diagnosis and treatment, due to the complexity of CIN

detection, the professional testing equipment required for the biopsy and the complex analysis in clinical

testing translate into a prohibitive consumption of human and financial resources. Histopathological

whole-slide images (WSIs), which carry information of the biopsy, may be analyzed by computer algorithms

to predict the CIN status. However, classifying the CIN status depends on the size of the WSI and the loca-

tion of the target area. For example, Figure 1 shows a 728 MB WSI with dimensions of 97104 3 81862 3 3.

Large images not only impose a severe computational burden but also pose serious challenges to the

processing algorithms. As shown in the top row of Figure 1, the image contains significant background in-

formation that is irrelevant to the target tissue. The second row of Figure 1 shows that the three different

magnifications present different details of the tissue. Figures 1A–1C show that weaker magnifications do

not reveal the details of the tissue and that, as the magnification increases, the level of tissue detail also

increases. However, as shown in Figure 1C, the scale of the clear detail image in the entire WSI is too small,

which makes it difficult for the inspecting doctor or algorithm to find the target tissue within the sheer size
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and resolution of the WSIs. Therefore, how to balance the rich resolution and the WSI size is a topic worthy

of study.

Although many previous studies have studied the CIN status, they mainly analyzed the relationship be-

tween the CIN and tumor via pathological detection or pathological experiments, which required signifi-

cant manpower and material resources. To address this difficulty, an efficient algorithm is highly desirable

to automatically classify the CIN status of tumors.

Related work

Significant progress has beenmade in the application of machine learning in various scenarios, including the

prediction of CIN status in tumor patients.7–10 Most of these studies are based on gene expression data; the

correlation between CIN status and gene expression is used to explore cancer treatment options and drug

development. Singh et al.9 adopted the random forest technique to select features from gene expression

profiles and developed a predictive model. They analyzed how CIN status affects dividing cells, thereby

revealing potential mechanisms for an increase in CIN status in the late stage of papillary renal cell carci-

noma. Shafat et al.8 established a suite of eleven single nucleotide polymorphism (SNP) array-based signa-

tures of various forms of CINs and extracted a compendium of significantly associated genetic features by

using amachine-learningmethod. Their study identified the signature of various forms of CIN that could pro-

vide potential new genomic targets for drug development for breast and ovarian cancer. In addition, Luxton

et al.11 used the XG boost model to analyze the relationship between CIN and genomic instability, thereby

enabling risk assessment of the response of cancer patients to radiotherapy and adverse late health effects.

Although machine learning-based methods have obtained relatively successful results for the association

between the CIN and tumors, these studies were based on dozens of samples. In addition, the acquisition

and cleaning of a large amount of genomics datarequires significant financial and material resources. Given

that WSIs of tumor tissue carriers exist in large numbers, the related research may be based on WSI data.12

Recently, deep learning-based methods have achieved a spectacular success in the biomedical image analysis

tasks, including stroke segmentation, skin cancer diagnosis, retinal disease, brain tumor classification, andbreast

cancer.13–20Manystudies followed this trendandnowuseneural networks to learnpatch-level feature information

fromWSI data. For example, Coudray et al.14 proposed adeep convolutional neural network (CNN; inception v3)

on patch-wise features from WSIs to assess the stage, type, and subtype of lung tumors. The performance of

inceptionv3 reached the level of the visual inspectionbypathologists. Similarly, to reduce theworkloadof pathol-

ogists’ visual inspection, Chen et al.21 used a neural network to classify anddetect liver cancer genemutation sta-

tus on thepatchesof thehematoxylin andeosin (H&E) images. Fuetal.22 usedadeep transfer learningnetwork to

classify multi-type cancer from H&E images. The experimental results show the significant potential of neural

A B C

Figure 1. Illustration of a WSI with different magnifications

The top row shows the overall WSIs. The second row shows a part of the WSI with different magnifications. (A) A rectangular patch with 43 magnification,

(B) a rectangular patch wit 103 magnification, (C) a rectangular patch with 403 magnification.
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networks in tumor histopathology research. To predict CIN status from patches in H&E images, Xu et al.23 pro-

posed a deep learning-based prediction model and found that tumor patients with higher CIN status translate

into greater heterogeneity within the breast tumor. Although effective, these deep-learning methods use WSIs

to assist the visual inspection by pathologists but still have to face the following challenges: (1) the large size of

WSI. These methods usually adopted tissue segmentation and tile extraction to extract feature information

fromaWSI. For example,Bilal et al.24 usedResNet34method topredict the statusof theCIN, keymolecular path-

ways, and mutations by dividing the entire WSI into tiles of equal size. However, this strategy ignores the corre-

lationbetween tiles, resulting in limitedperformanceof thepredictivemodel. (2) Thepresenceof numerousback-

groundareas isa secondchallenge.Tumor-tissueblocks inWSIsalwayscontainnon-tumor tissue,which increases

the difficulty for the predictivemodel todiscover regionsof interest (ROIs). (3) CNNsalways learn over patch-wise

featues, which limit the ability of the model to capture global contextual information. Thus, without proper

models, deep-learningmethods that adopt a simple strategy of fragmenting large-scaleWSIs have difficulty fully

mining the features of WSI target tissues and the associated information between features.

Progress has recently beenmade inmodeling the spatial information of the sheer size and resolution ofWSIs

using graph-based data and graph convolutional networks (GCNs).25–29 For example, Konda et al.27 pro-

posed a GCN model based on the manual selection features by the pathologist of the ROI of WSIs. The

GCN was trained and tested on the graphs that were constructed from the nodes and edges of the tiles

of a WSI. This GCN was applied to the resulting graph to aggregate the features for final classification on

two image classification datasets. Similarly, based on manual selection ROIs, Zhenget al.29 built a GCN-

based diagnostic region attention network (DRA-Net). DRA-Net learns pathology knowledge from the im-

age content within diagnosis paths and provides decision support for auxiliary diagnosis. In addition, Gao

et al.30 proposed a group quadratic GCN (GQ-GCN), which was executed on the graph that features WSIs

obtained by a CNN. They used quadratic operations to enhance the GQ-GCN’s feature selection capabil-

ities. GCN-based research can enhance the prediction of the final target by modeling different ROI regions

and the relationship between regions. At present, these methods construct maps by manually selecting

ROIs. How to define the relationship between these ROIs is another problem requiring attention.

Contributions

In order to explore the method of CIN status prediction based on WSI, this study proposes a novel frame-

work for classifying the CIN status from WSIs. Our method includes three parts: First, we fully exploit the

sheer size and resolution of theWSIs and build a tile vector and correlation-based graph for each WSI. Sec-

ond, an MLP-based GCN is proposed to classify the CIN status of breast cancer. Third, MLP-GAT is vali-

dated on the processed WSIs from public dataset TCGA-BRCA. In summary, our contributions are 3-fold.

(1) We propose a correlation graph attention network (MLP-GAT) to classify multi-level CINs from the

WSI of breast cancer.

(2) We use the combination of the MLP and the cosine similarity (CS) methods construct the nodes and

edges of the graph, which not only balance the spatial information and contextual information of a

WSI but also bypass the WSI scale and resolution dilemma.

(3) The generalization performance of the proposed method was verified on the stomach cancer. This

study provides guidance for studying the relationship between CIN and cancer from the perspective

of image phenotype.

The rest of the paper is organized as follows: Section "methodology" introduces the architecture of the

proposed MLP-GAT. Section "material and data preparation" introduces the material and data prepara-

tion. Section "experiments and results" shows empirical comparative and ablation experiments that inves-

tigate the contributions of the individual components of the proposed network. Finally, we discuss and

summarize this study in Section "discussion".

Methodology

Overview of MLP-GAT

As shown in Figure 2, with the input WSI data, MLP-GAT architecture consists of seven parts. Fig-

ure 2A shows the tiles with 256 3 256 pixels. None of the tiles overlap and all of the tiles of each object

come from the ROI in a WSI. Figure 2B shows each tile is flatted into a tile vector with dimensions
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256 3 25633. There are n tiles in a WSI and each tile has three channels. Figure 2C shows the MLP

network used to extract dimensionally reduced tile vectors. Figure 2D shows the extended layers for

tumor classification, which is used to fine-tune the MLP method. Figure 2E shows the determination

of correlation values between any two tile vectors based on the CS method. Figure 2F shows the rep-

resentation of a constructed graph. Finally, Figure 2G shows the proposed two-layer MLP-GAT and out-

puts the CIN status of the input WSI.

Processing whole-slide image

The sheer size and resolution of theWSI create severe challenges for image-analysis algorithms. In this study, we

draw on the experience of other scholars to slice theWSI.24,27 As shown in Figure 2A, we divide the intermediate

regions of each inputWSI into 78 adjacent non-overlapping tiles and each tile with dimensions 2563 25633. To

facilitate the input of the fully connected layer in theMLPmodule,weuse theFlattenLayermethod31 to compress

each tile of the same WSI into a one-dimensional vector, which is shown in Figure 2B.

A B C D

E

FG

Figure 2. Overview of MLP-GAT architecture

The MLP generates tile feature vectors that are used to construct the graph vertexes. The CS calculates the correlation

coefficients between feature vectors, which are used to construct the graph edge weights. The MLP-GAT takes the graph

as inputs and predicts the status of CIN. (A) shows the tiles with 256 3 256 pixels. (B) shows each tile is flatted into a tile

vector with dimensions 256 3 25633. (C) shows the MLP network used to extract dimensionally reduced tile vectors. (D)

shows the extended layers for tumor classification. (E) shows the determination of correlation values between any two tile

vectors based on the CS method. (F) shows the representation of a constructed graph. (G) shows the proposed two-layer

MLP-GAT and outputs the CIN status of the input WSI.
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Multi-layer perceptron

AnMLP is a classical artificial neural network with forward structure, including input layer, output layer, andmul-

tiple hidden layers. The hidden layers of anMLP can learn themapping relationship between the input layer and

the output layer and realize transformation of feature dimensions. The layers of the MLP are fully connected.

The MLP model is a key part of the MLP-GAT model, each MLP consists of two fully connected layers and

Gaussian error linear unit (GELU) nonlinearity.32 Let X be a one-dimensional vector input for MLP (X˛ Rm3n)

and m and n be the number and dimension of X, respectively. The output of the first fully connected layer H

is then defined as:

H = XW1 +b1; (Equation 1)

where X denotes the input of the MLP. W1 andb1 are the weight and deviation of the first fully connected

layer, respectively.

To increase the nonlinearity of the MLPmodel, we add a GELU nonlinearity activation function between the

two fully connected layers. The GELU activation function comprehensively draws on the advantages and

disadvantages of dropout, zoneout, and Relu. GELU is an input-dependent stochastic regularization

method that takes the Bernoulli-distributed probability function[Bernoulli(FðxÞ)] multiplied by the input

neuron x. Specifically, we multiply xby a 0 or 1 mask (m). The Bernoulli-distributed probability function

FðxÞ is defined as follows:

m � BernoulliðFðxÞÞ;

whereFðxÞ = PðK % xÞ; K � Nð0; 1Þ; (Equation 2)

where K is a random variable, when K%FðxÞ, m = 0, when KRFðxÞ, m = 1.FðxÞ is the distribution function

of the normal distribution, strictly increasing. Therefore, the smaller x is, the smaller FðxÞ is and the smaller

the probability of m = 1; otherwise, the larger x is, the greater the probability of m = 1.

The GELU is defined as follows:

GELUðxÞ = xPðK % xÞ = xFðxÞ = x
1

2

�
1 + erf

�
xffiffiffi
2

p
��

; (Equation 3)

where x is a neuron of the first fully connected layer output H.

The GELU scales a neuron x by probability. Specifically, if the output xo of a neuron in the same layer is

larger than the output of other neurons, the scaling factor of xo is larger. Furthermore, GELU(x) can be

approximated as32:

0:5x

 
1 + tanh

" ffiffiffi
2

p

r �
x + 0:044715x3

�#!
or xsð1:702xÞ: (Equation 4)

The output of an MLP can be defined as follows:

O = bHWo +bo; (Equation 5)

where bH, Wo, and bo are the output of the GELU, the weight of the second fully connected layer, and the

deviation of the second fully connected layer, respectively. Note that, when the dimension of O is less than

X, MLP also plays a role in dimension reduction while extracting features.

To obtain the dimensionality-reduction features, a fully avg-pooling layer, a dropout layer, a fully con-

nected layer, and a softmax activation function are successively added following the MLP model for super-

vised learning tumor classification (Figure 2D). This process is carried on theWSI-level. The tile size is 2563

256, the one-dimensional vector size of each flattened tile is 196608 3 1 (256 3 25633), and we use the

output vector of the second fully connected layer as the extracted feature of a tile.

Correlation analysis

In addition to node information, edge information is also an important part of a graph network. The

edges reflect the strength of the association between two nodes. The interaction between nodes can be
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accurately modeled if the correct association relationship is obtained. In our study, we use the CS method

to measure the correlation relationship between two vectors in the extracted vector matrix. The obtained

correlation coefficients represent the edge weights between any two nodes in a graph.

The CS method uses the cosine value of the angle between two vectors in vector space as a measure of

the correlation coefficient between individuals.33 The closer the correlation coefficient is to 1, the closer

the included angle is to 0o; that is, the more similar the two vectors are. Let a and b be two vectors. The

correlation coefficient can be defined as:

cosða;bÞ =

Pn
i = 1ðxiyiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i = 1ðxiÞ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i = 1ðyiÞ2
q =

a$b

kakkbk ; (Equation 6)

where n is the number unit in vector a or b, and xi is the i-th unit in vector a (such as yi in b).

Representation of constructed graph

The precise discrimination ability of the graph depends on the node values and edge weights. As shown in

Figure 2B, we construct the nodes and edges of a graph using theMLP and CSmethods, respectively. In the

constructed graph, the connection relationship between any two nodes is determined by the correlation

coefficient of the corresponding tile feature vectors in a WSI. Here, each WSI is mapped onto a vector ma-

trix of size 783 128, where each WSI keeps 78 slices. Thus, there are 78 nodes in a graph. Based on Section

"correlation analysis", if the correlation coefficient between the vectors is greater than 0, the correlation

coefficient is reserved as the edge weight between two nodes; otherwise, there is no connection between

them.

MLP-GAT

Although GCNs can alleviate the challenges brought by WSI through tile images, GCNs treat all neigh-

boring nodes equally during convolution operation and cannot assign different weights according to

node importance. To solve this problem, we employ two measures: (1) We use the MLP method to

construct the correlation between nodes in the graph (Sections "correlation analysis" and "representation

of constructed graph" provides details). (2) A graph attention network (GAT) based on masked self-atten-

tion layers is proposed to assign the weight of different nodes in the adjacent node set.

The proposed MLP-GAT network is based on graph attention layers.34 In an MLP-GAT network, we use the

correlation coefficient as the attention coefficient between nodes vi and vj, the attention coefficient eij is

defined as:

eij = Attention
�
vi; vj

�
= cos

�
vi; vj

�
: (Equation 7)

We directly aggregate the complete neighborhood NðiÞ of a node vi. We draw on the essence of masked

graph attention34 and only allow adjacent nodes to participate in the attention mechanism of the current

node. The adjacent nodes are the first-order adjacent nodes (including the node itself). The attention score

of node vi is defined as:

aij h softmaxj
�
eij

�
=

exp
�
eij

�P
K ˛NðiÞexpðeikÞ ; (Equation 8)

where softmaxjðÞ is used to normalize the across nodes of j, which is works as the attention coefficients for

node vi, which makes the attention coefficients between different nodes easy to compare. The expðÞ is an
exponential function.

These attention scores can be used to define the propagation rule for the GAT layer. In the training process,

the attention scores aij are used to weight the different contributions vj for the update of vi based on the

coefficient value (correlation coefficient). To stabilize the self-attention learning process, we use a multi-

head attention mechanism, which is defined as:

x0i =

				Pp = 1
s

 X
j˛NðiÞ

apijѲ
p
j

!
; (Equation 9)
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where P refers to the number of used heads, Ѳp
j represents a learned linear transformation of node j. Spe-

cifically, the P independent attention mechanisms are transformed according to Equation 9 to obtain up-

dated node output features, and then the P features are concatenated and transferred to the next GAT

layer. Only the last layer performs an averaging of the different received representations.34

In terms of GAT optimization, we draw on the experience of Chen et al.,35 MLP-GAT consists of three graph

attention hidden layers. We perform the averaging operation on all node features in the last layer andmake

the classifying topics using the softmax activation function.

Material and data preparation

Dataset

The WSIs along with clinical and genomic data were downloaded from the TCGA-BRCA (https://portal.

gdc.cancer.gov/). This dataset contains clinical, genetic, and pathological image data of patients, allowing

data mining analysis by correlating cancer phenotype with genetic information. There are 1,098 patients

covering five carcinoma types, including 778 cases of ductal carcinoma (DC), 201 cases of lobular carci-

noma, 16 cases of mucinous carcinoma, 8 cases of papillary carcinoma, and the remaining cases are mixed

carcinoma. The formalin-fixed paraffin-embedded diagnostic H&E-stained histopathology WSIs from

primary tumor sites are the subject of our study. After removing WSIs that lack magnification information,

and/or WSIs with artifacts, including tissue folding, air bubbles, and out-of-focus regions, we get 896 cases

with 896 WSIs, including 680 cases of ductal carcinoma, 200 cases of lobular carcinoma, and 16 cases of

mucinous carcinoma.

We follow the method of Salas et al. and adopt segments with log-transformed mean copy number values

as the basis for calculating CIN status.36 Specifically, we use whole exome sequencing-based copy number

variation data to calculate the fractional genome altered value of the same cases. By examining the frac-

tional genome altered distribution for all 896 cases, we label cases with fractional genome altered values

less than 0.3 as low CIN; those with fractional genome altered value greater than or equal to 0.3 as high CIN

and the remainder as moderate CIN.

Image preprocessing

The sheer size and resolution of the WSIs limit the performance of the algorithms. In addition, the white

background and noise in WSI would be a challenge. Therefore, we use a single overall ROI with dimensions

of 20000 3 20000 pixels at 403 magnification to represent a WSI. For each WSI, the white background ac-

counts for almost half of theWSI area, but has nothing to do with pathological tissue. Therefore, the chosen

ROI avoids the white background as much as possible. We define the intermediate region of a WSI by ob-

taining the WSI center coordinate. We obtain the center coordinate according to the size of WSI, and then

select the 20000 3 20000 pixels as the ROI area with the center coordinate. We use a sliding window with

dimensions of 2563 256 pixels to slide in the ROI area and extract 78 tiles from eachWSI without overlap. In

addition, we normalize each tile using the Python library (HistomicsTK) to convert the color features to the

desired annotations to reduce the batch effect between different WSI.37 Overall, we get 78 tiles from each

WSI, the labels of these tiles are consistent with the WSI from which they came.

Experiments and results

Experimental setup

There are three steps to train the entire pipeline. We first train the MLP and extended layers to produce tile

vectors in the supervised manner. We then use the CS method to generate correlation coefficients. Finally,

we construct graphs that are used to train and test the MLP-GAT. All the experiments are implemented in

Pytorch on a papillary carcinoma with an NVIDIA GeForce Titan X Pascal CUDA GPU processor. There are

four metrics to evaluate the performance of the proposed network, including accuracy (ACC), sensitivity

(SEN), specificity (SPE), and area under the receiver operating characteristic curve (AUC).

Tile vector and correlation coefficient learning

As shown in Figures 2C and 2D, the MLP is used to extract a tile vector and extended layers are used to

predict the subtype of tumors in the supervised manner. We extract tile vectors for 896 cases. At this stage,

896 cases are divided training set and testing set (8:2), the training set is used to train and fine-tuning MLP

and the extended layers, the testing set is used to verify the performance of this proposed method. As
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introduced in Section "multi-layer perceptron", we use the flattened tile vector of dimensions 196608 3 1

as the input for the MLP, we use the output vector of the second fully connected layer of the MLP as the

extracted feature of the input tile, with dimensions 128 3 1. Finally, each WSI can be mapped into a vector

matrix of size 783 128. In this study, we use these vectors to construct nodes in the graph network. In addi-

tion, we use the CS method to measure the correlation coefficient between two tile vectors, as introduced

in Section "correlation analysis". We use these tile vectors and correlation coefficients to construct the

graph on the WSI-level.

Comparison with state-of-the-art methods

Lots of studies have shown that CNNs are excellent for analyzing medical images.38–41 Most of these methods

used convolutions toextract the contextual semantic information for pixels on the image level (as opposed to the

tile level). Therefore,we conduct extensive 2-fold experiments onmulti-typeCIN classification: (1) weuseWSIs as

input for the comparisonmethods. To avoid excessively largeWSIs, the comparisonmethods are conducted on

the processed tiles of 103magnified WSIs with dimensions 2563 256 and tiles of 403magnified WSIs with di-

mensions 256 3 256. (2) We conduct MLP-GAT on the constructed graphs obtained from the 10X and 403

magnification WSIs (Section "image preprocessing" provides details), respectively. The comparison methods

are derived from code published by the author or from reconstructions of the models in their papers. Further-

more, we adjust the comparisonmethods to the size of the tile. To ensure fairness, these experiments were con-

ducted in the training set and testing data with a radio of 8:2.

We use two sizes of tiles as inputs for these methods. Table 1 lists the comparative results. The same

method based on 403 magnified tiles produce a better classification than that based on 103 magnified

tiles, mainly because the 403 magnified tiles offer much more detail of the pathological tissues than the

103 magnified tiles (as shown in Figure 1). In addition, except for MLPGAT, the GCN-based method

and transfer learning-based method achieve the top two classification results (accuracy = 77.67% vs. accu-

racy = 74.25%). The accuracy of the proposed MLP-GAT improves by 1.35% on GCN-Hash method. The

transfer learning method46 is mainly limited to mining the relationship among tiles. While GCN-Hash

method29 can mine the relationship among tiles, but it does not pay attention to the weight relationship

among these tiles. Other metrics of MLP-GAT are also the best of all methods, mainly because the other

methods directly use the pixel context semantic information in the tile and make predictions but ignore

the correlation between tiles. However, the non-overlap tiles in aWSI inevitably lead the pathological struc-

ture of the edge to be torn apart, which affects the extraction of semantic information from the edge

organization context. In the MLP-GATmethod, we pay attention to the relationship between different tiles.

Table 1. Classification results of the six comparative methods on multi-type CINs

Method Image type ACC (%) SEN (%) SPE (%) AUC (%)

AlexNet42 103magnification 52.74(G10.35) 54.80(G8.47) 53.97(G10.48) 58.74(G11.06)

AlexNet42 403magnification 54.01(G7.87) 55.16(G9.73) 55.07(G9.42) 59.37(G6.57)

VGG1643 103magnification 52.98(G6.45) 56.83(G9.04) 51.98(G11.08) 58.96(G7.89)

VGG1643 403magnification 58.87(G9.16) 59.72(G10.35) 59.30(G9.87) 61.04(G10.18)

GoogLeNet44 103magnification 58.07(G12.17) 57.68(G6.79) 59.67(G11.52) 60.78(G9.48)

GoogLeNet44 403magnification 71.51(G8.42) 69.78(G11.56) 71.98(G13.18) 73.53(G12.60)

ResNet45 103magnification 65.09(G11.71) 67.13(G6.78) 66.54(G9.78) 68.51(G7.83)

ResNet45 403magnification 72.61(G8.21) 72.86(G9.27) 73.01(G12.08) 74.56(G8.43)

Transfer Learning46 103magnification 68.19(G4.89) 69.76(G10.05) 67.18(G9.46) 71.03(G13.42)

Transfer Learning46 403magnification 74.25(G12.17) 75.43(G9.14) 73.88(G10.04) 75.81(G6.79)

ResNet3424 103magnification 67.41(G7.41) 69.02(G8.37) 66.80(G8.91) 69.26(G11.43)

ResNet3424 403magnification 73.37(G8.72) 75.01(G10.54) 72.59(G11.41) 75.42(G8.84)

GCN-Hash29 103magnification 71.04(G5.21) 72.69(G5.10) 73.98(G4.69) 73.86(G10.42)

GCN-Hash29 403magnification 77.67(G7.12) 76.87(G9.75) 76.09(G10.11) 79.67(G9.68)

MLP-GAT 103magnification 74.97(G11.73) 75.08(G7.90) 75.21(G7.39) 79.16(G10.37)

MLP-GAT 403magnification 79.02(G9.73) 80.04(G8.74) 78.49(G8.72) 82.06(G11.68)

Values correspond to the mean(standard deviation). The best results appear in bold.
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We use the CS method to convert this relationship into the weight of edges in the graph, which makes up

for this relationship from another angle. Experimental results indicate that this strategy is effective. There-

fore, the MLP-GAT method produces the best classification results.

Feature vector extraction strategy

The MLP is the key part of our framework and serves to extract feature vectors from tiles. We construct the

nodes of graphs using the feature vectors of the dimension 1283 1.We train and evaluate theGAT by using

the construction graphs for 128 features. To verify the role of the MLP in the framework, we compare it with

several other feature extraction methods, including recursive feature elimination (RFE), principal compo-

nent analysis (PCA), and auto-encoder (AE). We use a ridge classifier to perform RFE with a fixed number

of features.47 PCA is commonly used to reduce dimensions and uses singular value decomposition to

project the data into a lower-dimensional space.48 AE consists of unsupervised neural networks that aim

to learn a lower-dimensional representation from an input data.49 We use RFE, PCA, AE, andMLP to extract

feature vectors of dimensions 128 3 1 from the tiles of dimensions 256 3 256. We train and evaluate the

GAT on graphs constructed from these feature vectors.

The results are shown in Figure 3: all metrics for the four feature vector extraction methods are under the

10-fold cross-validation strategy.‘‘No extraction’’ means that there is no feature extraction; we only use the

flatten tile vector as GAT input. Overall, the methods without feature extraction (‘‘No extraction’’) produce

the worst classification result. This is mainly due to the high sparsity and noise of tiles. In addition, the clas-

sification performance of PCA-based GAT is also very poor, which is mainly because PCA is not adapted to

the problem that the dimensions of the feature vector are much greater than the number of samples.

Compared with PCA, the accuracy and AUC of GAT based on the unsupervised AE method are improved

almost by 5% and 4%, respectively. Supervised RFE- andMLP-based feature extractionmethods help GATs

achieve the best classification results, which is because the unsupervised approach does not pay attention

to the feature of the target. MLP-based GAT methods are even better for the feature vector of dimension

128 3 1. This may be because MLP inherently possess feature transformation capabilities, which has been

demonstrated to be of significant value in vision tasks.50–52

Influence of size of feature vectors

We combined the MLP and extended layers to extract feature vectors from tiles. The best feature vectors

are extracted based on the ability of trained fully connected layers to predict the tumor type of breast can-

cer. The results show that MLPs achieve the best performance, with an accuracy = 86.73% and AUC =

89.16%. We extract a feature vector with dimensions of 128 3 1 for a tile from the second fully connected

layer in the MLP. To verify how different feature vectors affect on the MLP-GAT model, we extract feature

vectors of five different sizes (64, 128, 256, 512, and 1,024) by using the MLP.

The results of the comparison appear in Table 2. On graph networks constructed based on feature vectors of

different sizes, the accuracies of MLP-GATs all exceed 70%, except for MLP-GAT(64). This is limited by the
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Figure 3. Histograms of different feature vector extraction strategies on MLP-GAT

‘‘No extraction’’ denotes vectorization of all pixels in the tile as feature vectors.
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minimal feature information in 64 3 1 vectors. MLP-GAT(512) and MLP-GAT(1,024) obtain much more infor-

mation from 5123 1 and 10243 1 vectors, respectively. However, they both may also contain noise features,

resulting in poor model performance and excessive training time. The four main evaluation metrics of MLP-

GAT(128) andMLP-GAT(256) are the best, but MLP-GAT(256) requires almost 5 h more training time than that

ofMLP-GAT(128). In this study, we use a feature vector of dimensions 1283 1 to construct the node of a graph.

Correlation coefficient calculative strategy

In this study, we use the MLP to obtain the feature vectors from tiles and use the CS method to measure the

similarity between two feature vectors. Feature vectors represent the nodes in a graph. The similarity coeffi-

cients represent the edge weights between any two nodes in the graph. This is a contribution of the MLP-

GAT. To demonstrate the effectiveness of feature vectorization and similarity coefficient methods on MLP-

GAT, we undertook several experiments on the similarity coefficient between feature vectors. The similarity

coefficient methods include ‘‘no similarity’’, euclidean distance (ED), hamming distance (HD), structural

similarity (SSIM), mutual information (MI), dHash, and CS.‘‘No similarity’’ means that two feature vectors

share\similarities between them. ED measures the distance occupied by an individual. HD gives the number

of different bits corresponding to two vectors of the same length. SSIM measures the similarity between pic-

tures and can also be used to judge the quality of compressed pictures. MI gives the similarity between two

images by calculating their mutual information. dHash is called the ‘‘different hashing algorithm.’’When hash-

ing images, dHash obtains the final hashing sequence by comparing the size of the left and right pixels.

Figure 4 shows the comparisons. The first observation is the very poor performance of the ‘‘no similarity’’

strategy. This strategy-constructed graph only focus on the contextual semantic information within the tiles

while ignoring the hidden association information between the tiles. However, several other similarity-

calculationmethods (ED, MI, HD, SSIM, dHash, and CS) consider the similarity information between feature

vectors. For example, ED and HD mainly focus on distance similarity, SSIM mainly focuses on structural

similarity, MI is mainly used to measure of random variables, and dHash mainly focuses on the similarity

of image feature brightness and contrast. Although CS is more sensitive to vectory image information, it

calculates the cosine distance between vectors to characterize the similarity of two vectors and is beneficial

to the MLP-GAT model. Therefore, CS is chosen as the method of similarity coefficient in our experiment.

DISCUSSION

Heterogeneity among tiles

In this study, we extracted tile feature information based on the classification of breast cancer tumors using

MLP and extended layers. The pathological histology corresponding to tiles from the same WSI is related

to the subtype of breast cancer. Different pathological tissues and subtypes have different degrees of

compactness. Therefore, we take the WSI of a DC sample as an example and selected 64 tiles for subtype

prediction probability analysis to verify the heterogeneity among tiles in the same WSI.

Figure 5 shows the visualization results. Figure 5A is a macro-image that shows the location of the ROI in a

WSI. Figure 5B is a micro-image that shows the detail of the predicted probability of each tile. For the same

breast cancer subtype, the predicted probabilities of different tiles are quite different. This means that such

probabilistic differences also lead to differences in extracted features, so nodes that use these extracted

features as component graphs can reflect the organizational information in the original WSI. Moreover,

in Figure 5B, the predicted probabilities between adjacent tiles also differ. In this study, we use the CS

method to quantify this difference and to map it to the component graph.

Table 2. Influence of different feature vectors on the multi-type CINs classification

Method ACC (%) SEN (%) SPE (%) AUC (%) Training time (hour)

MLP-GAT(64) 67.08(G4.95) 68.76(G9.18) 67.83(G11.51) 69.64(G8.42) 23.5

MLP-GAT(128) 79.02(G9.73) 80.04(G8.74) 78.49(G8.72) 82.06(G11.68) 26.7

MLP-GAT(256) 79.35(G12.02) 78.12(G8.43) 78.62(G9.40) 81.98(G11.02) 31.4

MLP-GAT(512) 77.08(G9.43) 77.86(G8.45) 76.51(G6.73) 80.01(G9.16) 37.1

MLP-GAT(1024) 75.36(G10.64) 76.18(G5.72) 75.94(G6.80) 79.69(G8.49) 42.3

Values correspond to the mean(standard deviation). The best results appear in bold.
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Influence of tile position

In clinical diagnosis, formalin-fixed paraffin-embedded diagnostic H&E-stained histopathology slides form

the key basis used by doctors to analyze the pathological tissue of breast tumors. We use non-overlapping

tiles to study CINs in breast cancer. In Figure 6, we select six representative tiles to analysis at 403 magni-

fication to verify how tile position affects model performance. These are six tiles that come from the same

WSI of DC. After identification by pathology experts, Figure 6A shows a tile of normal cell tissue. Figures 6B

and 6C show tiles for which experts cannot determine whether they contain tumor cells, and Figures 6D–6F

show tiles that contain cancer cells.

As shown by the yellow square in Figure 6A, the structural display of cellsis affected by the problem of stain-

ing for WSIs. The existence of such tiles affects the accuracy of features extracted by MLPs. In addition, the

morphology of the cells in the yellow boxes indicated by the red arrows in Figures 6B and 6C are destroyed

when the tiles are sliced, which causes the tumor classification model to divide the tiles into a normal group

of tiles. We invited the pathological-imaging experts were also ambivalent about such tiles. In addition,

experts confirmed that the slices in Figures 6D–6F contain cancerous cells, but the fraction of cancerous

cells in these three tiles is too small, so the feature extraction model focuses on the pixels in the back-

ground area. Finally, MLP-GAT ignores the pixel information of the cancer cells, thus causing the model

to misclassify the three tiles. As part of the constructed graph, the presence of these types of tile misleads

the classification by MLP-GAT.

Balance computations and overfitting

In this study, the MLP is the basis of feature extraction and graph construction. An MLP requires numerous

parameters, which means that it requires significant computing power and data. Given insufficient data, an

MLP easily falls into overfitting problem. Therefore, MLPs usually perform well with small models but then

seriously overfitting problem as the model size increases. To avoid this problem, we conduct several exper-

iments with different tile sizes before constructing the graph. We adopt 128 3 128, 256 3 256, 512 3 512,

and 1024 3 1024 as the tile size. The experimental process is shown in Figures 2A–2D, where we adopt tu-

mor classification accuracy as the main criterion for selecting tiles of different sizes. The experimental re-

sults appear in Table 3.

The results given in Table 3 show that the tile of size 1283 128produces the best tumor classifications. The larger

the tile size, the lower the performance of the MLP. This is because the number of tiles extracted from a given

WSI correlates negatively with the tile size. The characteristics of the MLP structure require a large amount of

data to avoid overfitting problems. The loss curves of training and validation of the MLP method for these

four tile sizes validate this conjecture (see Figure 7). In the training phase, the loss curves of the four tiles gradually

decrease with increasing epoch, whereas in the verification phase, the tile loss curves for 128_128 and 2563 256

gradually converge, but the loss curves for 512 3 512 and 1024 3 1024 suffer from overfitting.

With the proposed method, we select 256 3 256 as the tile size instead of 128 3 128 because (1) the small-

size tiles easily lead to unbalanced samples. The samples that contained and did not contain cancer cells
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Figure 4. Histograms of different similarity methods on MLP-GAT

‘‘No similarity’’ denotes there are no similarities between any two feature vectors.
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differ too much. (2) In addition, to represent the ROI of the same size, the graph constructed from tiles of

size 128 3 128 is much larger, and the amount of computation required is almost three times (3 3 26.7 h)

greater than the graph constructed based on tiles of size 2563 256. In summary, to balance the calculation

load with overfitting, we use 256 3 256 as the tile size.

A B C

D E F

Figure 6. Visualization of six special tiles

(A) shows a tile of normal cell tissue.

(B and C) show tiles for which experts cannot determine whether they contain tumor cells.

(D–F) show tiles that contain cancer cells.

A B

Figure 5. Intra-tumor heterogeneity by patch predictions

(A) shows the location of ROI area in a WSI.

(B) Shows the detail of the predicted probability of each tile.
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External validation

To validate the performance of the proposed MLP-GAT, we extended the experiment on stomach cancer. We

downloaded 102 cases fromTCGA-STAD (https://portal.gdc.cancer.gov/). There are 65 cases with high CIN and

37 cases with low CIN. We processed the downloaded images according to the data processing process in Sec-

tion "image preprocessing".We used theMLPmethod to construct the correlation between nodes in the graph

(Sections "correlation analysis" and "representation of constructed graph"). As shown in the following Table 4,

our proposed MLP-GAT has the advantage of 1.03% on accuracy and other evaluation indeses of MLP-GAT are

also the best. It denotes that the effectiveness of the proposedMLP-GAT. At the same time, it cannot be ignored

that the performance of transfer learning, ResNet34, GCN-Hash, and MLP-GAT is relatively close. This is mainly

due to the limitation of sample size and data imbalance in dataset TCGA-STAD. Our future work is to increase

the sample size and find new validation datasets. Furthermore, compared to the performance of our proposed

MLP-GAT on TCAG-BRAC and TCGA-STAD, there are differences in the metrics, which implies that the pro-

posed model may perform differently on various types of cancer.

Conclusion and future perspectives

We proposed the MLP-GAT network which can classify multi-type CINs from breast cancer WSIs. We realize

multi-classification based on the constructed graphs and use a GAT network to implement classification. Exten-

sive experiments confirm that the MLP-GAT delivers the state-of-the-art performance and that the feature

extraction and similarity computationmethods are effective. We further analyze the relationship between breast

cancer subtypes and theCIN.We found the difference between tiles inWSI of breast cancer, whichprovides new

ideas for the study of this disease. In future work, we plan to further improve the architecture of the network to

address current limitations and we will try to apply this method to other cancer research.

Limitation of the study

There are some limitations in our study. First, we select the 20000 3 20000 pixels as the ROI area with the

center coordinate and the sliding window obtains 78 tiles from the ROI area, which is challenging to cover

Table 3. Influence of tile size on MLP of the multi-type tumor classification

Tile size ACC (%) SEN (%) SPE (%) AUC (%)

128 3 128 90.13(G6.75) 89.84(G10.17) 91.06(G6.59) 91.43(G9.04)

256 3 256 86.73(G7.19) 87.08(G4.86) 85.97(G9.14) 89.16(G6.82)

512 3 512 78.06(G8.43) 76.31(G9.47) 77.28(G7.42) 79.54(G12.07)

1024 3 1024 75.39(G10.27) 76.08(G7.64) 74.59(G11.23) 77.15(G7.64)

Values correspond to the mean(standard deviation). The best results appear in bold.

Epoch

Lo
ss

Train(128*128) Valida on(128*128) Train(256*256) Valida on(256*256)
Train(512*512) Valida on(512*512) Train(1024*1024) Valida on(1024*1024)

Figure 7. Loss curves of training and validation on MLPs for four tile sizes
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the scope of all WSI and results in information loss. In addition, as shown in Figure 6, the performance of

MLP-GAT is affected by tile position. How to better mine the spatial relationships and spatial location of

tiles is also the direction of our model improvement. Finally, due to not having collected the ‘‘true’’ external

validation dataset related to breast cancer to validate the proposed MLP-GAT, we validated the proposed

model using TCGA-STAD data. However, TCGA-BRCA and TCGA-STAD are two different types of cancer.

The experimental results indicate that the proposed model performs differently on these two types of

cancer, which is also one of the limitations of our model.
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KEY RESOURCES TABLE

RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources and reagents should bedirected to and will be fulfilled by

the lead contact, Liangliang Liu (liangliu@henau.edu.cn).

Materials availability

The WSIs, clinical, and genomic data are available from TCGA-BRCA (https://portal.gdc.cancer.gov/). We

strictly follow the TCGA data usage protocol.

Data and code availability

d The paper used existing datasets and code to train the computational models. The original datasets and

codes are listed in the key resources table.

d This study did not report original code.

d Any additional information required to reanalyze the data reported in thispaper is available from the lead

contact upon request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Participants

The WSIs along with clinical and genomic data were downloaded from the TCGA-BRCA (https://portal.

gdc.cancer.gov/). This dataset contains clinical,genetic, and pathological image data of patients, allowing

data mining analysis by correlating cancer phenotype with genetic information. There are 1098 patients

covering five carcinoma types, including 778 cases of ductal carcinoma.

(DC), 201 cases of lobular carcinoma, 16 cases of mucinous carcinoma, 8 cases of papillary carcinoma, and

the remaining cases are mixed carcinoma. The formalin-fixed paraffin-embedded diagnostic H&E-stained

histopathology WSIs from primary tumor sites are the subject of our study. After removing WSIs that lack

magnification information, and/or WSIs with artifacts, including tissue folding, air bubbles, and out-of-

focus regions, we get 896 cases with 896WSIs, including 680 cases of ductal carcinoma, 200 cases of lobular

carcinoma, and 16 cases of mucinous carcinoma.

METHOD DETAILS

Overview of MLP-GAT

As shown in Figure 2, with the input WSI data, MLP-GAT architecture consists of seven parts. Figure 2A

shows the tiles with 2563256 pixels. None of the tiles overlap and all of the tiles of each object come

from the ROI in aWSI (Section 2.2 provides details). Figure 2B shows each tile is flatted into a tile vector

with dimensions 256325633. There are n tiles in a WSI and each tile has three channels. Figure 2C shows

REAGENT or RESOURCE SOURCE IDENTIFIER

Software and algorithms

Python 3.7 Anaconda https://www.anaconda.com

R https://www.r-project.org RRID: SCR 001905

HistomicsTK Python library Python library

Deposited data

TCGA-BRCA TCGA https://portal.gdc.cancer.gov/

Other

NVIDIA GPUs Nvidia Corporation https://www.nvidia.com/en-us/
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theMLP network used to extract dimensionally reduced tile vectors (Section 2.3 provides details). Figure 2D

shows the extended layers for tumor classification, which is used to fine-tune the MLP method (Section 2.4

provides details). Figure 2E shows the determination ofcorrelation values between any two tile vectors

based on the CSmethod (Section2.4 provides details). Figure 2F shows the representation of a constructed

graph (Section 2.5 provides details). Finally, Figure 2G shows the proposed two-layerMLP-GAT and outputs

the CIN status of the input WSI (Section 2.6 provides details).

Processing whole slide image

The sheer size and resolution of the WSI create severe challenges for image analysis algorithms. In this

study, we draw on the experience of other scholars to slice the WSI. As shown in Figure 2A, we divide

the intermediate regions of each input WSI into 78 adjacent non-overlapping tiles. Each tile with dimen-

sions 256325633. To facilitate the input of the fully connected layer in the MLP module, we use the

FlattenLayer method to compress each tile of the same WSI into a one-dimensional vector, which is shown

in Figure 2B.

Multi-layer perceptron

A MLP is a classical artificial neural network with forward structure, including input layer, output layer, and

multiple hidden layers. The hidden layers of a MLP can learn the mapping relationship between the input

layer and the output layer and realize transformation of feature dimensions. The layers of the MLP are fully

connected.

Correlation analysis

We use the CSmethod to measure the correlation relationship between two vectors in the extracted vector

matrix. The obtained correlation coefficients represent the edge weights between any two nodes in a

graph. The CSmethod uses the cosine value of the angle between two vectors in vector space as a measure

of the correlation coefficient between individuals.

Representation of constructed graph

The precise discrimination ability of the graph depends on the node values and edge weights. As shown in

Figure 2B, we construct the nodes and edges of a graph using theMLP and CSmethods, respectively. In the

constructed graph, the connection relationship between any two nodes is determined by the correlation

coefficient of the corresponding tile feature vectors in a WSI. Here, each WSI is mapped onto a vector ma-

trix of size 783128, where each WSI keeps 78 slices. Thus, there are 78 nodes in a graph. Based on Section

2.4, if the correlation coefficient between the vectors is greater than 0, the correlation coefficient is reserved

as the edge weight between two nodes; otherwise, there isno connection between them.

MLP-GAT

The proposed MLP-GAT network is based on graph attention layers. MLP-GAT consists of three graph

attention hidden layers. We perform the averaging operation on all node features in the last layer and

make the classifying topics using the softmax activation function.

Experimental setup

We propose a correlation graph attention network (MLP-GAT) that can construct graphs for classifying

multi-type CINs from the WSIs of breast cancer. We construct a WSIs dataset of breast cancer from the

Cancer Genome Atlas Breast Invasive Carcinoma (TCGA-BRCA). There are three steps to train the entire

pipeline. We first train the MLP and extended layers to produce tile vectors in the supervised manner.

We then use the cosine similarity method to generate correlation coefficients. Finally, we construct graphs

that are used to train and test the MLP-GAT. All the experiments are implemented in Pytorch on a papillary

carcinoma with a NVIDIA GeForce Titan X Pascal CUDA GPU processor. To ensure fairness, these exper-

iments were conducted in the training set and testing data with a radio of 8:2.

Tile vector and correlation coefficient learning

We extract tile vectors for 896 cases. At this stage, 896 cases are divided training set and testing set (8:2),

the training set is used to train and fine-tuningMLP and the extended layers, the testing set is used to verify

the performance of this proposed method. We use the flattened tile vector of dimensions 19660831 as the

input for the MLP, we use the output vector of the second fully connected layer of the MLP as the extracted
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feature of the input tile, with dimensions 12831. Finally, each WSI can be mapped into a vector matrix of

size 783128. In this study, we use these vectors to construct nodes in the graph network. In addition, we use

the CS method to measure the correlation coefficient between two tile vectors. We use these tile vectors

and correlation coefficients to construct the graph on the WSI-level.

QUANTIFICATION AND STATISTICAL ANALYSIS

Significance results

We conduct MLP-GAT on the constructed graphs obtained from the 10X and 40X magnification WSIs,

respectively. The 40X magnified tile-based MLP-GAT produced a better classification than that 10X magni-

fied tile-based MLP-GAT, mainly because the 40X magnified tiles offer much more detail of the patholog-

ical tissues than the 10X magnified tiles. The results of MLP-GATwere compared with that of the other

advanced methods. To demonstrate the effectiveness of feature vectorization and similarity coefficient

methods on MLP-GAT, we undertake several experiments on the similarity coefficient between feature

vectors. In addition, we take the WSI of a ductal carcinoma sample asan example and selected 64 tiles

for subtype prediction probability analysis to verify the heterogeneity among tiles in the same WSI. The

statistical results arereported alongside their descriptions in the main text of the paper.
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