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Abstract 

In the present review some scientific areas of key importance for protein engineering are discussed, such as 
problems involved in deducting protein sequence from DNA sequence (due to posttranscriptional editing, splicing 
and posttranslational modifications), modelling of protein structures by homology, NMR of large proteins (including 
probing the molecular surface with relaxation agents), simulation of protein structures by molecular dynamics and 
simulation of electrostatic effects in proteins (including pH-dependent effects). It is argued that all of these areas 
could be of key importance in most protein engineering projects, because they give access to increased and often 
unique information. In the last part of the review some potential areas for future applications of protein engineering 
approaches are discussed, such as non-conventional media, de novo design and nanotechnology. 
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I. Introduction 

Nature has evolved using several types of ran- 
dom mutations in the genetic material as a funda- 
mental mechanism, thereby creating new versions 
of existing proteins. By natural selection Nature 
has given a preference to organisms with proteins 
which directly or indirectly made them better 
adapted to their environment. Thus Nature works 
like a blind watchmaker, trying out an endless 
number of combinations. This may seem to be an 
inefficient approach by industrial standards, but 
nevertheless Nature has been able to develop 
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some highly complex and sophisticated designs, 
simply by the power of natural selection over 
millions of years, occurring in a large number of 
parallel processes. By virtue of reproduction sev- 
eral copies of each organism have been able to 
test the effect of different mutations in parallel. 
It is quite probable that the mutation frequency 
was higher in ancient species (Doolittle, 1992), 
although it is still possible to find highly mutable 
loci in genes involved in adaptation to the envi- 
ronment (Moxon et al., 1994). 

Enzymes have been used by man for thousands 
of years for modification of biological molecules. 
The use of rennin (chymosin) in rennet for cheese 
production is a relevant example. And with in- 
creased knowledge about proteins, genes and 
other biological macromolecules scientists started 
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Fig. 1. The protein engineering process. Starting with a pro- 
tein with known sequence and properties, we make a 3-D 
model of the protein from experimental structure data or by 
homology. By modelling and simulation we identify mutations 
that will modify selected properties of the protein (the design 
part of the process), these mutations are implemented at the 
DNA level and expressed in a suitable organism (the produc- 
tion part of the process), and the success of the design is 
verified by experimental methods. 

to look at methods for making modified proteins 
with new or improved properties. At first this was 
done by speeding up Nature's own approach, by 
increasing the number of mutations (e.g., by using 
chemicals or radiation) and by using a very strong 
selection based on tests for specific properties. 

With the introduction of new and powerful 
techniques for structure determination and site 
directed mutagenesis, it is now possible to do 
rational protein modification. Rather  than testing 
out a large number of random mutations, it has 
become feasible to identify key residues within 
the protein structure, to predict the effect of 
changing these residues, to implement these 
changes in the genetic material, and finally to 
produce large amounts of modified proteins. This 
is protein engineering. 

There  are several reviews describing the fun- 
damental ideas in protein engineering, see Fersht 
and Winter (1992) for a recent one. The basic 
protein engineering process is shown in Fig. 1 
(see also Petersen and Martel (1994)). In most 
cases it starts out with an unmodified protein 
with well-characterised properties. For some rea- 
son we want to modify this protein. In the case of 

an enzyme we may want to make it more stable, 
alter the specificity or increase the catalytic activ- 
ity. First we enter the design part of the protein 
engineering process. Based on structural data we 
create a computer model of the protein. By a 
combination of molecular modelling and experi- 
mental methods the correlation between relevant 
properties and structural features is established, 
and changes affecting these properties can be 
identified and evaluated for implementation. In 
more and more cases the effect of these changes 
can be simulated, and the modifications can be 
optimised with respect to these simulations. 

As soon as a new design has been es~tablished 
we may enter the production part of the process. 
The necessary mutations must be implemented in 
the genetic material, this genetic material is in- 
troduced into a production organism, and the 
resulting modified protein can (in most cases) be 
extracted from a bioprocess. This protein can be 
tested with respect to relevant properties, and if 
necessary it may be used as a basis for re-entering 
the design part of the protein engineering pro- 
cess. After a few iterations we may reach an 
optimal design. 

There are several examples of successful pro- 
tein engineering projects. Protein engineering may 
be used to improve protein stability (Kaarsholm 
et al., 1993), enhance or modify specificity 
(Getzoff et al., 1992; Witkowski et al., 1994), 
adapt proteins to new environments (Arnold, 
1993; Gupta, 1992), or to engineer novel regula- 
tion into enzymes (Higaki et al., 1992). In some 
cases even de novo design of new proteins may be 
relevant, using knowledge gained from existing 
structures (Kamtekar et al., 1993; Johnson et al., 
1993; Shakhnovich and Gutin, 1993; Ghadiri et 
al., 1993; Ball, 1994). 

In a truly multidisciplinary project chymosin 
mutants with optimal activity at increased pH 
values compared to wild-type chymosin was de- 
signed and produced (Pitts et al., 1992). Point 
mutations changing the charge distribution of su- 
peroxide dismutase have been used to increase 
reaction rate by improved electrostatic guidance 
(Getzoff et al., 1992). A project on converting 
trypsin into chymotrypsin has been important for 
understanding the role of chymotrypsin surface 
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loops (Hedstrom et al., 1992), a serine active site 
hydrolase has been converted into a transferase 
by point mutations (Witkowski et al., 1994), and 
mutations in insulin aiming at increased folding 
stability have given an insulin with enhanced bio- 
logical activity (Kaarsholm et al., 1993). 

An example of a rational de novo project (as 
opposed to the random approach used, e.g., in 
generation of catalytic antibodies) is the design of 
an enzymatic peptide catalysing the decarboxyl- 
ation of oxaloacetate via an imine intermediate, 
in which a very simple design gave a three to four 
orders of magnitude faster formation of imine 
compared to simple amine catalysts (Johnson et 
al., 1993). 

In some cases it may also be an interesting 
approach to incorporate nonpeptidic residues into 
otherwise normal proteins (Baca et al., 1993), or 
to build de novo proteins by assembling peptidic 
building blocks on to a nonpeptidic template 
(Tuchscherer et al., 1992). It has been shown that 
incorporation of nonpeptidic residues into E-turns 
of  HIV-1 protease gives a more stable enzyme 
(Baca et al., 1993). The main problem with this 
approach is how to incorporate the non-standard 
residues. In the HIV-1 protease case solid-phase 
peptide synthesis combined with traditional or- 
ganic synthesis was used, others have suggested 
that the degeneracy of the genetic code may be 
used to incorporate novel residues via the stand- 
ard protein synthesis machinery of the cell (Fahy, 
1993). 

In the present  review we will look at the de- 
sign part  of the protein engineering process, with 
emphasis on some of the more difficult steps, 
especially homology based modelling in cases with 
very low sequence similarity, nuclear magnetic 
resonance (NMR) of very large proteins and 
modelling of electrostatic interactions. In the last 
part  of the review we will discuss some possible 
future directions for protein engineering and pro- 
tein design. 

2. From D N A  sequence  to protein sequence  - a 
non-tr ivial  step 

Any protein engineering project is based on 

information about the protein sequence. This in- 
formation may stem from either direct protein 
sequencing or a deducted translation of the 
D N A / R N A  sequence. The amount of  informa- 
tion on protein and nucleic acid sequences, as 
well as on relevant data like 3-D structures and 
disease-related mutations, is growing at a very 
rapid pace, and novel databases and computer  
tools give increased access to these data (Coul- 
son, 1993). It  is very reasonable to expect that 
projects like the human genome project will suc- 
ceed in providing us with sequence information 
about every single gene in our chromosomes 
within the next decade. This information will be 
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Fig. 2. Protein synthesis. The figure illustrates the different 
steps that may be involved in the synthesis of a functional 
protein. After transcription, the mRNA may be edited, a 
process that now has been reported in man, plants and 
primitive organisms (Trypanosoma brucei). The mRNA is then 
translated into a protein sequence. This protein sequence can 
subsequently be modified, leading to N- or O-glycosylation, 
phosphorylation, sulfation or the covalent attachment of fatty 
acid moieties to the protein. At this stage the protein is ready 
for transport to its final destination - which may be right 
where it is at the time of synthesis, but the destination may 
also be extracellular or in secluded compartments such as the 
mitochondria or lysosomes. In this case the protein is equipped 
with a signal sequence. After arrival to its destination the 
protein is processed, often involving proteolytic cleavage of 
the signal sequence. Shorter routes to the functional protein 
with fewer steps undoubtedly exist as well as routes with 
interchanged steps of processing. Finally, the catabolism of 
the protein is also part of the process, but has been left out in 
the figure. 
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of key importance for our understanding of the 
biology, development and evolution of man. It 
should, however, be kept in mind that the se- 
quence itself may give us little information about 
regulation of gene expression, i.e., under what 
conditions genes are expressed, if they are ex- 
pressed at all. 

2.1. Posttranscriptional editing 

Most protein sequences have been deducted 
from gene sequences. It is in most cases a priori 
assumed that a trivial mapping exists between the 
two sets of information. However, this may not 
necessarily be the case. In Fig. 2, the various 
steps currently recognised as being of importance 
for the production of the mature enzyme are 
shown, and several of these steps may affect the 
mapping from gene to protein. Posttranscrip- 
tional editing is modifications at the mRNA level 
affecting the mapping of information from gene 
to protein, often involving modification, insertion 
or deletion of individual nucleotides at specific 
positions (Cattaneo, 1994). Currently only specu- 
lative models exist for the underlying molecular 
mechanism(s) for posttranscriptional editing. 

In the case of mammalian apolipoprotein B 
two forms exist, both originating from a single 
gene. The shorter form, apo B48, arises by a 
posttranscriptional mRNA editing whereby cyti- 
dine deamination produces an UAA termination 
codon (Teng et al., 1993). 

In the AMPA receptor subunit GluR-B mRNA 
editing is responsible for changing a glutamine 
codon (CAG) into a arginine codon (CGG) 
(Higuchi et al., 1993). This editing has a pro- 
nounced effect on the Ca 2+ permeability of the 
AMPA receptor channel, and it seems to be 
controlled by the intron-exon structure of the 
RNA. Similar mRNA editing has been reported 
in the related kainate receptor subunits GIuR-5 
and GIuR-6, where two additional codons in the 
first trans-membrane region are altered (Sommer 
et al., 1991; K6hler et al., 1993). It is also interest- 
ing in this context that certain human genetic 
diseases have been related to reiteration of the 
codon CAG (Green, 1993). 

mRNA editing in plant mitochondria and 
chloroplasts has also been reported (Gray and 
Covello, 1993). Here the posttranscriptional 
mRNA editing consists almost exclusively of C to 
U substitutions. Editing occurs predominantly in- 
side coding regions, mostly at isolated C residues, 
and usually at the first or second position of the 
codons, thus almost always changing the amino 
acid compared to that specified by the unedited 
codon. 

In Trypanosoma brucei some extensive and 
well-documented posttranscriptional cases of 
editing have been reported (Read et al., 1992; 
Harris et al., 1992; Adler et al., 1991). The editing 
takes place at the mitochondrial transcript level 
where a large number of uridine nucleic acid 
bases are added or deleted from the mRNA, 
which then subsequently is translated. 

Several non-editing processes affecting the 
transcription/translation steps are also known. 
Although the ribosomes in an almost perfect 
manner translate the message provided by the 
mRNA (with error rates less than 5 X 10 -4 per 
amino acid incorporated), it appears as if the 
mRNA in certain cases contain information, that 
forces the ribosome to read the nucleic acid in- 
formation in a non-canonical fashion (Farabaugh, 
1993). A special case, that may deserve some 
attention as well, is the seleno proteins, were 
seleno cystein is introduced into the protein by an 
alternative interpretation of selected codons 
(B6ck et al., 1991; Yoshimura et al., 1990; 
Farabaugh, 1993). Translational frameshifting has 
been found in retroviruses, coronaviruses, trans- 
posons and a prokaryotic gene, leading to differ- 
ent translations of the same gene. Two cases of 
translational 'hops' have been reported, where a 
segment of the mRNA is being skipped by all 
ribosomes, in the two cases 50 and 500 nu- 
cleotides were skipped, respectively (Farabaugh, 
1993). 

To our knowledge posttranscriptional editing 
and related processes are uncommon but defi- 
nitely present in humans. It is, therefore, impor- 
tant to understand precisely how these mecha- 
nisms work, in order to correctly deduct the pro- 
tein sequence from the gene sequence. 
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2.2. Posttranslational modifications 

The most common posttranslational modifica- 
tions are side chain modifications like phosphory- 
lations, glycosylations and farnesylations, as well 
as others. However, some modifications may also 
affect the (apparent) gene to protein mapping. 

Posttranslational processing may involve re- 
moval of both terminal and internal protein se- 
quence fragments. In the latter case an internal 
protein region is removed from a protein precur- 
sor, and the external domains are joined to form 
a mature protein (Hodges et al., 1992; Xu et al., 
1993). Interestingly, all intervening protein se- 
quences reported so far have sequence similarity 
to homing endonucleases (Doolittle, 1993), which 
also can be found in coding regions of group I 
introns (Grivell, 1994). 

Posttranslational modifications like phosphory- 
lation, glycosylation, sulfation, methylation, far- 
nesylation, prenylation, myristylation and hydrox- 
ylation should also be considered in this context. 
They modify properties of individual residues and 
of the protein, and may thus make surface predic- 
tion, dynamics simulations and structural mod- 
elling in general more complex. The residues that 
are specifically prone to such modifications are 
tyrosines (phosphorylation and sulfation), serine 
and threonine (O-glycosylation), asparagine (N- 
glycosylation), proline and lysine (hydroxylation) 
and lysine (methylation). In addition glutamic acid 
residues can become y-carboxylated leading to 
high affinity towards calcium ions (Alberts, 1983). 
Specific transferases are involved in the modifica- 
tion, e.g., tyrosylprotein sulfotransferases (Suiko 
et al., 1992) and farnesyl-protein transferases 
(Omer et al., 1993). 

Phosphorylation of amino acid residues is an 
important way of controlling the enzymatic func- 
tion of key enzymes in the metabolic and sig- 
nalling pathways. Tyrosine kinases phosphorylate 
tyrosine residues - thus introducing an electro- 
static charge at a residue, which under normal 
physiological pH is uncharged. Phosphorylation is 
central to the function of many receptors, such as 
the insulin and insulin-like growth factor I recep- 
tors. 

Given the possibility that several modifications 

may be introduced in the sequence when we 
move from gene to mature protein, the task of 
deducting a protein sequence from the gene se- 
quence may be more complex than we normally 
assume. 

3. Experimental 3-D structure determination 

Although the protein sequence itself is a valu- 
able starting point, the optimal basis for a ratio- 
nal protein engineering project will be a full 
structure determination of the protein. In many 
cases this turns out to be an expensive and time- 
consuming part of the project. 

Most structure determinations are based on 
X-ray crystallography. This approach may give 
structures of atomic resolution, but is limited by 
the fact that stable high quality crystals are 
needed. Many proteins are very difficult to crys- 
tallise, in particular many structural and mem- 
brane-associated proteins. 

A large number of important X-ray structures 
have been published over the last few years, and 
the structures of the H h a I  methylase (Klimasaus- 
kas et al., 1994), the TBP/TATA-box complex 
(Kim et al., 1993a; Kim et al., 1993b) and the 
porcine ribonuclease inhibitor (Kobe and Deisen- 
hofer, 1993) are mentioned as examples only. 

NMR may be an alternative in many cases, as 
the proteins can be studied in solution, and for 
some experiments they can even be membrane 
associated. However, NMR is limited to relatively 
small molecules, and even with incorporation of 
labelling in the protein the upper limit for a full 
structure determination using current state of the 
art methods seems to be close to 30 kDa. Some 
novel techniques for studying structural aspects 
of larger proteins will be discussed (vide infra). 

Representative examples of important NMR 
structures may be interleukin 1/3 (Clore et al., 
1991a), the glucose permease IIA domain 
(Fairbrother et al., 1992) and the human retionic 
acid receptor-/3 DNA-binding domain (Knegtel et 
al., 1993). 

Cryo electron microscopy (CEM) is a relatively 
new approach to protein structure determination. 
The resolution of the structures are still lower 
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than the corresponding X-ray structures, and a 
2-dimensional crystal is a prerequisite. However, 
despite this CEM appears to be a very promising 
approach to structure determination of mem- 
brane associated proteins that can form 2-dimen- 
sional crystals. CEM has been used to study the 
nicotinic acetylcholine receptor at 9 .~ resolution 
(Unwin, 1993) and the ATP-driven calcium pump 
at 14 A resolution (Toyoshima et al., 1993), and 
in a combined approach using high resolution 
X-ray data superimposed on CEM data the struc- 
ture of the actin-myosin complex (Rayment et al., 
1993) and of the adenovirus capsid (Stewart et 
al., 1993) has been studied. The recent structure 
by Kiihlbrandt et al. (1994) of the chlorophyll 
a / b - p r o t e i n  complex at 3.4 A resolution shows 
that the resolution of CEM rapidly is approach- 
ing the resolution of most X-ray protein data. 

Scanning tunnelling microscopy (STM) is an- 
other new approach for studying protein struc- 
tures (Amrein and Gross, 1992; Lewerenz et al., 
1992; Haggerty and Lenhoff, 1993). The method 
is interesting because of a very high sensitivity, as 
individual molecules may be examined. The 
method will give a representation of the surface 

of the molecule, rather than a full structure de- 
termination. However, it is possible that both 
CEM and STM can be used for identification of 
protein similarity. If data from these methods 
show that the overall shape of a protein is similar 
to some other known high resolution protein 
structure, then the known structure may be evalu- 
ated as a potential template for homology based 
modelling. We believe that such a model can 
either be used as an improved starting point for a 
full structure determination (i.e., for doing molec- 
ular replacement on X-ray data), or as a low 
resolution structure determination by itself. 

4. Homology based modelling 

In homology based modelling a known struc- 
ture is used as a template for modelling the 
structure of an homologous sequence, based on 
the assumption that the structures are similar. 
This is a very simple and rapid process, compared 
to a full structure determination. The sequences 
may be homologous in the strict sense, meaning 
that there is an evolutionary relationship between 
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Fig. 3. The sequence-structure gap. The number of entries in the SwissProt and Protein Data Bank (PDB) shown as a function ot 
time. 
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the sequences. The same approach may obviously 
also be used for sequences that are similar, but 
not necessarily evolutionary related, and in that 
case we probably should talk about similarity 
based modelling. However, in this paper we will 
use homology based modelling as a general term, 
especially since the distinction between homology 
and similarity may be difficult in many cases. 

Homology based modelling may turn out to be 
essential for  the future of protein engineering. In 
Fig. 3, the number of entries in the SwissProt 
protein sequence database (Bairoch and Boeck- 
mann, 1992) and the Brookhaven protein struc- 
ture database (Bernstein et al., 1977; Abola et al., 
1987) are shown as a function of time. As we can 
see, there is a very significant gap between the 
number of sequences and the number of struc- 
tures. This gap is in fact even larger than shown 
in Fig. 3, as not all entries in the Brookhaven 
database are unique structures. A large number 
of entries are mutants of other structures or 
identical proteins with different substrates or in- 
hibitors. There has been an exceptional growth in 
the number of protein structures over the last 
2-3  years. However, it is unrealistic to assume 
that we will be able to get high resolution experi- 
mental structures of all known proteins. The 
structure determination process is too time con- 
suming, and the sequence databases are growing 
at a far faster pace, as shown in Fig. 3, especially 
as a consequence of several large-scale genome 
sequencing projects. 

On the other hand, it may not really be neces- 
sary to do experimental structure determination 
of all proteins (Ring and Cohen, 1993). The as- 
sumption that similar sequences have similar 
structures (see Fig. 4) has been proved valid 
several times and it seems to be true even for 
short peptide sequences as long as they come 
from proteins within the same general folding 
class (Cohen et al., 1993). An interesting case 
which is to some degree an exception to this rule 
is the structure of HIV-1 reverse transcriptase 
(Kohlstaedt et al., 1992). Two units with identical 
sequence have similar secondary structure, but 
very different tertiary structure. However, this 
seems to be a rather exceptional case. New ap- 
proaches to general structure alignment (Orengo 

structure 
distance 

sequence distance 

Fig. 4. Sequence and structure similarity. In most  cases similar 
sequences have similar structures (region 1), and dissimilar 
sequences (i.e., measured  by a s tandard mutat ion matrix) have 
dissimilar structures (region 2). In several cases quite dissimi- 
lar sequences have been shown to have very similar structures, 
at least with respect to individual domains (region 3). In very 
special cases we may have similar sequences with different 
structures (region 4), at least with respect to tertiary structure, 
showing that environment and binding to other  proteins may 
be essential for the final conformation in some cases. How- 
ever, in most  cases it seems to be safe to assume that struc- 
tures can be found in the lower grey triangle of  this graph, 
indicating that structure is better conserved than sequence.  

et al., 1992; Holm et al., 1992; Alexandrov and 
Go, 1993; Lessel and Schomburg, 1993) have 
made it possible to search for structurally con- 
served domains in proteins with very low se- 
quence similarity (Swindells, 1994). This is an 
important approach, as structure normally is bet- 
ter conserved than sequence (Doolittle, 1992). 
Several cases have been identified where the se- 
quences are very different (at least by traditional 
similarity measures), whereas the three-dimen- 
sional structures are surprisingly similar. The 
identification of a globin fold in a bacterial toxin 
(Holm and Sander, 1993), and the similarity be- 
tween the DsbA protein and thioredoxin (Martin 
et al., 1993) are relevant examples. Recently the 
structure of the human serum amyloid P compo- 
nent was shown to be similar to concanavalin A 
and pea lectin, despite only 11% sequence iden- 
tity (Emsley et al., 1994), and the similarity be- 
tween hen egg-white lysozyme and a lysozyme-like 
domain in bacterial muramidase "is remarkable 
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in view of the absence of any significant sequence 
homology", as noted by Thunnissen et al. (1994). 
This shows that there probably is a limited num- 
ber of protein folds, and this number must be 
lower than the number of sequence classes, de- 
fined as groups of similar protein sequences. Re- 
cent estimates show that this number probably is 
close to 1000 different protein folds (Chothia, 
1992), and approx. 160 of these folds are known 
so far (Burley, 1994; Orengo et al., 1993). This 
means that rather than full structure determina- 
tion of a very large number of proteins, it may be 
sufficient to do structure determination of only a 
few selected examples of each protein fold, and 
use this as a basis for homology based modelling 
of other proteins shown to have the same fold. 

Homology based modelling of the 3-D struc- 
ture of a novel sequence can be divided into 
several steps. First, one or more templates must 
be identified, defined as known protein structures 
assumed to have the same fold as the trial se- 
quence. Then a sequence alignment between trial 
sequence and template is defined, and based 
upon this alignment an initial trial model can be 
built. This initial model must be refined in sev- 
eral steps, taking care of gap splicing, loops, side 
chain packing etc. The final model can be evalu- 
ated by several quality criteria for protein struc- 
tures. An example of homology based modelling 
is the modelling of cinnamyl alcohol dehydroge- 
nase based on the structure of alcohol dehydroge- 
nase (McKie et al., 1993). 

4.1. Identification o f  folding class 

The protein folding problem is a fundamental 
problem in structural biology. This problem can 
be defined as the ab initio computation of a 
protein's tertiary structure starting from the pro- 
tein sequence. This problem has not been solved 
and appears to be extremely difficult. If we want 
to solve the problem by computing an energy 
term for all conformations of a protein, defined 
by rotation around the ~b and ~O backbone angles 
of N residues in 10 degree steps, we have to 
evaluate 36 2(N-D alternatives, even without con- 
sidering the side chains. For a peptide with 15 
residues this corresponds to 10 44 conformations. 

A hypothetical computer with 106 processors, 
each processor running at 1015 Hz (the frequency 
of UV light) and completing the energy evalua- 
tion of one conformation per cycle would need 
3 x 1015 years in order to test all conformations. 
The estimated age of the universe is 14 x 10 ~2 
years. A more realistic approach is the use of 
molecular dynamics or Monte Carlo methods for 
simulation of protein folding. However, it is still 
very difficult to use this as an ab initio approach, 
both because folding is a very slow process com- 
pared to a realistic simulation time scale, and 
also because it is very difficult to distinguish 
between correctly and incorrectly folded struc- 
tures using standard molecular mechanics force 
fields (Novotny et al., 1984). A possible alterna- 
tive approach may be to generate potential folds 
on a simplified lattice representation of possible 
residue positions (Covell and Jernigan, 1990; 
Crippen, 1991). However, this approach is still 
very experimental. 

Some progress has been achieved in the area 
of secondary (rather than tertiary) structure pre- 
diction (Benner and Gerloff, 1993). Studies of 
local information content indicate that 65% match 
may be an upper limit for single-sequence predic- 
tion methods (Rao et al., 1993), whereas methods 
taking homology data into account may probably 
raise this limit to approx. 85%. Methods based on 
neural networks and combinations of several pre- 
diction schemes seem to give good predictions, 
and especially methods using homology data from 
multiple alignments may give predictions at 70% 
match or better  in many cases (Salzberg and 
Cost, 1992; Boscott et al., 1993; Rost and Sander, 
1993a; Rost et al., 1993; Levin et al., 1993). Also 
methods taking potential residue-residue inter- 
actions into account, like the hydrophobic cluster 
analysis (HCA), may be used for identification of 
potential secondary structure elements (Wood- 
cock et al., 1992). It has been shown that by 
restricting the prediction to a consensus region 
with stable conformation it is possible to make 
very reliable predictions (Rooman and Wodak, 
1992). In one case, neural networks were shown 
to be capable of returning a limited amount of 
information on the tertiary structure (Bohr et al., 
1993). 
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The prediction methods depend upon a train- 
ing set of known structures classified into sec- 
ondary structure elements by an automated as- 
signment method, like DSSP (Kabsch and Sander, 

1983), Pcurve (Sklenar et al., 1989) or Define 
(Richards and Kundrot, 1988). It is a potential 
problem that the automatic assignment of sec- 
ondary structure types to known structures may 
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Fig. 5. Structure retrieval by secondary structure. A flow chart for structure retrieval by secondary structure (right side) compared 
to retrieval by sequence (left side). Please see the text for details. In this example the Secondary Structure Library was generated 
using DSSP (Kabsch and Sander, 1983), the secondary structure was predicted with the PHD program (Rest et al., 1994), and Fasta 
(Pearson, 1990; Pearson and Lipman, 1988) was used to search the Secondary Structure Library and the NRL-3-D databases 
(Namboodiri et al., 1988; George et al., 1986). Only the secondary structure based method was able to identify the HLA class I 
structure as similar to the class II structure. The ribbon representation of the HLA class I antigen binding region used in this figure 
was generated with Molscript (Kraulis, 1991). 
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be inconsistent, compared to the more sophisti- 
cated classification which can be achieved by a 
trained expert. Recent  studies show that the aver- 
age agreement between alternative assignment 
methods used on identical structures is close to 
65% for three methods (Colloc'h et al., 1993), or 
79% if only two methods are compared (Wood- 
cock et al., 1992). Vadar is a new classification 
method which is aiming at a better  agreement 
between manual and automatic assignment 
(Wishart et al., 1994), to what degree this may 
have influence on prediction systems remains to 
be seen. 

Over the last few years it has been realised 
that the inverse folding problem is much easier to 
solve (Bowie et al., 1991; Blundell and Johnson, 
1993; Bowie and Eisenberg, 1993). The inverse 
folding problem can be defined as follows: given 
a known protein structure, identify all protein 
sequences which can be assumed to fold in the 
same way. A large number of protein structures 
must be available in order to use this as a general 
approach, as the relevant protein fold has to be 
represented in the database in order to be identi- 
fied. However, with a limited number of possible 
folds actually used by Nature, a complete database 
of all folds appears to be possible. 

Some information about possible folding 
classes can be derived from experimental data. 
Circular dichroism can be used as a crude way of 
measuring the relative amounts of secondary 
structure in a protein. Classification methods 
based on amino acid composition can be used for 
classification of proteins into broad structural 
classes (Zhang and Chou, 1992; Zhou et al., 1992; 
Chou and Zhang, 1992; Dubchak et ai., 1993). 
This information may limit the number of differ- 
ent folds which have to be evaluated. It is also 
possible that such information may be used to 
improve the performance of other methods, al- 
though data on secondary structure prediction of 
all-helical proteins seems to indicate that the gain 
may be small (Rost and Sander, 1993b). However, 
for a unique identification of folding class more 
sensitive methods are needed, and the most use- 
ful one is probably some kind of protein sequence 
library search. 

In order to identify the folding class we have 

to search a database of known protein structures 
with our trial sequence. The problem is that 
standard methods for sequence retrieval may not 
be sensitive enough in all cases. If the sequences 
are similar, then retrieval is trivial. However, we 
know that there are cases where structures are 
known to be similar despite very different se- 
quences. How can these cases be identified in a 
reliable way? 

The most promising approaches are based on 
methods for describing the environment of each 
residue (Bowie et al., 1991; Eisenberg et al., 1992; 
Overington et al., 1992; Ouzounis et al., 1993; 
Wilmanns and Eisenberg, 1993; Liithy et al., 
1994). This description can be used for generat- 
ing a profile, showing to what degree each residue 
is found in a similar environment in other struc- 
tures, and this profile can be used as a basis for 
sequence alignment and library searches. Similar 
property profiles can also be used for searching 
database systems of protein structures (Vriend et 
al., 1994). 

A very simple approach can be used if we 
accept the hypothesis that protein sequences rep- 
resenting structures with a similar linear distribu- 
tion of secondary structure elements may fold in 
a similar way. We can then create a sequence 
type library of known structures where the 
residues are coded by secondary structure codes 
rather than residue codes (see Fig. 5). Given the 
sequence of a protein with unknown 3-D struc- 
ture, we can use a secondary structure prediction 
method and translate the sequence into a sec- 
ondary structure description. If we define a suit- 
able 'mutation'  matrix describing the probability 
of inter conversion between different secondary 
structure elements, then a standard library search 
program like Fasta (Pearson and Lipman, 1988; 
Pearson, 1990) can be used in order to identify 
potential template structures. The example shown 
in Fig. 5 is the identification of HLA class I as a 
suitable candidate for homology modelling of 
HLA class II. The sequence similarity is very low, 
11% sequence identity in the antigen binding 
region (based on alignment of the structures), 
and especially for this region most sequence based 
methods will retrieve a large number of alterna- 
tive sequences before any of the class I molecules. 



bly improve the performance to use a position- 
dependent gap penalty, where most gaps are 
placed in loop regions rather than in helices or 
strands. However, the method is very simple to 
implement and test, as necessary tools and data 
already are available in most labs. 

However, for the secondary structure based ap- 
proach the HLA class I sequences are retrieved 
as top candidates. The structure prediction did 
not include any information about the HLA class 
II structure, which recently has been published 
(Brown et al., 1993). It should be mentioned that 
the 11% sequence identity score is not signifi- 
cantly higher than the score from a random align- 
ment of sequences. If we, for each sequence in 
the SwissProt protein sequence library, align it 
against a sequence selected at random from the 
same library (alignment without gaps, using the 
full length of the shortest sequence, and start the 
alignment at a random position within the longest 
sequence), then the average percentage of identi- 
cal residues is (6 _+ 6)% at 3 standard deviations. 

The identification method using secondary 
structure is based on an assumption which has to 
be examined more closely, and the implementa- 
tion of it is very crude. Much work can be done 
on the secondary structure prediction, the 'muta- 
tion' matrix and the search method. It will proba- 

4.2. Sequence alignment 
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As described in the introduction a crucial fea- 
ture in molecular evolution has been the parallel 
exploration of several different mutations. And 
although mechanisms like horizontal gene trans- 
fer and intragenic recombination may have been 
important as key steps in the evolution of new 
proteins, the most common mechanism seems to 
have been gene duplication followed by muta- 
tional modification (Doolittle, 1992). This means 
that especially multiple sequence alignment can 
give essential information about the mutation 
studies already performed by Nature. Conserved 
residues are normally conserved because they 
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Fig. 6. Multim alignment. Alignment of inositol triphosphate specific phospholipase C /3 1 from rat (PIP1 RAT) against three 
other PIP sequences from rat. Each horizontal bar represents a sequence, marked in 50 residue intervals. Black lines connecting 
the bars represent well conserved motifs found in all sequences, in this case subsequences of 8 residues where at least 4 residues 
are completely conserved in all 4 sequences. It is very easy to identify two well conserved regions, annotated as region X and Y in 
the SwissProt entries, despite a 400 residue insertion in two of the sequences. This insertion contains SH2 and SH3 domains 
(Pawson, 1992). It is an interesting observation that the extra C-terminal domain of the P I P I _ R A T  sequence shows a weak 
similarity to myosin and tropomyosin sequences. 
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have an important structural or functional role in 
the protein, and identification of such residues 
will thus give vital information about structure 
and activity of a protein. 

Several tools have been developed for multiple 
alignment. A very attractive one is Macaw (Schu- 
ler et al., 1991), which will generate several alter- 
native alignments of a given set of regions, and in 
a very visual way help the user to identify a 
reasonable combination of (sub)alignments. 

An even more general tool is Muitim (DrablCs 
and Petersen, 1994). Here all possible alignments, 
based on short motifs, are shown simultaneously, 
and the user is free to identify potential similari- 
ties even in cases with low sequence identity and 
very disperse motifs. This is possible because of 
the superior classification potential of the human 
brain compared to most automatic approaches. 
The method includes an option for probability 
based filtering of motifs, and an example of a 
Multim alignment is shown in Fig. 6. 

However, it is important to realise that in 
standard sequence alignment we are trying to 
solve a three-dimensional problem (residue inter- 
actions) by using an essentially one-dimensional 
method (alignment of linear protein sequences). 
As a consequence important conserved through-  
space interactions may not be evident from a 
standard sequence alignment. A good example 
can be found in the alignment of lipases (Schrag 
et al., 1992). In Fig. 7, the sequence alignment of 
residues in a structurally conserved core of three 
lipases (Rhizomucor miehei lipase (Derewenda et 
al., 1992), Candida antarctica B lipase (A. Jones, 
personal communication) and human pancreatic 
lipase (Winkler et al., 1990) is shown. The active 

site residues, Ser (S), Asp (D) and His (H), are 
shown as black boxes. The Ser and His residues 
are at identical positions. However, the Asp 
residue of the pancreas lipase is at a very differ- 
ent sequence position compared to the other two 
lipases. It would be very difficult to identify this 
as the active site Asp from a sequence alignment. 
If we look at the structural alignment in Fig. 8, 
we see that the positions are structurally equiva- 
lent, it is possible for all three lipases to have 
highly similar relative orientation of the active 
site atoms, despite the fact that the alternative 
Asp positions are located at the end of two differ- 
ent /3-strands. 

An improved alignment may be generated if 
we can incorporate 3-D data for at least one of 
the sequences in the linear alignment (Gracy et 
al., 1993). However, in order to get a reliable 
alignment of sequences with low sequence simi- 
larity, we have to take true three-dimensional 
effects into account. This means that if we are 
able to identify a known 3-D structure as a poten- 
tial basis for modelling, then the sequence align- 
ment should be done in 3-D using this structure 
as a template. This can be done by threading the 
sequence through the structure and calculating 
pairwise interactions (Jones et al., 1992; Bryant 
and Lawrence, 1993). 

4.3. Model refinement 

As soon as a template has been identified, and 
an alignment between this template and a se- 
quence has been defined, a 3-D model of the 
protein can be generated. We can either use the 
template coordinates directly, combined with dif- 
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Fig. 7. Sequence alignment of lipases. Alignment  of  structurally conserved regions of three lipases. For each lipase the solvent 
accessible surface in % compared to the GXG standard state (grey scale, white is buried and black is exposed), the  secondary 
structure as defined by the DSSP program, and the sequence is shown. The position of each subsequence in the full sequence is 
also shown. The  active site residues are shown in white on black. Please observe the shift of the active site Asp (D) between two 
very different positions. The  al ignment was generated using Alscript (Barton, 1993). 
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ferent modelling approaches for the ill-defined 
regions, or the template can be used as a more 
general basis for folding the protein by distance 
geometry (Srinivasan et al., 1993) or general 
molecular dynamics methods. Loop regions are 
often highly variable, and must be treated with 
special approaches (Topham et al., 1993). 

It is also necessary to consider the orientation 
of side chains. Although the backbone may be 
well conserved, many residues especially at the 
protein surface will be mutated, as shown in Fig. 
9. The stability of a protein depends upon an 
optimal packing of residues, and it is important to 
optimise side chain conformation if we want to 
study protein stability and complex formation. A 
very common approach is the use of rotamer 
libraries combined with molecular dynamics re- 
finement. Recent studies show that this step of 
the modelling in fact may be less difficult than 
has been assumed (Eisenmenger et al., 1993). 

4.4. Model  evaluation 

and important interactions, and exposed regions 
may to some degree be identified by using anti- 
bodies. However, in many cases the rational for 
modelling by homology is the very lack of experi- 
mental data related to structure, and we have to 
use other more general methods for evaluation of 
models. 

Some of the approaches we already have de- 
scribed for sequence alignment can obviously also 
be used for evaluation of models. In general, 
model evaluation can be based on 3-D profiles 
(Lfithy et al., 1992), contact profiles (Ouzounis et 
al., 1993) or more general energy potentials 
(Hendlich et al., 1990; Jones et al., 1992; 
Nishikawa and Matsuo, 1993). Some of these 
approaches have been implemented as programs 
for evaluation of structures or models, like 
ProCheck (Laskowski et al., 1993) and Prosa 
(Sippl, 1993a, b). However, in general no model 
(or even experimental structure) should be trusted 
beyond what can be verified by experimental 
methods. 

A protein model based on homology (or simi- 
larity) has to be verified in as many ways as 
possible, and experimental methods should al- 
ways be preferred. Mutation studies may give 
valuable information about active site residues 

5. NMR of proteins 

A prerequisite for rational protein engineering 
is 3-D structure information about the protein. In 

8 

Fig. 8. Structure alignment of lipases. Structure alignment of two of the sequences shown in Fig. 6, including parts of the sequences 
connecting the core regions. The active site Asp is able to maintain a similar relative orientation, despite very different sequence 
positions. The alignment was generated using Insight (Biosym Technologies). 
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adddition to X-ray crystallography, N M R  is the 
most important  method for protein structure de- 
termination. 

X-ray crystallography has several advantages 
when compared to NMR. Solving the crystal 
structure by X-ray crystallography is usually fast 
as soon as good crystals of the protein are ob- 
tained (even if it may not be so easy to obtain 
these crystals). It is also possible to determine the 
structure of very big proteins. The major disad- 
vantage of X-ray crystallography is that it is the 
crystal structure that is determined. This implies 
that crystal contacts may distort the structure 
(Chazin et al., 1988; Wagner  et al., 1987). Since 
active sites and other binding sites usually are 
located on the surface of the proteins, very im- 
portant  regions of the protein may be distorted. 
Some structures even show large differences be- 
tween N M R  and X-ray structure (Frey et al., 
1985; Klevit and Waygood, 1986) 

The advantage of N M R  is that it is dealing 
with protein molecules in solution, usually in an 
environment not too different from its natural 
one. It is possible to study the protein and the 
dynamical aspects of its interaction with other 
molecules like substrates, inhibitors, etc. It is also 
possible to obtain information about apparent  

p K  a values, hydrogen exchange rates, hydrogen 
binding and conformational changes. 

5.1. A short introduction to N M R  

All nuclei contain protons, and therefore they 
carry charge. Some nuclei also possess a nuclear 
spin. This creates a magnetic dipole, and the 
nuclei will be oriented with respect to an external 
magnetic field. The most commonly studied nu- 
clei in protein N M R  (1H, 13C and 15N) have two 
possible orientations, representing high and low 
energy states. The frequency of the transition 
between the two orientations is proportional to 
the magnetic field. At a magnetic field of 11.7 
Tesla the energy difference corresponds to about 
500 MHz for protons. In an undisturbed system 
there will be an equilibrium population of the 
possible orientations, with a small difference in 
spin population between the high and low energy 
orientation. 

The equilibrium population can be perturbed 
by a radio frequency pulse of a frequency at or 
close to the transition frequency. In addition, the 
spins will be brought into phase coherence (con- 
certed motion) and a detectable magnetisation 
will be created. The intensity of the N M R  signal 
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Fig. 9. Sequence variability of trypsin. A graphical representation of the HSSP entry (Sander and Schneider, 1991) of trypsin 
(lsgt.hsp), showing sequence variability of trypsin from an alignment of 109 sequences. Positive values on the left-hand scale are 
solvent accessibilities, negative values are sequence variability. Values on the right-hand scale are number of sequences with 
insertions or deletions at a given position (bottom curve). Buried regions have very low sequence variability and no insertions or 
deletions. 
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is proportional to the population difference be- 
tween the levels the nuclei can possess. 

Nuclei of the same type in different chemical 
and structural environments will experience dif- 
ferent magnetic fields due to shielding from elec- 
trons. The shielding effect leads to different reso- 
nance frequencies for nuclei of the same type. 
The effect is measured as a difference in reso- 
nance frequency (in parts per million, ppm) be- 
tween the nuclei of interest and a reference sub- 
stance, and this is called the chemical shift. In 
molecules with low internal symmetry most atoms 
will experience different amounts of shielding, 
the resonance signals will be distributed over a 
well-defined range, and we get a typical NMR 
spectrum. 

The process that brings the magnetisation back 
to equilibrium may be divided into two parts, 
longitudinal and transverse relaxation. The longi- 
tudinal or T 1 relaxation describes the time it 
takes to reach the equilibrium population. The 
transverse or T 2 relaxation describes the time it 
takes before the induced phase coherence is lost. 
For macromolecules the T 2 relaxation is always 
shorter than the T a relaxation. Short T 2 relax- 
ation leads to broad signals because of poor defi- 
nition of the chemical shift. Most molecules have 
dipoles with magnetic moment, and the most 
important cause of relaxation is fluctuation of the 
magnetic field caused by the brownian motion of 
molecular dipoles in the solution. How effective a 
dipole may relax the signal depends upon the size 
of the magnetic moment, the distance to the 
dipole, and the frequency distribution of the fluc- 
tuating dipoles. 

A nucleus may also detect the presence of 
nearby nuclei (less than three bonds apart), and 
this will split the NMR signal from the nucleus 
into more components. Several nuclei in a cou- 
pling network is called a spin system. 

By applying radio frequency pulses it is possi- 
ble to create and transfer magnetisation to differ- 
ent nuclei. It is, as an example, possible to create 
magnetisation at one nucleus, and transfer the 
magnetisation through bonds to other nuclei 
where it may be detected. The pulses are applied 
in a so-called pulse sequence (Ernst, 1992; Kessler 
et al., 1988). 

5.2. Methods for structure determination by NMR 

The methodology for determination of protein 
structure by two-dimensional NMR is described 
in several textbooks and review papers (Wagner, 
1990; Wiithrich, 1986; Wider et al., 1984). The 
standard method is based on two steps, sequential 
assignment: assignment of resonances from indi- 
vidual amino acids, and distance information: as- 
signment of distance correlated peaks between 
different amino acids. 

5.2.1. Assignment of  resonances from individual 
amino acids 

The first step involves acquiring coupling cor- 
related spectra (COSY, TOCSY) in deuterium 
oxide to determine the spin system of correlated 
resonances. Some amino acids have spin systems 
that in most cases make them easy to identify 
(Gly, Ala, Thr, Ile, Val, Leu). The other amino 
acids have to be grouped into several classes, due 
to identical spin systems, even though they are 
chemically different. The spin systems can be 
correlated to the NH proton by acquiring COSY 
and TOCSY spectra in water. 

The assigned NH resonance is then used in 
distance correlated spectra (NOESY) to assign 
correlations to protons (NH, H, ,  H~) at the 
previous amino acid residue (Fig. 10). By combin- 
ing the knowledge of the primary sequence (which 
gives the spin system order) with the NMR data 
collected it is possible to complete the sequential 
assignment. 
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Fig. 10. Short-range interactions in proteins. Part of a peptide 
backbone with two amino acid residues. Sequential correla- 
tions from NI-I (i+1) to NH (i), C~H (i) and C~H (i) are shown. 
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5.2.2. Assignment of distance correlated peaks 
When the sequential assignment is done the 

assignment of short range nOe (up to four 
residues) will give information about secondary 
structure (a-helix, fl-strand). Long-range correla- 
tions will serve as constraints (together with scalar 
couplings) to determine the tertiary structure of 
the protein. Excellent procedures describing these 
steps are available (Roberts, 1993; Wiithrich, 
1986). 

With large proteins there will be spectral over- 
lap of resonance lines. The problem is partially 
solved by labelling the protein with 13C and 15N 
isotopes. Triple resonance multidimensional 
NMR methods (Griesinger et al., 1989; Kay et al., 
1990) may then be applied. The resonances will 
then be spread out in two more dimensions (13C 
and ~SN) and the problem with overlap is re- 
duced. These methods depend upon the use of 
scalar couplings to perform the sequential assign- 
ment, the sequential assignment procedure will 
then be less prone to error. The NOESY spectra 
of such large proteins are often very crowded, but 
four-dimensional experiments like the 13C-~3C 
edited NOESY spectrum (Clore et al., 1991b) 
have been designed. Such experiments will spread 
the proton-proton distance correlated peaks by 
the chemical shift of its corresponding 13C neigh- 
bour and reduce the spectral overlap. Secondary 
structure elements may also be predicted from 
the chemical shift of 1H and 13C (Spera and Bax, 
1991; Williamson and Asakura, 1991; Wishart et 
al., 1992). 

5.3. Larger proteins 

Obtaining NMR-spectra of proteins has some 
aspects that should be considered. 

Spectral overlap. As we move to larger proteins 
the probability of overlap of resonance lines in- 
creases. At some point it will become impossible 
to do sequential assignment due to this overlap. 
Application of 3-D and 4-D multiresonance NMR 
has made it possible to assign proteins in the 30 
kDa range (Foght et al., 1994; Stockman et al., 
1992). 

Fast relaxation. As the size of the protein is 
increased the rate of tumbling in solution is re- 

duced. This leads to a reduced transverse relax- 
ation time (T2), and broadening of the resonance 
lines in the NMR spectra. The intensities of the 
peaks are reduced and they may be difficult to 
detect. The short transverse relaxation time will 
also limit the length of the pulse sequences it is 
possible to apply (because there will be no phase 
coherence left), and multidimensional methods 
become difficult. 

Behaviour of the protein. The proteins for which 
it is possible to determine a 3-D structure by 
NMR or X-ray crystallography are probably a 
subset of all proteins (Wagner, 1993). Proteins 
may have regions with mobility and few cross 
peaks. The effective size of a protein is often 
increased by aggregation. The amount of aggre- 
gation can often be reduced by reducing the 
protein concentration. Thus, very often the de- 
gree of aggregation will determine whether it is 
possible to assign and solve a protein structure by 
NMR, by limiting the maximum concentration 
that may be used. The stability of the proteins is 
also a major issue. A sample may be left in 
solution for days, often at elevated temperatures, 
so denaturation may become a problem. 

5.4. Other applications of NMR 

Photo-CIDNP (chemically induced nuclear po- 
larisation) is an interesting technique for the study 
of surface positioned aromatic residues in pro- 
teins (Broadhurst et al., 1991; Cassels et al., 1978; 
Hore and Kaptain, 1983; Scheffier et al., 1985). 
By introducing a dye and exciting it with a laser, 
it is possible to transfer magnetisation to aro- 
matic residues, where it can be observed. 

In addition to high-resolution NMR, solid state 
NMR has also been applied to studies of pro- 
teins. Studies of active sites and conformation of 
bound inhibitors yields interesting information. 
The stability of proteins may be monitored under 
different conditions by detecting signals from 
transition intermediates bound to the active site 
(Burke et al., 1992; Gregory et al., 1993). Struc- 
tural constraints on transition state conformation 
of bound inhibitors can be obtained (Auger et al., 
1993; Christensen and Schaefer, 1993). Structural 
constraints of the fold and conformation of the 
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amino sequence may be gathered by setting up- 
per  and lower distances for lengths between spe- 
cific amino acids (McDowell et al., 1993). 

Using solid-state N M R  it is also possible to 
study membrane  proteins and their orientation 
with respect to their membrane  (Killian et al., 
1992; Ulrich et al., 1992). We expect such studies 
to give insight into ion channels in membranes  
(Woolley and Wallace, 1992). 

5.5. Paramagnetic relaxation 

An important  mechanism for relaxation in 
high-resolution N M R  is dipolar relaxation. Usu- 
ally this is induced by the spin of nuclei in the 
immediate vicinity, and it is a function of the size 
of the dipole. The electron is also a magnetic 
dipole, and the magnitude of this dipole is about 
700-times that of a proton. Paramagnetic com- 
pounds have an electron that will interact with 
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Fig. 12. Lysozyme with Gd-DTPA, 1-D spectra. High (right) 
and low field region of 1-D IH-NMR spectra of lysozyme with 
different concentrations of Gd-DTPA added. The lower trace 
shows the spectrum of pure lysozyme, the middle and upper 
trace show the spectra with Gd-DTPA added (middle trace: 5 
mM lysozyme/0.25 mM Gd-DTPA, upper trace: 5 mM 
lysozyme/0.5 mM Gd-DTPA). 
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Difference spectrum contains 
information about surface protons. 

Fig. 11. The paramagnetic relaxation method. Outline of the 
paramagnetic relaxation method. The protons located at the 
protein surface will be closer to the dissolved paramagnetic 
relaxation agent than the protons located inside the protein 
core, hence the resonance lines from protons at the surface 
will be broadened more than resonance lines stemming from 
protons located inside the protein. 

nearby protons and increase the relaxation rate 
of these protons. 

The widest use of paramagnet ic  compounds 
has been of Gd 3÷ bound to specific sites in a 
protein (Dobson et al., 1978), but also other com- 
pounds have been used (Chang et al., 1990; Her-  
nandez et al., 1990a, b). This will make it possible 
to identify resonance lines from residues in the 
vicinity of the binding site. It  is also possible to 
calculate distances from the paramagnet ic  atom 
as the relaxation effect is distance dependent.  

The paramagnet ic  broadening effect can also 
be used with a compound moving freely in solu- 
tion (Drayney and Kingsbury, 1981; Esposito et 
al., 1992; Petros et al., 1990). In this way residues 
located on or close to the protein surface will give 
broadened resonance lines compared to residues 
in the interior of the protein. 

This method can be used to measure  impor- 
tant nOe and chemical shifts inside the protein 
directly, or it can be used as a difference method 
to identify resonances at the surface by compar-  
ing spectra acquired with and without the para- 
magnetic relaxation agent (Fig. 11). 

We have used the paramagnet ic  compound 
gadolinium diethylenetriamine pentaacetic acid 
(Gd-DTPA) as a relaxation agent. G d - D T P A  will 
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increase both the longitudinal and the transverse 
relaxation rates of protons within the influence 
sphere. Suitable NMR experiments to highlight 
the relaxation effect may be NOESY, ROESY 
and TOCSY (Bax and Davis, 1985; Braun- 
schweiler and Ernst, 1983) 

Gd-DTPA is widely used in magnetic reso- 
nance imaging (MRI) to enhance tissue contrast. 
It is assumed to be non-toxic and we do not 
expect it to bind to proteins. We used the well- 
studied protein hen egg-white lysozyme as a test 
protein. Both the structure and the NMR spectra 
of this protein are known (Diamond, 1974; Red- 
field and Dobson, 1988), and the protein is ex- 
tremely well suited for NMR experiments. 

In Fig. 12, the 1-D IH-NMR spectrum recorded 
in the presence and absence of Gd-DTPA is 
shown. Although it is evident that there is a 
selective broadening in the 1-D spectrum, it is 
also clear that there are problems with overlap- 
ping spectral lines. We therefore applied two-di- 
mensional NMR methods, and shown in Fig. 13 is 
the low field region of a NOESY spectrum of 
lysozyme. The region corresponds to the same 
region as shown in Fig. 12. 

From Fig. 13 we see that the signals from W63, 
W 63 and W123 disappear with addition of Gd- 
DTPA, while the signals from W28, W108 and 
W l l l  still are observable. By examination of the 
solvent accessible surface of lysozyme it is evident 
that the indole NH of W62, W63 and W123 is 
exposed to solvent, while the indole NH of W28, 
W108 and W l l l  is not exposed. This shows that 
the changes in the spectrum are as expected from 
the structure data. 

The appearance of the N H - N H  region of the 
spectrum (Fig. 14) also shows the reduction in the 
number of signals in the Gd-DTPA exposed spec- 
trum. 

This shows that the paramagnetic broadening 
effect can be used for selective identification of 
signals from solvent exposed residues in a pro- 
tein. 

6. Modell ing of  electrostatic interactions 

One of the fundamental steps in the protein 
engineering process shown in Fig. 1 is the design 

step, where a correlation between structure and 
properties is established in order to select poten- 
tial structural candidates that match new func- 
tional profiles. The understanding of this correla- 
tion implies a realistic modelling of the physical 
chemical properties involved in the functional 
features to be engineered. These features are 
basically of two types: diffusional and catalytic. 
Any ligand binding to a protein, whether ligand- 
receptor or substrate-enzyme, is essentially a dif- 
fusional encounter of two molecules. Electro- 
static interactions are the strongest long-range 
forces at the molecular scale and, thus, it is not 
surprising that they are one of the determinant 
effects in the final part of the encounter  (Berg 
and von Hippel, 1985). In the case of substrate-  
enzyme interactions the catalytic step that follows 
the binding of the substrate seems to be possible 
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Fig. 13. Lysozyme with Gd-DTPA,  NOESY spectra. Low field 
region of the NOESY spectrum of lysozyme. Correlations 
between the indole NH of the tryptophan residues with other  
protons from the same residue is shown. The upper  panel 
shows the normal  NOESY spectrum, the lower panel  the 
NOESY spectrum after addition of G d - D T P A  (5 m M  
lysozyme/0.25 mM Gd-DTPA).  The  panels are plotted at 
identical contour levels. The  experimental  conditions were 5 
m M  lysozyme, pH 3.8, mixing time 200 ms. 
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mainly by the presence of electrostatic forces that 
stabilise the reaction intermediates in the binding 
site (Warshel et al., 1989), from which the prod- 
uct formation may proceed. Another  and much 
more basic necessary condition for a successfully 
engineered protein is that a functional folded 
conformation is maintained. Solvation of charged 
groups is one of the determinants in protein 
folding (Dill, 1990), so that even the conforma- 
tion of the protein is electrostatically driven. 
Given the ubiquitous role of electrostatic interac- 
tions, it is then obvious that their accurate mod- 
elling is an essential prerequisite in the design of 
engineered proteins. 

Several good reviews exist on protein electro- 
statics (Warshel and Russel, 1984; Matthew, 1985; 
Rogers, 1986; Harvey, 1989; Davies and McCam- 
mon, 1990; Sharp and Honig, 1990). This section 
intends to give a brief overview of the subject. We 
start by presenting the methods one can use to 
model electrostatic interactions. The most famil- 
iar methodology in biomolecular modelling is cer- 
tainly molecular mechanics (MM) (either through 
energy minimisations or molecular dynamics 
(MD)). We point out some of the limitations of 
MM in the treatment of electrostatic interactions, 
and the need to use alternative ways of describing 

the system, such as continuum methods. The 
computation of pH-dependent  properties and 
some potential extensions of MM are also dis- 
cussed. Finally, we refer some applications of 
electrostatic methods relevant to protein engi- 
neering. 

6.1. Molecular mechanics (MM) 

In MM simulations, electrostatic interactions 
are usually described with a pairwise coulombic 
term of the form qlq2/Dr12,were ql and q2 are 
the charges of the pair of atoms, r12 their dis- 
tance, and D the dielectric constant. D is usually 
set equal to 1 when the solvent is included. A 
complete simulation in a sufficiently big box with 
water molecules should, in principle, give a realis- 
tic description of the protein molecule (Harvey, 
1989). This would be specially true if a force field 
including electronic polarizability effects (see 6.3.) 
was available for use with biomolecular systems, 
which unfortunately is not the case (Harvey, 1989; 
Davis and McCammon, 1990). We use the term 
force field in this context as including both the 
functional form and parameters describing the 
energetics of  the system, from which the forces 
are derived. 
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Fig. 14. Lysozyme with Gd-DTPA, NOESY spectra, NH region. NH-NH region of the NOESY spectrum of lysozyme. The normal 
spectrum is plotted in the left panel, the spectrum acquired with Gd-DTPA in the right panel. The experimental conditions were 
the same as in Fig. 13. 
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Simulations where solvent molecules are not 
treated explicitly are naturally appealing, since 
the computation time increases with the square 
of the number of atoms. Several methods have 
been proposed that at tempt to account for sol- 
vent effects. The more popular approach is an ad 
hoc dielectric 'constant '  proportional to the dis- 
tance (e.g., McCammon and Harvey, 1987) but 
different distance dependencies can be used (e.g., 
Solmajer and Mehler, 1991). A variety of more 
elaborated methods were also suggested (North- 
rup et al., 1981; Still et al., 1990; Gilson and 
Honig, 1991). All these methods should be viewed 
as attempts of including solvent screening effects 
in a simplified way. They can be useful when 
inclusion of water is computationally prohibitive, 
but they cannot substitute for an explicit inclu- 
sion of solvent since, e.g., the existence of hydro- 
gen bonding with the solvent is not properly 
described by these approaches. 

MM of biomolecules has, in general, heavy 
computat ion needs. The number  of water 
molecules that should be included in order to 
simulate a typical protein in a realistic way is 
quite large, especially if one wants to perform 
MD. Also, each pair of atoms has its own electro- 
static interaction and the number of pairs cannot 
be lowered by a short cut-off distance (e.g., 7 A) 
as in van der Waals interactions, since electro- 
static interactions are very long range, typically 
up to 10 ~,. 

MM simulations have also some limitations on 
the description of the system, since pH and ionic 
strength effects usually are difficult or impossible 
to include. The only way to include pH effects is 
through the protonation state of the residues. 
Each titrable group (in Asp, Glu, His, Tyr, Lys, 
Arg, C- and N-terminal) in the protein have two 
states, protonated or unprotonated.  Thus, a pro- 
tein with N titrable groups will have 2 N possible 
protonation charge sets. The best we can do is to 
choose the set corresponding to the protonation 
states of model compounds at the desired pH. 
Free ions can be included in MD simulations of 
proteins (Levitt, 1989; Mark et al., 1991), but it is 
not clear if the simulated time intervals are long 
enough to realistically reflect ionic strength ef- 
fects. 

Another  problem with MM is that the under- 
standing it provides of the system (through energy 
minimisation or MD) does not include entropic 
aspects explicitly, i.e., it does not give free ener- 
gies directly. There are methods to calculate free 
energies based on MM potentials (Beveridge and 
Dicapua, 1989), but even though several applica- 
tions have been made on biomolecular systems 
(for a review see Beveridge and Dicapua, 1989), 
they are still too demanding for routine use in 
systems of this size. Then, when the properties 
under study are related to free energies rather 
than energies (which is often the case), MM by 
itself can only be seen as a first approach. 

In summary, although MM simulations can 
provide some unique information on the struc- 
tural and dynamical behaviour of biomolecular 
systems, some limitations exist due to both con- 
ceptual and practical reasons, in particular re- 
garding the treatment of electrostatic interac- 
tions. Fortunately, other methods exist that can 
provide insight on aspects whose modelling is 
poor or absent in MM simulations, although at 
the cost of the atomic detail in the description. 
There is no 'best '  modelling method and we 
should resort to the several methods available in 
order to gain an understanding of the system that 
is as complete as possible. 

6.2. Electrostatic continuum models 

The so-called continuum or macroscopic mod- 
els assume that electrostatic laws are valid at the 
protein molecular level and that macroscopic 
concepts such as dielectric properties are applica- 
ble. Protein and solvent are treated as dielectric 
materials where charges are located. These 
charges may be titrable groups (whose protona- 
tion state may vary), permanent  ions (structural 
and bound ions, etc.) or, more recently, perma- 
nent partial charges of polar groups. Given the 
dielectric description of the system and the place- 
ment of the charges, the problem can be reduced 
to the solution of the Poisson equation (or any 
equivalent formulation), as can any problem of 
electrostatics (e.g., Jackson, 1975). The electro- 
static potential thus obtained can be used to 
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study diffusional processes or visually compare 
different molecules (see 6.6.). 

The simplest continuum model assumes the 
same dielectric constant inside and outside the 
protein. Typically, a value somewhere between 
the protein and solvent dielectric constants has 
been used (Sheridan and Allen, 1980; Koppenol 
and Margoliash, 1982; Hol, 1985). This approach 
completely ignores the effects of having two very 
different dielectric regions, but can be used for a 
first qualitative computation. 

The more common continuum models treat 
the protein as a low dielectric cavity immersed in 
a high dielectric medium, the solvent. The way 
the charges are placed in this cavity and the way 
the electrostatic problem is solved vary with the 
particular method. Analytical solutions can be 
obtained for the simplest shapes, such as spheres, 
but in general the more complex shapes require 
numerical techniques. 

In the first cavity model the protein was as- 
sumed to be a sphere with the charge uniformly 
distributed over its surface (Linderstr~m-Lang, 
1924). Tanford and Kirkwood (1957) proposed a 
more detailed model in which each charge has a 
fixed position below the surface. Assuming a 
spherical geometry allows for a simple solution to 
the electrostatic problem. It is even possible to 
include an ionic atmosphere that accounts for 
ionic strength effects (leading to the Poisson- 
Boltzman equation). The effect of pH occurs 
naturally in the formalism. The energy cost of 
burying a charge inside the low-dielectric protein 
(self-energy) is taken to be the same as in small 
model compounds, since at the time when this 
method was developed (before protein crystallog- 
raphy) charges were believed to be restricted to 
the protein surface. This limits the method to 
proteins without buried charges, unless we have 
some estimate on the self-energy. There are, ob- 
viously, some problems in fitting real, irregular- 
shaped proteins to a spherical model. Some solu- 
tions to this problem were proposed, including an 
ad hoc scaling of interactions based on solvent 
accessibility (Shire et al., 1974), and the placing 
of more exposed charges in the solvent region 
(States and Karplus, 1987). 

The inclusion of non-spherical geometries im- 

plies the use of numerical techniques, as referred 
above. Warwicker and Watson (1982) and Gilson 
et al. (1987) used the finite differences technique 
to solve, respectively, the Poisson and Poisson- 
Boltzman equations. Self-energies can be in- 
cluded (Gilson and Honig, 1988), such that the 
method is fully applicable when buried charges 
exist. The intrinsic discretization of the system in 
the finite differences technique, makes these 
methods readily applicable to any kind of spatial 
dependency on any of the properties involved. 
The inclusion of a spatially-dependent dielectric 
constant, for instance, will be relatively simple. 
Other extensions such as additional dielectric re- 
gions (ligands, membranes, etc.), eventually with 
charges, should also be possible. Alternative nu- 
merical techniques for solving the Poisson or 
Poisson-Boltzman equations have also been used, 
including finite elements (Orttung, 1977) and 
boundary elements (Zauhar and Morgan, 1985). 

6.3. Inducible dipole model 

The dielectric constant in a region comes from 
the existence of dipoles in that region, permanent 
or induced. Permanent dipoles are due to atomic 
partial charges (e.g., water dipole, peptide bond 
dipole). Induced dipoles are due to the polariz- 
ability of electron clouds. Warshel and Levitt 
(1976) represented this electronic polarizability 
by using point dipoles in the atoms. As pointed 
out by Davies and McCammon (1990) this repre- 
sentation is roughly equivalent to a spatially-de- 
pendent dielectric constant. This approach is usu- 
ally combined with a simplified representation ot 
water by a grid of dipoles (Warshel and Russel, 
1984). Ionic strength and pH effects are not con- 
sidered. 

6.4. pH dependency 

All the above methods deal with a particular 
charge set (see 6.1.), even when pH effects are 
considered. However, a protein in solution does 
not exist in a single charge set. We are usually 
interested in the properties of a protein at a given 
pH and ionic strength, not at a particular charge 
set. Moreover, if we want to test the available 
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methods, we have to test them against experi- 
mental results which usually do not correspond to 
a specific charge set. A common test on the 
accuracy of electrostatic models is their ability in 
predicting pK a values of titrable groups in a 
protein (see 6.6.), obtained via titrations, NMR, 
etc. These values can be quite different from the 
ones of model compounds, due to environment of 
the groups in the protein. This difference (pK a 
shift) can be of several pK units. The experimen- 
tally determined apparent pKa (PKap p) is deter- 
mined as the pH value at which half of the groups 
of that residue are protonated in the protein 
solution, i.e., when its mean charge is 1 /2  (thus, 
the equivalent notation pK1/2). Then, if we can 
devise a method to compute the mean charge of 
the titrable groups at several pH values, we can 
predict their PKap  p values. 

As mentioned above (see 6.1.), we have 2 N 

possible charge sets. Any structural property can, 
in principle, be computed through a Boltzman 
sum over all those sets, with each one contribut- 
ing according to its free energy (taken as the 
electrostatic energy) (Tanford and Kirkwood, 
1957; Bashford and Karplus, 1990). The property 
thus computed is characteristic of the chosen pH 
value (and ionic strength, if considered) instead 
of a specific charge set. We are particularly inter- 
ested in computing the mean charges at a given 
pH (see last paragraph). A sum with 2 N terms is 
not, however, a trivial calculation in terms of 
computer  time. Tanford and Roxby (1972) 
avoided the Boltzman sum by placing the mean 
charges directly on the titrable groups, instead of 
using one of the integer sets. This corresponds to 
considering the titration of the different groups 
as independent (a mean field approximation; 
Bashford and Karplus, 1991). Other  alternatives 
to the Boltzman sum are the Monte Carlo method 
(Beroza et al., 1991), less drastic mean field ap- 
proximations (Yang et al., 1993; Gilson, 1993), 
the ' reduced site' approximation (Bashford and 
Karplus, 1991), or even assume that the predomi- 
nant charge set is enough to describe the system 
(Gilson, 1993). 

Since electrostatic interactions in proteins are 
typically dominated by titrable groups whose 
charge is affected by pH, no electrostatic treat- 

ment can be complete without taking this effect 
into account. A simple, although effective, way of 
doing this is to: (i) compute the electrostatic free 
energies (e.g., by a continuum method); (ii) com- 
pute the mean charge of each titrable group at a 
given pH (e.g., by a mean field approximation); 
(iii) use those charges to compute the electro- 
static potential (e.g., by a continuum method), 
which can be displayed together with the protein 
structure (see the human pancreatic lipase exam- 
ple in section 6.6.). In this way a pH-dependent  
electrostatic model of the protein can be ob- 
tained, which is not possible with usual MM-based 
modelling techniques. 

6.5. Molecular mechanics revisited 

As stated above (see 6.1.), electronic polariz- 
ability is not explicitly considered in common 
force fields. Van Belle et al. (1987) included the 
induced dipole formalism (Warshel and Levitt, 
1976) in MM calculations. The electrostatic inter- 
actions in the applied force field were simply 
'corrected'  with additional terms due to inducible 
dipoles. However, it should be noted that a force 
field fitted to experimental data without polariz- 
ability terms, should be fitted again if those terms 
are included. 

The protein conformation used in molecular 
modelling is usually an experimentally based (X- 
ray, NMR) mean conformation, characteristic of 
those particular experimental conditions. That 
conformation may, however, be inadequate for 
modelling the protein properties at different con- 
ditions. In particular, proteins are known to de- 
naturate at extreme pH conditions. Thus, pH-de- 
pendent methods such as the continuum methods 
may give incorrect results when using one single 
conformation over the whole pH range. Actually, 
MD simulations have shown that the results can 
be highly dependent  on side chain conformation 
(Wendoloski and Matthew, 1989). Although over- 
all properties like titration curves did not seem to 
be very sensitive, individual PKa'S showed varia- 
tions up to 2.0 p K  units. 

As mentioned in section 6.1, MM has the 
problem of what charge set to use in simulations. 
Instead of using a charge set corresponding to 
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model compounds at the intended pH, one may 
use the predominant charge set of the protein, 
determined, e.g., by a continuum method, as sug- 
gested by Gilson (1993). 

A different approach to this problem would be 
to devise a way of including the averaged effect of 
all charge sets in the MM simulation. We have 
recently developed a method where a force field 
is derived which includes the proper averaged 
effect of all charge sets (a potential of mean 
force) (to be published). The method depends on 
the calculation of electrostatic free energies ob- 
tained from, e.g., a continuum method. 

6.6. Applications 

The electrostatic potential, computed in some 
of the referred methods, can help to understand 
the contribution of electrostatic interactions in 
the diffusional encounters of proteins with lig- 
ands (substrates or not). The diffusional process 
driven by the electrostatic field can be simulated 
through Brownian dynamics (BD) and diffusion 
rates may be computed (for references see, e.g., 
Davies and McCammon, 1990). The effect of 
mutations on the diffusion of superoxide ion into 
the active site of superoxide dismutase has been 
studied by this technique (Sines et al., 1990) and 
faster mutants showing 2-3-fold increase in reac- 
tion rate could be designed (Getzoff et al., 1992), 
although this enzyme usually is considered to be 
'perfect'. Electrostatically driven BD simulations 
can help to reveal steric 'bottlenecks' (Reynolds 
et al., 1990) and orientational effects (Luty et al., 
1993). This method can also be applied to study 
the encounter of two proteins (Northrup et al., 
1988). 

Visual comparison of electrostatic fields can 
also provide useful information. Soman et al. 
(1989) showed that rat and cow trypsins have 
similar electrostatic potentials near the active site, 
despite a total charge difference of 12.5 units. 

As an illustration of such type of comparisons, 
using pH-dependent electrostatics, we have ap- 
plied the solvent accessibility-modified Tanford- 
Kirkwood method (see 6.2.) to the human pancre- 
atic lipase structures with both closed (van 
Tilbeurgh et al., 1992) and open lid (van Tilbeurgh 

et al., 1993), as shown in Fig. 15a and b. Fig. 
15c-f shows surfaces corresponding to an electro- 
static potential equal to + 1.0 k T / e  (where k is 
the Boltzman constant, T the absolute tempera- 
ture and e the proton charge). These surfaces 
correspond to regions were the electrostatic in- 
teractions on a charge are roughly of the same 
magnitude as the thermal effects due to the sur- 
rounding solvent, i.e., where charged molecules 
in solution start to feel electrostatic steering or 
repulsion. At pH 7 clear differences exist be- 
tween the closed and open forms, the latter show- 
ing a dipolar groove in the presumed binding site 
region. At pI-I 4 the molecule is strongly posi- 
tively charged and most electrostatically differen- 
tiated regions have disappeared. Given the role 
of electrostatic interactions on molecular orienta- 
tion and association (see the beginning of this 
section (6)), this is expected to markedly affect 
the interaction with the lipid-water interface. 

For enzymes the catalytic activity involving a 
charged residue can be modulated by shifting the 
pK a of that residue. The pK a shifts of the active 
site histidine has been successfully predicted for a 
number of mutants of subtilisin (Gilson and 
Honig, 1987; Loewenthal et al., 1993). 

One of the main reasons why enzymes are 
good catalysts is because they stabilise the transi- 
tion state intermediate (Fersht, 1985). For enzy- 
matic reactions that are not diffusion limited, 
engineering leading to an enhanced stabilisation 
of the intermediate will result in an increased 
activity. The induced dipole method was used to 
compute the activation free energy for different 
mutants of trypsin and subtilisin (Warshel et al., 
1989), with some qualitative agreement with the 
experimental results. 

The prediction of changes introduced by muta- 
tions on redox potentials could also be of interest 
to protein engineering. Prediction of redox po- 
tentials has been made with some success (Rogers 
et al., 1985; Durell et al., 1990). In plastocyanin 
the effect of chemically modifying charged groups 
was also considered (Durell et al., 1990). The 
effect of mutations could also be analysed, as has 
been done for pK a shift calculations (see above). 

The above examples clearly show that, what- 
ever the particular method used, the modelling of 
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electrostatic interactions in proteins has an im- 
portant role to play in protein engineering. A 
highly relevant example is the design of a faster 
'perfect' enzyme (Getzoff et al., 1992), which also 
illustrates the combination of different methods 
(BD and electrostatic continuum methods) that 
can sometimes be determinant in a modelling 
study. 

7. Protein engineering - future perspect ives  

The science of protein engineering is advanc- 
ing rapidly, and is emerging in many new con- 
texts, such as metabolic engineering. Rational 
protein engineering is a complex undertaking - 
and only the groups with sufficient understanding 
of sequences and 3-D structures can handle the 
complex underlying problems. Predicting protein 
structure may be difficult - but predicting future 
developments in a very active branch of science 
can be hazardous at the best. However, we will 
review a few of the more recent research aspects 
that we are convinced will be of key importance 
in the future development of protein engineering. 

7.1. Non-conventional media 

Often the substrates or products in an enzy- 
matic process are poorly soluble in an aqueous 
medium. This may lead to poor yields and diffi- 
cult or expensive purification steps. The potential 
of using other solvents, either pure or in mixture, 
where substrates and /or  products may be soluble 
has attracted a great deal of attention (Tramper 
et al., 1992; Arnold, 1993). 

Dissolving the protein in organic solvents will 
alter the macroscopic dielectric constant and lead 
to a much less pronounced difference between 

the interior and exterior static dielectric be- 
haviour. Protein function in such media may be 
altered and is poorly understood; we can expect a 
significant development in the future. 

Despite the often dramatic change in dielectric 
constant when changing the solvent from, e.g., 
water to an organic substance, the protein 3-D 
structure can remain virtually intact, as has been 
documented in the case of subtilisin Carlsberg 
dissolved in anhydrous acetonitrile (Fitzpatrick et 
al., 1993). The hydrogen bonding pattern of the 
active site environment is unchanged, and 99 of 
the 119 enzyme-bound structural water molecules 
are still in place. One-third of the 12 enzyme- 
bound acetonitrile molecules reside in the active 
site. Many enzymes remain active in organic sol- 
vents and in the case of enzyme reactions where 
the substrate has very poor water solubility, a 
change to organic solvent can be of major impor- 
tance (Gupta, 1992). 

An extreme case of a non-conventional 
medium for enzymatic action is the gas phase. 
Certain enzymes, immobilised on a solid bed, 
have been shown to be active at elevated temper- 
atures towards selected substrates in the gas phase 
(Lamare and Legoy, 1993). Obviously the range 
of substrates that potentially can be used is lim- 
ited to those that actually can be brought into the 
gas phase under conditions where the enzyme is 
still active. Enzymes for which such reactions 
have been studied include hydrogenase, alcohol 
oxidase and lipases. The fact that even interfa- 
cially activated lipases (such as the porcine pan- 
creatic and the Candida rugosa lipases) function 
with gas phase carried substrate molecules opens 
up the interesting possibility of studying the role 
of water in this reaction. 

Protein engineering may be used to enhance 
enzyme activity in organic solvents (Arnold, 1993; 

Fig. 15. Electrostatic maps of HPL with closed and open lid. Ribbon models of human pancreatic lipase with colipase are shown 
with closed (left: a,c,e) and open (right: b,d,f) lid. The colipase is shown in blue and the mainly a-helical 'lid' region is highlighted 
in cyan. The residues of the active site are shown in green. Access to the active site pocket seems to be controlled by the 
conformational st'ate of the lid. Electrostatic isopotential contours of + 1.0 k T / e  are shown at pH 4 (c,d) and pH 7 (e,f). The 
negative surfaces are represented in red and the positive surfaces in blue. The models and isopotentiai contours were produced 
with Insight H and DelPhi (Biosym Technologies, San Diego). The pH-dependent  charge sets were computed with TITRA (to be 
published). 
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Chen and Arnold, 1993). When dissolving subtil- 
isin E in 60% dimethylformamide (DMF) the 
kcat/K M for the model substrate suc-Ala-Ala- 
Pro-Met-p-nitroanilide drops 333-fold. After ten 
mutations were introduced, the activity in DMF 
was restored almost to the level of the native 
enzyme in water. 

7.2. Metabolic engineering 

All metabolic conversions in micro-organisms 
are carried out directly or indirectly by proteins. 
Our ability to manipulate single genes has opened 
up for the actual control of such processes. We 
may alter the efficacy of a certain pathway or we 
may introduce totally new pathways. Thus, Es- 
cherichia coli can be modified in such a way that 
one can use i>glucose in the E. coli based manu- 
facture of hydroquinone, benzoquinone, catechol 
and adipic acid (Dell and Frost, 1993; Draths and 
Frost, 1990; Frost, 1993). Presently such com- 
pounds are produced through organic chemical 
synthesis using aromatics as one of the reactants. 
The prospect of producing the same compounds 
using only microbes and glucose thus has some 
obvious environmental benefits. We expect to see 
a virtual surge in the engineering of micro- 
organisms towards the production of rare chemi- 
cal or biochemical compounds or compounds for 
which the current synthetic route is costly either 
economically or from an environmental perspec- 
tive. 

7.3. De novo design 

The perspective of designing and producing 
functional protein molecules from scratch is ex- 
tremely attractive to many visionary scientists. 
Some central questions arise: Do we know enough 
to undertake such tasks, and what goals can we 
define? Screening mutation studies of protein 
interfaces show that the majority of mutations 
reduce activity or binding affinity (Cunningham 
and Wells, 1993), indicating that most proteins 
already represent highly optimised designs. The 
groups active in this area have aimed at con- 
structing certain 3-dimensional folds such as the 
four helix bundle (Felix) (Hecht et al., 1990) and 

histidine-based metal binding sites (Arnold, 1993) 
and even the observation of limited enzymatic 
activity is regarded as a successful result (Johnson 
et al., 1993). 

Protein de novo design of helix bundles may 
even follow a very simple binary pattern of polar 
and nonpolar amino acids as was concluded in a 
study of four-helix bundle proteins (Kamtekar et 
al., 1993). The helix-helix contact surfaces are 
mainly hydrophobic, whereas the solvent exposed 
regions are hydrophilic. Many variants conform- 
ing to this hydrophobic pattern were generated 
and two of these proteins were stabilised with 3.7 
and 4.4 kcal tool -~ relatively to the unfolded 
form, thus approaching what is found for many 
natural proteins. The authors suggest that such a 
binary pattern may have been important in the 
early stages of evolution. In our laboratory we 
have results supporting this conclusion for the 
trypsin family of proteins, which is predominantly 
in a /3-strand based fold (Petersen et al., 1994). 

7.4. Hybrid proteins 

Fusion and hybrid proteins may be produced 
by fusing the genes or gene fragments including a 
proper linking region between the two genes 
(Argos, 1990). This in principle may allow for 
combining properties from two different proteins. 
Thus artificial bifunctional enzymes have been 
produced by fusing the genes for the proteins, 
e.g., /3-galactosidase and galactokinase (Bulow, 
1990). In a recent paper an elegant hybrid protein 
concept is described. A hybrid antibody fragment 
was designed to consist of a heavy-chain variable 
domain from one antibody connected through a 
linker region of 5-15 residues to a short light- 
chain variable domain from another antibody 
(Holliger et al., 1993). The antibody fragments 
displayed similar binding characteristics as the 
parent antibodies. The prospect of engineering 
multifunctional antibodies for medical applica- 
tions is imminent. 

A hybrid protein between the glucose trans- 
porter and the N-acetylglucosamine transporter 
of E. coli have been produced. The two proteins 
displayed 40% residue identity. The hybrid pro- 
tein consisted of the putative transmembrane do- 
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main from the glucose transporter and the two 
hydrophilic domains from the N-acetylglucosa- 
mine transporter. The hybrid protein was, some- 
what surprisingly, still specific for glucose (Hum- 
mel et al., 1992). Interestingly, several naturally 
occurring proteins themselves seem to have origi- 
nated through gene fusion. In the case of hexoki- 
nase it is proposed that it originated from a 
duplication of the glucokinase gene maintaining 
even the gene organisation (Kogure et al., 1993). 
Several other proteins such as receptor proteins 
of the insulin family can best be understood as 
gene fusion products of a kinase domain onto the 
rest of the receptor (which in itself may consist of 
several fragments). 

With potential medical applications, protein- 
nucleic acid hybrids have been constructed, where 
the nucleic acid fragment complemented the se- 
quence of a fragment of mRNA that the RNase 
should be targeted towards. The results obtained 
confirmed that this approach indeed worked 
(Kanaya et al., 1992). The potentials for generat- 
ing anti-viral agents against, e.g., HIV are obvi- 
ous. 

7.5. Nano technology 

As a consequence of the enormous growth in 
our understanding of molecular biology and ma- 
terial technology, a new technological sector is 
emerging which takes aim at exploring the possi- 
ble advantages in creating micro-machines and 
switchable molecular entities. This concept is cur- 
rently known as nano technology (Birge, 1992). 
Two concepts that we find particularly interesting 
are described briefly below. 

7.5.1. Optical and chemical switches of molecular 
dimension 

Rhodopsin is a very ancient molecular con- 
struct - we find rhodopsin like molecules in a 
range of roles, all of them associated with its 
membrane location. Proton transport and recep- 
tor functions are particularly interesting. Bacteri- 
orhodopsin from Halobacterium halobium main- 
tains a large pH gradient across the bacterial 
membrane. This protein complex is coloured, and 
its colour can be changed by exposing the protein 

to light of an appropriate frequency. The lifetime 
of the excited state can be adjusted by adjusting 
the physical chemical parameters of the medium 
the rhodopsin is embedded in (Birge, 1992). This 
protein can be used as a molecular switch in a 
very broad sense, e.g., as part of a high density 
memory device. 

However, changing the colour of a protein 
molecule is just one example that could be con- 
sidered. Another  molecular based switch concept 
involves the transfer of a molecular ring 
(Paraquat-derived rotaxane ring) between two 
binding sites (Bradley, 1993). Currently the trans- 
fer is induced by a solvent change, but it is 
believed that an electrochemical transfer mecha- 
nism can be developed as well. Similar concepts 
can probably also be developed for proteins. 

8. Conclusions 

The present paper reviews some of many new 
developments in protein engineering. The review 
is not exhaustive - it is simply not possible to do 
this properly within the limits of this paper. 

We have tried to review some selected scien- 
tific areas of key importance for protein engineer- 
ing, such as the validity of protein sequence infor- 
mation as well as structural information. Some- 
times the translation of a gene sequence to amino 
acid sequence is not trivial - a range of posttran- 
scriptional editing and splicing events may occur, 
leading to a functional protein, where the amino 
acid sequence cannot be directly deducted from 
the gene sequence. In addition, posttranslational 
modification may provide triggers for other parts 
of the cells molecular machinery. We are thus in 
a situation where the full benefits and profits 
from projects such as the human genome project 
may escape us for a while. 

We have covered some of the recent develop- 
ments in the modelling of protein structure by 
homology, which we regard as one of the most 
strategic areas of development. We will be flooded 
with sequence information deducted from gene 
sequences, and in the cases where the deducted 
amino acid sequences are assumed valid, we have 
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to use homology based structure prediction in 
most cases. Given that the number of protein 
structure families is expected to be limited the 
task is durable. Here  we should again caution the 
reader. We have no a priori reason to assume 
that non-soluble proteins, such as structural pro- 
teins, have structures that can be predicted from 
our limited library of mostly globular, soluble 
proteins. Some structural proteins are gigantic, 
the cuticle collagen in the Riftia worms from 
deep sea hydrothermal vents have a molecular 
mass of 2.600 kDa (Gaill et al., 1991). It is ex- 
tremely unlikely that a 3-D structure at atomic 
resolution of such a protein will ever be deter- 
mined using methods we have available today. 

NMR has emerged with surprising speed as a 
structure determination tool. Many excellent re- 
views have been written on this topic. We have 
decided to direct the readers attention to some 
recent developments that we believe will be of 
significant importance to the usage of NMR in 
protein engineering projects. The potential of 
using NMR to study the solvent exposed outer 
shell of larger proteins, that by far exceed the 30 
kDa limit mentioned earlier is intriguing. This is 
particularly so, since most functionality of a pro- 
tein is a feature of exactly the residues in the 
outer shell. Thus, we can 'peel '  the protein, and 
thereby isolate the spectral information that per- 
tains to the surface only. This simplifies the spec- 
tra, and in some cases even allows for a partial 
assignment of specific residues. 

Recent  developments in pH-dependent  pro- 
tein electrostatics have been given special atten- 
tion here. The similarities and differences within 
a family of structurally related proteins can only 
be understood if we are capable of interpreting 
the consequences of the substitutions, insertions 
and deletions that mostly occur at the surface of 
the proteins. When such changes are found and 
they involve charged residues, this will effect the 
extent or polarity of the electrostatic fields that 
the protein molecule is embedded in. We believe 
that the consequences of charge mutations to a 
large extent can be predicted through the use of 
pH-dependent  electrostatics although practical 
examples are still lacking. To our knowledge the 
results on the electrostatic consequences of the 

lid motion in the human pancreatic lipase (vide 
supra) are among the first such reported. 

The story of molecular biology is continuously 
unfolding - and our understanding of our own 
biology, development and evolution is becoming 
ever deeper  and more detailed. But we are also, 
once again, discovering that one of the many 
qualities of Nature is endless complexity. 
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