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A B S T R A C T   

Objectives: N7-methylguanosine (m7G) plays a crucial role in mRNA metabolism and other bio-
logical processes. However, its regulators’ function in Primary Sjögren’s Syndrome (PSS) remains 
enigmatic. 
Methods: We screened five key m7G-related genes across multiple datasets, leveraging statistical 
and machine learning computations. Based on these genes, we developed a prediction model 
employing the extreme gradient boosting decision tree (XGBoost) method to assess PSS risk. 
Immune infiltration in PSS samples was analyzed using the ssGSEA method, revealing the im-
mune landscape of PSS patients. 
Results: The XGBoost model exhibited high accuracy, AUC, sensitivity, and specificity in both 
training, test sets and extra-test set. The decision curve confirmed its clinical utility. Our findings 
suggest that m7G methylation might contribute to PSS pathogenesis through immune 
modulation. 
Conclusions: m7G regulators play an important role in the development of PSS. Our study of m7G- 
realted genes may inform future immunotherapy strategies for PSS.   

1. Introduction 

Primary Sjogren’s syndrome (PSS), a prevalent chronic autoimmune disease, predominantly affects women with a prevalence 
ranging from 0.5 % to 1.0 % [1]. The main target of PSS is the exocrine glands, including the lacrimal and salivary glands, but it can 
also impact the respiratory, blood, nervous, and other bodily systems, posing a substantial threat to the patients’ lives [2]. PSS is 
categorized as an autoimmune disorder, and it is reported that approximately 30 % of patients suffering from other autoimmune 
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diseases also have PSS [3]. However, due to the absence of specific diagnostic markers, diagnosis is often delayed, resulting in a lag of 
approximately 6–10 years between initial symptoms and confirmation [4]. Immune dysfunction has been identified as a crucial factor 
in the pathogenesis of PSS, with mild lesions characterized by local infiltration of CD4+ and CD8+ T cells, and moderate to severe 
lesions dominated by the production of autoantibodies from B cells [5]. Overactivation of B cells can lead to salivary gland abnor-
malities and increased lymphoma risk. Given the clinical heterogeneity and complex pathological mechanisms underlying PSS, 
elucidating its underlying mechanisms remains unclear. Therefore, identifying relevant biomarkers and immune molecules is crucial 
for understanding its intricate immune processes. 

Increasing evidence suggests that the occurrence and progression of PSS are determined not only by genetic variations but also by 
epigenetic dysregulation [6,7]. RNA modifications, as crucial components of epigenetic modifications, play a pivotal role in regulating 
various physiological processes and disease pathogenesis [8]. Notably, the dynamic regulation and dysregulation of these RNA 
modifications are intimately associated with the initiation, maintenance, and progression of PSS [9]. Among the numerous RNA 
modifications, N6-methyladenosine (m6A), 5-methylcytosine (m5C), and N7-methylguanosine (m7G) are particularly common [10]. 
Crucially, m7G is the most frequent RNA cap modification found in various RNAs of eukaryotic organisms, exerting profound effects on 
RNA metabolism, processing, and function [11]. Due to technological constraints, the study of m7G-related regulatory factors in 
diseases like PSS has only recently gained attention. Research has shown that METTL1 and WDR4, overexpressed in nasopharyngeal 
carcinoma (NPC) and associated with poor outcomes, can be inhibited to suppress tumor growth, migration, and invasion [12]. 
Additionally, they influence the immunomodulatory tumor microenvironment, regulating immune cell infiltration and 

Fig. 1. The overall technology flowchart.  
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cancer-immune cell interactions [13]. The latest research conducted by Liu et al. has uncovered the crucial role of m7G-related genes 
in the pathogenesis and development of PSS [14]. Despite this progress, the relationship between m7G-associated regulatory factors 
and the immune regulation of PSS remains elusive. Therefore, it is imperative to intensify research efforts in this area to gain a deeper 
understanding of the complex mechanisms underlying PSS and potentially identify novel therapeutic targets. 

The field of machine learning (ML) has revolutionized the way we can derive meaningful patterns and insights from complex, large- 
scale datasets. Its successful implementation is evident across various sectors, including data mining, pattern recognition, and bio-
informatics. In this context, our research seeks to delve into gene expression data related to PSS, sourced from the publicly available 
Gene Expression Omnibus (GEO) database. By integrating bioinformatics tools with ML algorithms, we are committed to evaluating 
the predictive capacity of m7G-related genes in the onset of PSS. Our overarching goal is to uncover new avenues for clinical diagnosis, 
treatment, and prognosis of PSS, thereby contributing to significant advancements in this area of study. 

Furthermore, our groundbreaking approach marks the first instance of exploring m7G-related genes in PSS, a territory that has 
remained largely unexplored. By harnessing the power of an interdisciplinary research approach that merges the sophistication of 
bioinformatics with the precision of machine learning, we aim to unlock profound insights into PSS that traditional methods may have 
overlooked. This innovative quest offers us a fresh perspective and holds the potential to deepen our understanding of PSS, thereby 
paving the way for future breakthroughs. 

2. Materials and methods 

The research methodology is illustrated in Fig. 1. 

2.1. Data collection 

In our research, we amassed 189 samples from five GEO datasets (http://www.ncbi.nlm.nih.gov/geo): GSE7451 (10 normal and 10 
PSS saliva samples), GSE40611 (18 normal and 31 PSS parotid gland samples), GSE84844 (30 normal and 30 PSS blood samples), 
GSE143153 (7 normal and 25 PSS parotid gland samples), and GSE173670 again (14 normal and 14 blood saliva samples).The in-
tegrated data from chips GSE7451, GSE40611, and GSE84844 within the R environment were used to establish a predictive model and 
served as the primary dataset (Data SetI) for analysis in this study. Similarly, datasets GSE143153 and GSE173670 were integrated in 
the R environment to serve as an independent external test set (Data Set II) for the predictive model. Each chip data set has undergone 
normalization of gene expression levels using the reads per kilobase per million mapped reads (RPKM) method on the raw data. The 
batch effect was successfully mitigated for both sets of data using the "ComBat" function from the "SVA" package) [15] in R software 
(4.0.2, http://www.r-project.org). This approach effectively eliminated errors caused by different chip sequencing while preserving 
the variations between individuals. 

2.2. Extraction of m7G-related gene expression matrix 

Within the R environment, we successfully isolated the expression matrix of m7G-related genes. Prior to this, we conducted a 
thorough examination of pertinent literature [16] and accessed databases such as GSEA (gsea-msigdb.org) to gather relevant infor-
mation for our investigation. Consequently, we recognized a sum of 29 genes connected with m7G regulation. The extracted 
m7G-related gene expression matrix was normalized using the Z-score method, and all subsequent studies were conducted based on 
this processed matrix. The exhaustive compilation of these genes is presented in Supplementary Table 1. 

2.3. Screening of key genes 

Across the entire cohort of samples included in the study, a labeling system was employed where normal samples were designated 
as 0 and PSS samples were labeled as 1. The data SetI were then randomly apportioned into training and test sets, adhering to a 7:3 
ratio. Within the Python environment, a Spearman correlation analysis was conducted on the training set data using the spearman 
function from the scipy library (https://github.com/scipy/scipy/, accessed on November 1, 2021) [16]. Whenever the correlation 
between two genes exceeded 0.9, one of the pair was randomly removed, ensuring that only one gene from each highly correlated pair 
advanced to the next stage of analysis [17,18]. In the Python environment, the Least Absolute Shrinkage and Selection Operator 
(LASSO) analysis was implemented as the final selection process for identifying the key genes. This was accomplished using the Lasso 
class from the sklearn (Scikit-learn) library [19]. LASSO is a method used in data mining that helps simplify and optimize regression 
models. It does this by adding a penalty to the regular linear regression model, encouraging some of the coefficients to shrink towards 
zero, and sometimes even become exactly zero. This process reduces model complexity, avoids overfitting, and can even help identify 
the most important variables in the dataset [20]. In essence, LASSO helps create more robust and interpretable models by balancing the 
fit to the data with the simplicity of the model. To conduct a more thorough evaluation of the impact of the selected key genes on PSS 
risk, this study has further employed a binary logistic regression model to assess the significance of the coefficients of these genes with 
regard to PSS. Utilizing the LASSO method, we are able to calculate the PSS risk score, which provides a quantitative measure of the 
PSS’s risk level based on their specific characteristics and features. This risk score is derived from the LASSO model, which allows us to 
identify and assign weights to the most predictive variables in predicting a particular outcome or response. By calculating the PSS risk 
score, we can gain a deeper understanding of the risk factors associated with PSS, enabling more informed decisions and targeted 
interventions in patient of PSS care and management. Furthermore, we have generated a heatmap depicting the expression patterns of 
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risk genes, illustrating the differential expression between normal and PSS states. 
The Risk_score of the model can be calculated as follows: 

Risk Score=
∑

i
featurei × Coefficients + b (1) 

Coefficient is obtained by an iterative of LASSO algorithm,i represents the gene,and b represents the intercept term. 
In Equation (1), the intercept term "b" is obtained through LASSO regression using the scikit-learn library in a Python environment 

[19,21]. To maximize the stability of the regression coefficients and intercept terms for key genes, we fixed the crucial regularization 
parameter λ determined during the first convergence of LASSO regression. Subsequently, we carefully designed multiple sets of ex-
periments by adjusting the random seed, the number of folds in cross-validation, and randomly increasing and decreasing the sample 
size of the dataset to simulate diverse experimental conditions. These experiments aimed to obtain the average values of the regression 
coefficients and bias terms for key genes under different conditions. Ultimately, we will use these average values as core parameters to 
update the regression coefficients and bias terms in Formula 1, ensuring that the model maintains excellent stability and accuracy in 
applications. 

2.4. Construction of the prediction model 

For devising the predictive model for PSS in this study, a variety of machine learning algorithms were deployed, including Support 
Vector Machine (SVM), K-Nearest Neighbors (KNN), Random Forest (RF), Light Gradient Boosting Machine (LightGBM), and Extreme 
Gradient Boosting Decision Tree (XGBoost). The modeling process is entirely carried out in Python software（3.8.5，https://www. 
python.org/downloads/release/python-380/). For KNN, we’re using KNeighborsClassifier from sklearn.neighbors [19], which as-
signs labels to new instances based on their proximity to similar training instances. In the KNN algorithm, we set the weights to 
distance, which means that during prediction, each neighbor’s voting weight is inversely proportional to its distance from the query 
point, i.e., closer neighbors will have a greater influence. To find the optimal setting for n_neighbors, we chose the GridSearchCV 
strategy. This strategy enables us to thoroughly and systematically test different values for n_neighbors to determine which one results 
in the best performance for the model on the test set. After conducting the search, this study ultimately determined that the optimal 
value for n_neighbors is 5. The RF classifier, implemented with RandomForestClassifier from sklearn.ensemble [19], combines mul-
tiple decision trees to improve classification accuracy. To ensure the optimal performance of the classifier, we have set criterion =
’gini’ as the splitting criterion. By leveraging GridSearchCV, we systematically evaluate various combinations of hyperparameters to 
precisely identify the optimal values for each. This rigorous approach guarantees that the random forest classifier operates at its utmost 
potential, utilizing the ideal number of trees (n_estimators = 386), tree depth (max_depth = 6), and splitting criteria (min_i-
mpurity_decrease = 0.0003). Consequently, the overall performance of the classifier is significantly enhanced. SVM is handled by the 
SVC model from sklearn.svm [22]. The parameters are tuned with a convergence measure of 0.1, a radial basis function (rbf) kernel, 
and a regularization factor of 0.5. LightGBM is incorporated through its LGBMClassifier from the lightgbm package [23], configured 
for fast and accurate gradient boosting. To optimize the performance of the model, we also utilized the GridSearchCV strategy to 
systematically search for the best combination of hyperparameters. These hyperparameters include n_estimators, max_depth, the 
maximum number of leaves per tree (num_leaves), and the learning_rate. After thorough searching, we have identified the following 
optimal parameter values: n_estimators = 56, max_depth = 6, num_leaves = 29, and learning_rate = 0.05. These parameter config-
urations will further enhance the model’s predictive capabilities and generalization ability. XGBoost is employed via XGBClassifier 
from the xgboost library [24], another gradient boosting framework particularly effective with large datasets. To discover the optimal 
combination of parameters, we utilize GridSearchCV to systematically tune the crucial hyperparameters of XGBoost: n_estimators, 
max_depth, learning_rate, colsample_bytree, and gamma. After fine-tuning, we have identified the following optimal values: n_esti-
mators = 352, max_depth = 3, learning_rate = 0.06, colsample_bytree = 0.82, gamma = 0.1. During the model construction process, 
we employed a rigorous technique known as five-fold cross-validation. This validation method involves randomly dividing the initial 
training set into five equal parts. Four of these parts are used as the training set, while the remaining part serves as the validation set. 
This process is repeated five times, with each part serving as the validation set once. This cross-validation approach allows for a more 
comprehensive evaluation of the model’s performance, effectively mitigating issues of overfitting and underfitting. Consequently, it 
ensures the stability and reliability of the model in practical applications. Through this approach, we were able to continuously 
optimize and adjust model parameters during the construction process, ultimately arriving at a superior and highly generalizable 
model. 

The model was evaluated based on accuracy, Area Under the Curve (AUC), sensitivity (Sen), and specificity (Spe). After 
comprehensive assessment of these metrics, the most outstanding model was selected as the final predictive model. To appraise the 
clinical utility of the model, a test set decision curve was plotted, alongside a calibration curve to assess the model’s accuracy. A 
nomogram was also created to provide a more intuitive visualization of the model’s practicality, which was constructed in this 
experimental context. In Python, the lifelines library is used to plot the decision curve, while the nomogram library is used to plot the 
Nomogram. 

2.5. Immune infiltration landscape 

Within the R environment, the "single-sample gene set enrichment analysis (ssGSEA) method" [25] was employed to calculate the 
abundance of immune infiltrating cells and the activity of immune pathways in the enrolled samples. ssGSEA allows for the 
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computation of enrichment scores, indicating the absolute level of gene set enrichment in individual samples from a given dataset. 
Subsequently, the correlation between immune infiltrating cells and immune pathways within the enrolled samples was analyzed. 
Moreover, the differences in immune infiltration between normal samples and PSS samples were further evaluated. In R, the gsva 
function from the GSVA (Gene Set Variation Analysis) package is used to perform ssGSEA analysis. 

2.6. Statistical analysis 

Statistical analyses were conducted using R (4.0.2, http://www.r-project.org) and Python（3.8.5，https://www.python.org/ 
downloads/release/python-380/). Data normality was checked using Kolmogorov-Smirnov tests. Data that followed a normal dis-
tribution are presented as mean ± standard deviation (x ± s) and were analyzed using an independent t-test. Data that did not adhere 
to a normal distribution are reported as median (interquartile range) and were assessed using the Mann-Whitney U test. The 
nonparametric Spearman test was utilized to ascertain correlations between variables. LASSO regression was employed for the se-
lection of key genes. To assess the predictive power of the model, various metrics such as accuracy, AUC, sensitivity, and specificity 
were computed. Additionally, the clinical utility of the model was evaluated through a decision curve analysis. 

3. Result 

The research methodology is illustrated in Fig. 1. The primary dataset (Dataset I) for this study consisted of 129 samples, including 
71 PSS samples and 58 normal samples, all sourced from the GEO database. An external independent validation dataset (Dataset II) 
included 60 samples, comprising 39 PSS samples and 21 normal samples, which were also obtained entirely from the GEO database. 
Additionally, Supplementary Table 1 provided a list of 29 m7G-related genes. 

3.1. Determination of the m7G-related genes expression matrix 

In the present study, we extracted the expression matrix of 29 m7G-related genes from Dataset I, which comprised a total of 129 
samples (see Supplementary Table 2). The correlation analysis among these 29 genes is depicted in Fig. 2(A). The results revealed that 
NCBP3 and EIF3D exhibited the highest positive correlation (R = 0.676), followed closely by a positive correlation of 0.592 between 
LSM1 and EIF4E. Additionally, NCBP2 and EIF4E1 displayed a positive correlation of 0.546. Conversely, NCBP2 had the highest 
negative correlation with AGO2, at − 0.391. It is evident from our study that no gene pairs exhibited a correlation coefficient greater 
than 0.9, thus ruling out the presence of collinear redundancy and ensuring that our analysis is not confounded by spurious 
relationships. 

Fig. 2. Key genes selection. (A), Spearman correlation analysis among 29 m7G-realted genes; (B), LASSO coefficient profiles of the selected m7G- 
realted genes; (C), Distribution of key m7G-realted genes coefficients. 
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3.2. Screening of the key genes 

To assess the concentration levels of genes within the training set, the Spearman correlation analysis was utilized. In cases where 
the correlation between any two genes surpassed the threshold of 0.9, one gene from the pair was omitted, as illustrated in Fig. 2(A). 
Specific information can be found in Supplementary Table 2. Following this, LASSO regression analysis was performed using a lambda 
value of 0.064, as demonstrated in Fig. 2(B). This process facilitated the discovery of five key genes: IFIT5, EIF4E2, LSM1, EIF4E, and 
NUDT3. The relationship between these five genes and PSS is illustrated in Fig. 2(C). The expression distribution of these five genes 
between normal and PSS states is presented in Supplementary Fig. 1. Among them, IFIT5, LSM1, EIF4E, and NUDT3 demonstrate 
significant differential expression. After conducting a significance analysis on the coefficients of these five key genes in the model (as 
detailed in Supplementary Table 3), we observed that the P-values for the intercept term b and EIF4E were greater than 0.05, indi-
cating that they do not have a statistically significant relationship with the occurrence of PSS. However, the P-values for the remaining 
four genes were all less than 0.05, strongly suggesting a significant statistical association between these genes and PSS risk prediction. 
By calculating the mean and standard deviation of the coefficients of these five genes and the intercept term b under various con-
ditions, a risk score for PSS can be represented using the following equation. 

Risk Score=(0.655±0.309) × EIF4E + (0.507±0.037) × EIF4E2 + (0.778±0.109) × IFIT5 + (0.671±0.125)

× LSM1- (0.800±0.134) × NUDT3-(10.028±0.216)

3.3. Establishment of the prediction model 

In this investigation, a predictive model for the incidence of PSS was crafted utilizing five distinct machine learning techniques: 
SVM, KNN, RF, LightGBM, and XGBoost. Additionally, Dataset II was employed as an independent external dataset to perform external 
validation of the model. Upon examining Table 1, it is observed that XGBoost outperforms the other four models in terms of accuracy, 
AUC, and sensitivity on both the test set and the external test set. XGBoost only falls slightly behind KNN in specificity. Upon a closer 
examination of the calibration curves depicted in Fig. 3(A) and (B), it becomes evident that the XGBoost model exhibits superior 
performance, adhering more closely to the ground truth. This advantage is particularly noteworthy when considering that the cutoff 
value for XGBoost was set at 0.624, which likely contributed to its improved accuracy. The overall performance of the LightGBM model 
lags behind the other four models, indicating that it may be less adept at handling the specific dataset employed in this study. This 
inferiority could stem from the unique characteristics of the data or the comparison with other models. On the other hand, the RF 
model exhibits a lower Accuracy compared to KNN and XGBoost, suggesting it may not be the most effective choice for this particular 
evaluation metric. Furthermore, the SVM model’s Sensitivity on the Extra-test set stands at 0.636, significantly below the 0.783 
achieved by XGBoost, indicating a weaker ability to detect positive cases accurately. Furthermore, the DCA curve corroborates the 
clinical utility of the XGBoost model, as seen in Fig. 3（C）. When the threshold (T) ranges from 30 % to 100 %, the baseline model’s 
net benefit ranges from 0.0 to 0.35. This indicates that when using this model in a clinical setting, for every 100 patients, there will be a 
benefit for 0 to 35 individuals. The XGBoost model achieved an accuracy of 0.831(0.783–0.879), AUC of 0.922(0.873–0.971), 
sensitivity of 0.834(0.789–0.880), and specificity of 0.875(0.825–0.924) in the training set with a cutoff of 0.624(0.590–0.658). 
Within the test set, these metrics were also recorded as 0.781(0.764–0.798), 0.889(0.828–0.950), 0.838(0.754–0.921), and 0.776 
(0.697–0.855), respectively. In the external test set, the performance indicators were 0.723 for accuracy, 0.791 for AUC, 0.783 for 
sensitivity, and 0.811 for specificity. Finally, through the nomograms (Fig. 3(D)), we can easily assess the PSS risk probability of a 
suspicious individual. 

Table 1 
The performance of five different prediction models.  

Model Task Accuracy (95%CI) AUC (95%CI) Cutoff (95%CI) Sensitivity (95%CI) Specificity (95%CI) 

SVM Train 0.783 (0.770–0.796) 0.871 (0.805–0.938) 0.592 (0.533–0.651) 0.732 (0.686–0.779) 0.875 (0.808–0.942) 
Test 0.706 (0.647–0.765) 0.810 (0.638–0.979) 0.592 (0.533–0.651) 0.789 (0.689–0.888) 0.794 (0.629–0.959) 
Extra-test 0.700 0.717 0.592 0.636 0.778 

KNN Train 0.670 (0.614–0.727) 0.835 (0.762–0.909) 0.667 (0.563–0.770) 0.750 (0.680–0.819) 0.741 (0.691–0.791) 
Test 0.660 (0.589–0.730) 0.763 (0.585–0.939) 0.667 (0.563–0.770) 0.593 (0.420–0.767) 0.797 (0.607–0.987) 
Extra-test 0.560 0.742 0.667 0.617 0.838 

RF Train 0.777 (0.709–0.846) 0.898 (0.835–0.961) 0.621 (0.486–0.761) 0.767 (0.678–0.856) 0.878 (0.816–0.940) 
Test 0.696 (0.585–0.806) 0.814 (0.632–0.984) 0.621 (0.486–0.761) 0.800 (0.702–0.898) 0.791 (0.668–0.915) 
Extra-test 0.641 0.738 0.621 0.650 0.684 

XGBoost Train 0.831 (0.783–0.879) 0.922 (0.873–0.971) 0.624 (0.590–0.658) 0.834 (0.789–0.880) 0.875 (0.825–0.924) 
Test 0.781 (0.764–0.798) 0.889 (0.828–0.950) 0.624 (0.590–0.658) 0.838 (0.754–0.921) 0.776 (0.697–0.855) 
Extra-test 0.723 0.791 0.624 0.783 0.811 

LightGBM Train 0.566 (0.433–0.698) 0.713 (0.621–0.805) 0.718 (0.350–0.986) 0.623 (0.544–0.703) 0.841 (0.781–0.894) 
Test 0.552 (0.405–0.701) 0.671 (0.475–0.868) 0.718 (0.350–0.986) 0.561 (0.414–0.708) 0.864 (0.779–0.948) 
Extra-test 0.641 0.536 0.718 0.538 0.758  
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3.4. Immune infiltration results 

The ssGSEA method was used to evaluate the abundance of immune infiltration cells in PSS samples. Fig. 4 indicated that CD8+ T 
cells, neutrophils, and tumor infiltrating lymphocytes (TIL) exhibited high abundance in the enrolled samples. Additionally, the 
included samples demonstrated high activity of cytolytic activity, human leukocyte antigens (HLA), major histocompatibility complex 
(MHC) class I, and Type I interferon response. Fig. 4(B) indicated a positive correlation between immune infiltration cells and immune 
function. TIL exhibited a strong positive correlation with the other immune infiltration cells and immune function, with the strongest 
correlation observed between TIL and B cells (R = 0.66, Fig. 4(B)). The correlation analysis of immune pathways (Fig. 4(B)) yielded 

Fig. 3. The calibration curves of the five models in the training group (A) and the test group (B); (C) Decision curve analysis of the XGBoost in the 
test group (red line) and extra-test group (blue line); (D) Nomograms for predicting the risk of primary sjögren’s syndrome. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 4. (A) Heatmap showing immune infiltration cells and immune function among PSS; (B) Immune infiltration cell (green label) and immune 
function(black label) correlation analysis. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web 
version of this article.) 
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similar results to that of immune infiltration cells. Checkpoint and T cell co-inhibition demonstrated the strongest positive correlation 
(R = 0.81). Activated dendritic cells (aDCs), B cells, and mast cells were the only immune infiltration cells that exhibited differences 
between the experimental and control groups (Fig. 4(B)). Seven out of the 13 immune pathways exhibited differences between the 
normal group and the PSS group, with these immune function being more active in the PSS group (Fig. 5(A)). Fig. 5(B) suggests that 
four of the five key genes (IFIT5, EIF4E2, LSM1, and EIF4E) utilized for modeling demonstrate significant associations with immune 
infiltration. However, it is worth noting that the strength of these associations may vary, and further analysis is required to fully 
understand their individual contributions and relationships with immune infiltration. 

Fig. 5. (A) Difference analysis of immune infiltration cell (green label) and immune function(black label) between PSS and normal groups; (B) 
Correlation analysis betwwen five key m7G-realted genes and immune infiltration. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the Web version of this article.) 
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4. Discussion 

PSS, a common manifestation in autoimmune diseases, can affect multiple organs and poses a threat to patients’ lives [1]. Current 
management lacks specificity, especially in organ involvement, leading to reduced treatment efficacy. Therefore, early detection and 
timely treatment are crucial. Studies have shown the etiology of PSS, explained the molecular mechanism behind its pathogenesis, and 
emphasized the potential for diagnosing and treating PSS with high-throughput sequencing technology advancements [26]. 

Machine learning has been shown to achieve superior results in processing multidimensional data [27]. Moreover, the combination 
of machine learning methods in genomics has proven to be more effective than traditional statistical methods [28]. The process of m7G 
methylation plays a crucial role in regulating various mechanisms of human life [11]. For this study, we focused on the expression of 
m7G-related genes in both the normal and PSS groups. Initially, we screened five key genes - IFIT5, EIF4E2, LSM1and EIF4E, and 
NUDT3 - by employing mathematical methods. Utilizing a binary logistic regression model to assess the coefficients’ significance of 
these five genes in relation to PSS revealed that all except EIF4E exhibited significant and favorable associations, thereby validating the 
correctness of our choice of core genes in this study. By considering the impact of various conditions on the coefficients of the core 
genes in LASSO regression, we have derived a PSS risk scoring equation that possesses high credibility, robustness, and generalization 
capabilities. Subsequently, we utilized five machine learning algorithms, namely SVM, KNN, RF, LightGBM, and XGBoost, to construct 
a risk prediction model for PSS. The models were thoroughly evaluated using a range of metrics, including accuracy, AUC, sensitivity, 
and specificity. In this study, the choice of these metrics was informed by their extensive application in binary classification tasks and 
their capacity to offer diverse perspectives on model performance. Accuracy offers a measure of the model’s ability to correctly classify 
samples, while AUC quantifies its performance across various classification thresholds. Additionally, sensitivity and specificity reflect 
the model’s proficiency in identifying positive and negative samples, respectively, which is particularly crucial in PSS prediction, as 
our goal is to accurately detect PSS patients without misclassifying healthy individuals. Given their comprehensive assessment of the 
model’s classification capabilities, we believe that these metrics are highly suitable for PSS prediction, providing valuable insights for 
practical applications. After a rigorous evaluation, we selected the optimal model to predict the risk of PSS, ensuring a reliable and 
accurate tool for clinical decision-making. 

In this study, after thorough comparison and evaluation, the XGBoost model has demonstrated superior performance across various 
performance metrics, significantly outperforming four other machine learning models including SVM, KNN, RF, and LightGBM. 
Specifically, the XGBoost model not only led in key evaluation criteria such as accuracy, AUC, sensitivity and specificity but also 
showed remarkable advantages in terms of model stability and generalization capabilities. These results indicate that the XGBoost 
model, with its high degree of flexibility and powerful performance, possesses greater efficiency and accuracy when dealing with the 
datasets in this study. In contrast, although SVM, KNN, RF, and LightGBM are widely used machine learning algorithms with 
commendable performances in their respective application scenarios, they did not achieve the optimal efficacy level as XGBoost under 
the specific conditions of this experiment. SVM, for instance, is renowned for its ability to handle high-dimensional data and its 
robustness to outliers, but it may suffer from sensitivity to kernel function selection and parameter tuning [29]. KNN, on the other 
hand, is a simple yet effective method for classification and regression, but its performance can be heavily influenced by the choice of 
the number of neighbors and the distance metric [30]. RF, as an ensemble method, often achieves good performance by combining the 
predictions of multiple decision trees. However, its performance can vary depending on the number and depth of the trees, as well as 
the sampling strategy used [31]. Similarly, LightGBM, a gradient boosting framework optimized for speed and efficiency, is a strong 
contender in many machine learning competitions. However, its performance may be limited by the choice of hyperparameters and the 
nature of the data [32]. The success of the XGBoost model in this experiment can be attributed to its unique gradient boosting 
mechanism and effective control over model complexity. XGBoost’s ability to prevent overfitting while capturing subtle patterns in the 
data, along with its optimized algorithms for handling large-scale datasets [33], has provided a guarantee for its efficient computation 
and superior performance compared to the other algorithms mentioned. The findings of this study highlight the importance of 
considering data characteristics and task requirements when selecting a machine learning model. XGBoost, with its good performance, 
stands out in this research and offers a strong reference for future studies on similar issues. However, we also recognize that no single 
model can be optimal in all situations; therefore, in practical applications, it is still necessary to choose and adjust the model according 
to the specific context. 

LASSO regression is a penalized estimator for collinear data, achieving variable selection by zeroing some coefficients [34]. 
XGBoost, a gradient boosting algorithm based on decision trees, not only demonstrates significant advantages in handling large-scale 
datasets [33] but also remains effective for small to medium-sized datasets. It achieves a balance between performance and speed, 
making it a popular choice in data science [35,36]. The XGBoost model demonstrated excellent predictive performance across the 
training set, the test set, and the external test set (Table 1). Observing the 95 % CI of various indicators from the test set, the model 
established through five-fold cross-validation has demonstrated good robustness. This result indicates that the model maintains 
relatively stable performance across different data partitions, providing a reliable basis for practical applications. DCA indicated the 
model’s clinical utility (Fig. 3(C)). 

In the medical field, it is not only necessary for the model to achieve high prediction accuracy on the test set, but also important to 
identify the significant factors influencing the onset and progression of the disease. Our study revealed a close relationship between the 
m7G regulatory factor and various immune infiltration cells and pathways. The study demonstrated higher immunological activity in 
PSS patients for aDCs, B cells, Mast cells, APC co-stimulation, Check-point, Parainflammation, T-cell-co-inhibition, and Type- 
I–IFN–Reponse (Fig. 5(A)). Numerous studies have demonstrated the significant involvement of immune cells and related cytokines 
from both the innate and adaptive immune systems in the onset of PSS [37]. Currently, it is widely accepted that environmental factors, 
including viruses, can initiate a cascade of reactions that lead to inflammation and the subsequent involvement of exocrine glands and 

H. Xie et al.                                                                                                                                                                                                             



Heliyon 10 (2024) e31307

10

systems [38]. The Type I IFN pathway, Toll-like receptors (TLRs), IL-1 family cytokines, Dendritic cells (DCs), and NK cells all have 
significant roles in innate immunity [39]. The study revealed the hyperactivity of the type I IFN pathway in PSS patients (Fig. 4(A)), 
and its strong correlation with inflammatory response (Fig. 4(B)), confirming previous findings [40,41]. It is known that the main 
characteristic of PSS is the infiltration of a large number of lymphocytes, primarily CD4+ T cells, in the exocrine glands [42]. 
Furthermore, the study observed significantly higher expression of B cells and aDCs in PSS patients compared to normal individuals 
(Fig. 5(A)). For instance, the study identified correlations between IFIT5 and aDCs (R = 0.59), as well as IFIT5 and Type I IFN Response 
(R = 0.76) (Fig. 5(B)). Consequently, the study suggests that IFIT5, EIF4E2, LSM1and EIF4E, and NUDT3 identified in this investigation 
can serve as biomarkers for the onset and prognosis of PSS. 

Consistent with our findings, research has confirmed that IFIT5 is significantly elevated in autoimmune diseases [43,44]. The IFIT5 
gene encodes a protein that plays a crucial role in the interferon signaling pathway. This protein is primarily expressed in immune cells 
and regulates cellular processes such as growth, differentiation, and apoptosis.Research findings suggest that IFIT5 may be associated 
with the autoimmune response involved in PSS. A study has reported that IFIT5, as a member of the interferon-induced tetra-
tricopeptide repeat family, enhances the phosphorylation of i-κB kinase (IKK) and activation of NF-κB by interacting with Trans-
forming Growth Factor β-Activated Kinase 1 (TAK1) and IKK. This underscores the role of IFIT5 in innate immunity [45]. In the case of 
IFIT5, when the host is infected by a virus, it induces an antiviral response in host cells [46]. The expression of MHC class I is primarily 
regulated by NF-κB and IFN-regulatory factors in response to IFN-γstimulation [47]. In our current study, we have also uncovered the 
aberrant upregulation of MHC class I in PSS. Evidently, IFIT5 plays a significant role in immune regulation within the human body. 
NUDT3, a Nudix protein, has been proposed to possess mRNA cleavage activity in cells and acts as a regulator of migration in MCF-7 
breast cancer cells [48]. However, its role in autoimmune diseases remains unclear. Our research has found that it is significantly 
down-regulated in PSS, acting as a protective factor against the onset of PSS, yet its association with the immune system is not 
particularly strong. EIF4E has been demonstrated to participate in the translation of viral mRNA and the proliferation of infected cells 
[49]. SARS-CoV-2 can effectively replicate in target cells by utilizing the ERK/MNK1/EIF4E pathway [50,51]. Extensive research has 
found that EIF4E2 plays a crucial role in tumor progression and metastasis [52]. Furthermore, Yang et al. demonstrated that high 
EIF4E2 expression serves as an independent prognostic risk factor for patients with uveal melanoma (UM) [53]. Throughout the course 
of UM, EIF4E2 may play a pivotal role in hypoxia-related signaling pathways. Additional research has uncovered a regulatory 
mechanism by which EIF4E2 acts as a potential tumor suppressor, inhibiting HIF-2- and EIF4E2-mediated translation activation of 
oncogenic mRNAs. Notably, DEAD Box Protein Family Member (DDX28) has been identified as a negative regulator of 
hypoxia-inducible factor 2α- and eukaryotic initiation factor 4E2-directed hypoxic translation [53]. Additionally, Melanson Gaelan 
et al. discovered the EIF4E2-directed hypoxic cap-dependent translation machinery, revealing novel therapeutic potential for cancer 
treatment [54]. The expression of LSM1 in pancreatic cancer cells leads to accelerated growth, decreased sensitivity to chemotherapy 
drugs, and enhanced migration and invasion capabilitie [55]. This upregulation affects key genes regulating apoptosis, metastasis, and 
epithelial-mesenchymal transition (EMT), which is consistent with LSM1’s function in mRNA stability and processing [56]. In the 
context of autoimmune diseases, EMT plays a crucial role. For instance, in rheumatoid arthritis (RA), synovial cells undergo EMT, 
acquiring mesenchymal characteristics and invading the joint cavity, which further promotes inflammation and joint destruction [57]. 
Similarly, in systemic lupus erythematosus (SLE), the epithelial cells of the glomerulus undergo EMT, leading to kidney tissue damage 
and the appearance of proteinuria [58]. Therefore, LSM1 may be involved in the pathological processes of autoimmune diseases such 
as rheumatoid arthritis, systemic lupus erythematosus, and PSS by affecting the expression of genes related to EMT. 

In conclusion, the predictive model developed from m7G-related genes offers promising clinical applications. The involvement of 
m7G methylation in PSS pathogenesis suggests its role in autoimmune and adaptive immune responses, contributing to disease 
progression. However, this study has limitations, such as relying solely on public datasets without experimental validation and a 
relatively small sample size, which could lead to overfitting. Furthermore, in our feature engineering process, we primarily relied on 
purely mathematical methods to select core genes, neglecting the potential interactions between genes and their specific biological 
functions in the context of PSS occurrence. These concerns should be addressed in future studies. 

5. Conclusion 

In this research, we harnessed m7G-related genes to develop a risk prediction model for the onset of PSS utilizing machine learning 
methodologies. We then assessed the efficacy of this model and found that the XGBoost algorithm excelled in predicting PSS, indicating 
its potential utility in clinical settings. Moreover, our results implied that m7G methylation might be involved in the development and 
progression of PSS through immune response pathways. 
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polymorphisms in sjögren’s syndrome: association with disease susceptibility and clinical aspects, J Immunol Res 2019 (2019 Feb 10) 7682827, https://doi.org/ 
10.1155/2019/7682827. PMID: 30882006; PMCID: PMC6387711. 
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