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A B S T R A C T   

Errors are generally not thought of as a positive thing – not in society at large, and especially not in forensic 
science. However, there is a large body of literature in the field of cognitive science (particularly from psychology 
and education research) that highlights the benefits that can be gained from using errors made in training to 
improve learning. Although none of these studies was done directly in the forensic science disciplines, there are 
nonetheless lessons to be learned about how errors may most effectively be used to maximize their benefits to 
learning. This article presents an overview of the literature on learning from errors and suggests principles that 
may be of benefit to forensic science today, as well as suggesting areas where specific research may be of benefit 
to forensic science in the future.   

1. Introduction 

No one likes making errors in their work. However, within the 
forensic sciences, an unusually strong emphasis is put upon the conse-
quences of an error. This emphasis causes examiners to strive to avoid 
errors of any kind, and at any time throughout their career. Examiners 
wish to be able to answer the question, “have you ever made an error” 
with an emphatic, “no,” even though the odds are high that they have 
made some kind of an error, whether a conclusion error during training, 
a clerical error in casework, or some other error. 

Although errors may have bad consequences, there is a robust 
literature in cognitive psychology showing that errors made—and cor-
rected—during training may also have positive consequences in that 
they may benefit the learning process and result in fewer errors during 
what is termed “the test that counts” [1]—which, in the case of forensic 
examiners, includes conclusions, reporting, and testimony in casework. 
Although this article focuses on the potential benefits of making errors, 
we are not suggesting that anyone should strive to commit errors, 
particularly in casework, but rather that trainers, supervisors, and 
quality managers should use errors made during training optimally, to 
help practitioners learn from them, and to improve the training phase to 
minimize errors in casework. 

This article provides an overview of the psychological literature on 
learning from errors; it also presents commentary on ways this research 
may be applicable to the domain of forensic science followed by 

recommendations for practice and further research. Although there is no 
expectation that the reader will become an expert in the science of 
learning, the article does have two practical goals:  

1) Provide forensic science managers with the understanding and 
literature needed to advocate with upper management for the time 
and training resources necessary to (a) encourage learning from er-
rors during initial training and (b) implement a continuing course of 
challenging training exercises after competence has been estab-
lished; and 

2) Provide forensic science managers and practitioners with the un-
derstanding and literature needed to be able to explain in the 
courtroom why errors in training exercises should not be held against 
an examiner 

1.1. Challenging exercises that promote errors can be beneficial 
throughout an examiner’s career 

Although the application of academic research on learning from er-
rors to forensic science is in its infancy, previous research has noted a 
lack of skill development over an examiner’s career. For instance, 
fingerprint comparison research by Langenburg [2] (pp 199–200) found 
that the false-positive rate across trainees was very high (9.2%), then 
dropped to nearly zero across examiners in the first two years of 
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independent casework, only to rise over years of experience to a rela-
tively high level (2.9%), where it plateaued.1 In a black-box fingerprint 
comparison study (in which comparison trials were given and conclu-
sions collected, without any data on how those conclusions were 
reached) conducted by the FBI and Noblis [3,4], no correlation was 
found between years of experience and false negative, true positive, or 
true negative rates (no meaningful statistical analysis could be done 
utilizing false positive rates, since so few false positive conclusions 
occurred). Perhaps continued exercises throughout the career that push 
the boundaries of an examiner’s abilities might result in at least a 
gradual improvement in performance over time, rather than a stagna-
tion or deterioration of accuracy. 

Such suggestions are often met with resistance by laboratory man-
agement who fear that continued challenging exercises will expose their 
examiners to the risk of errors that will be used against them in court and 
will utilize unwarranted time resources for continued professional 
development. The National Commission on Forensic Science (NCFS) 
addressed the first issue in an unanimously approved Views Document 
[5] that emphasized both the need for performance testing that pushed 
the boundaries of an examiner’s ability and for the courts to exercise 
caution in the ways they allowed the results of such testimony to be 
used. 

As the NCFS document argues, in order to understand the conditions 
under which the forensic science laboratory system is likely to fail, 
performance testing must be challenging enough to induce errors. We 
learn nothing about the limits of a system if those limits are never 
exposed because the testing is too easy. NCFS goes so far as to state that 
“a low rate of failure indicates an inadequate study, and frequent failure 
is the hallmark of a successful, informative study” (p. 9). The errors thus 
induced, it is argued, will also serve a second purpose of identifying the 
areas in which examiners could benefit from additional training that 
would improve their abilities. 

The document takes care to acknowledge the discomfort laboratories 
and examiners will feel about taking a challenging test in which they are 
anticipated to make errors and further states (p. 9–10), 

“the Commission urges state and federal judges to consider carefully 
circumstances under which information about errors in research 
studies should be admissible in the courtroom. Although the results 
of such research will be valuable and enlightening on a number of 
important issues, it would be misleading to equate the rate of error 
on research samples designed to be highly challenging with the rate 
of error for cases in general or with the probability of error in a 
specific case, particularly if the case involved relatively easy or 
straightforward analysis. Consequently, if the results of performance 
testing are admitted as evidence in the courtroom, it should only be 
under narrow circumstances, and with careful explanation of the 
limitations of such data for establishing the probability of error in a 
given case.” 

Although these potential failures need to occur in a protected 
training environment, there should be no negative ramifications to 
engaging in the exercise in the first place. This article endeavors to 
highlight the psychological research basis for the benefits of continued, 
challenging, errorful learning followed by appropriate and timely 
feedback as a mechanism for skill improvement. It should be noted that 
this article is focused on the potential benefits errors made in a training 
environment and promptly corrected can provide to the cognitive pro-
cess of learning and does not address error rates or errors in forensic 

science generally. Additionally, since in casework the ground truth is not 
known, errors made in casework are a completely separate topic because 
they cannot by their nature be promptly and reliably corrected. Finally, 
the difficulty of dealing with the aftermath of a casework error is one 
more reason it is critical that forensic science as a field take care to 
distinguish between errors in training and errors in casework and strive 
to leverage the former to minimize the latter. 

1.2. The United States educational philosophy emphasizes error 
avoidance 

Given the high stakes attached to outcomes in the criminal justice 
system, it should be no surprise that errors are not well-tolerated within 
forensic casework; if an error is made, an innocent party may go to 
prison, or a guilty party may be left free to commit more crimes. Due to 
this strong aversion to injustice, remarkable levels of pressure are often 
put on examiners never to make any mistakes—a pressure that can result 
in examiners becoming so conservative that they are afraid to make any 
judgment at all and retreat to an inconclusive or ambiguous position as 
often as they can. 

Somewhat more surprising, however, is the widespread phobia of 
errors during the training period, which in many forensic disciplines 
may be extensive. Anecdotally, many laboratory managers and even 
other forensic scientists seem to feel that if a trainee makes errors during 
the training process, this is a red flag—an indication that the trainee may 
just not be cut out for the demands of the job. 

This attitude may have its roots in the prevailing philosophy of 
learning in the United States. Psychologists dating back to Skinner in 
1953 [6] and Terrace in 1963 [7] have promoted the idea that making 
an error during learning will interfere with correct learning later. The 
foundation of this philosophy is that once an item is practiced incor-
rectly and learned, it is stored in the memory where it is difficult to 
overwrite with new information. Under this school of thought, errors are 
dangerous because if they are allowed to take hold, the student may 
never be successful in replacing them with correct information. 

Interestingly, this outdated attitude appears to be particular to 
American education. In a study comparing American schoolchildren to 
those in Japan and China over multiple years, Stevenson and Stigler [8] 
found markedly different approaches to errors in learning between the 
American and Asian schools, and surprisingly, also found different 
learning outcomes for the students. As they state (p. 192), “For Ameri-
cans, errors tend to be interpreted as an indication of failure in learning 
the lesson. For Chinese and Japanese, they are an index of what still 
needs to be learned.” 

Stevenson and Stigler go on to describe a typical Japanese classroom. 
When a new concept is introduced, children are first encouraged to 
propose their own answers, then prompted to talk about why they 
thought those answers were correct. Other students are prompted to 
declare which of their peers’ answers they thought was correct, and 
why. Only after the students have struggled for some time to reach the 
correct solution through creative (and often incorrect) problem-solving 
does the teacher point out what makes the incorrect answers wrong, and 
guide the children to discovering the correct answer, and the reason for 
it. The goal of the Japanese approach is to provoke thoughtful discussion 
amongst the students that will deepen their understanding of the 
problem. 

In an American classroom, in contrast, emphasis is placed on getting 
the desired answer quickly and moving on. In fact, any response that 
does not conform to the expected answer is frequently ignored, so as not 
to disrupt the learning of the class, while the expected answer is sought. 
In an example provided by Stevenson and Stigler, an American teacher, 
trying to teach the concept of “borrowing” during subtraction posed the 
question of subtracting 19 from 34. She asked the students whether 9 
could be subtracted from 4. The answer she was seeking was that it could 
not; you need to borrow from the tens column. When one little girl 
answered “Yes, it is minus 5”, she was summarily ignored by the teacher, 

1 It should be noted that this study was not constructed to be an error-rate 
study and the reported values were considered by Langenburg to be artifi-
cially high due to the difficulty of the test pairs chosen for comparison. The 
purpose of the research was to measure the effect of a tool Langenburg was 
testing on error rate; in order to observe and measure this effect, Langenburg 
required a design that would promote errors. 
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who asked the question of another child and received the response she 
wanted. 

The research results are striking. When comparing the ability of 
Japanese, Chinese, and American students on carefully-structured 
mathematics tests in kindergarten, first grade, and fifth grade, Steven-
son and Stigler found that in kindergarten, Japanese students were 
already outperforming Chinese and American students, yet by first 
grade, the Chinese students had quickly caught up to their Japanese 
counterparts, and by fifth grade, the American students had been left far 
behind.2 

The Japanese approach of allowing students to err, discussing the 
causes of the error, and then continuing the lesson with appropriate 
techniques has been implemented with some success in training courses 
in forensic domains. For example, in educational workshops on fracture 
examination given by Vanderkolk, students are encouraged the first day 
of class to simultaneously tear multiple pieces of paper along the same 
lines (creating highly similar, yet different, tear patterns). When 
instructed to re-assemble the paper fragments, errors are sometimes 
made in the process, which are then discussed and deconstructed prior 
to continuing with learning the appropriate technique for conducting, 
and documenting, a fracture examination. This exercise has resulted in 
increased awareness of both the need for increased documentation and 
the variety of features that must be considered in a fracture examination. 

Although this article will summarize psychological research that 
supports the benefits of learning from errors, it is interesting to note at 
this juncture that even learners themselves are often unaware of the 
benefits of their errors, which may contribute to the cultural perception 
that errors during training are to be avoided, or may simply be a product 
of that ingrained belief. For example, Huelser and Metcalfe [9] had 
subjects study both related and unrelated cue-target word pairs that 
were presented in three different conditions. In the first two learning 
conditions, the cue and target words were presented together for either 5 
or 10 s (e.g., shoe-ankle). The third was an error-generation condition in 
which the cue word was presented alone for 5 s (e.g., banana- ?) and the 
subject was encouraged to guess the target word, followed by both the 
cue word and the target word together for an additional 5 s. After a short 
distractor task, subjects were tested on their recall of each studied pair 
by being shown the first word of a pair and being asked to enter the 
second word of the pair into a text box. After completing the testing, 
subjects were asked which of the three conditions best helped them to 
learn the word pairs. Interestingly, the word pairs in the 
error-generation condition led to the highest proportion of correct an-
swers on the test, however, the subjects reported that the 10-s learning 
condition had helped them to learn the information best. In other words, 
they gained a learning benefit from the error-generating condition that 
they did not recognize, even only minutes after having experienced it. 

As we shall see, recent empirical evidence has demonstrated [10] 
that early assumptions that making errors impedes learning are incor-
rect. In fact, the generation of errors during learning actually promotes 
better learning and many theories are posited in the literature to explain 
this observation. 

2. Corrective feedback creates enhances learning after errors 

As described in the psychological literature on learning from errors, 
it is clear that not every error is beneficial. There are specific conditions 
under which errors can aid in better learning. The most obvious of these 
conditions is that the error must be corrected—an error that is never 

corrected will never be unlearned. However, there are a number of 
possible variables as to how the error will be corrected, when it will be 
corrected, and what kinds of errors can be successfully corrected. 

2.1. Learners must generate the answers themselves 

A body of literature [11] states that the very act of testing aids in 
learning. It is thought that the practice of retrieving stored information 
to answer a test question improves the learning of that information. 
Researchers have explored whether this phenomenon could be exploited 
to improve learning by forcing errors in a pre-testing situation, prior to 
the actual test. 

To examine this hypothesis, Grimaldi [12] divided experimental 
subjects into two groups: a pre-test (learning through errors) condition 
and a no-pretest (studying) condition, and asked them to learn weakly 
related word pairs (e.g., tide-beach). In the pre-test group, subjects were 
shown the cue word and asked to guess the target word, which they 
usually guessed wrong. Then they were shown the correct pair to study. 
The no-pretest group simply studied the word pairs with no guessing and 
no feedback. When subjects were given a final cued recall test (i.e., 
shown the first word and asked to remember the second), the pre-test 
group that had made errors and received feedback during the learning 
phase successfully recalled more pairs than the no-pretest group. 

In contrast, if, during the learning phase, subjects were constrained 
in their guesses by a hint providing the first 2 letters of a wrong word (e. 
g., tide-wa_ _), thus forcing them to make a specific error, performance 
during the final test was not enhanced, and in fact these subjects did 
worse than those who simply studied the word pairs without pre-testing. 

Grimaldi proposes that the reason for this effect is “search set the-
ory”, which states that when a guess is made, the brain searches for the 
correct answer by producing a set of loosely-related possibilities from 
which it selects a response. If that response is wrong, and the correct 
response is provided, the association between the wrong response and 
the correct response (which both belong to the same related search set) 
helps to reinforce the learning of the correct response. 

In Grimaldi’s second situation, when a 2-letter hint prompted sub-
jects to select a specific (but wrong) response, the correct answer was not 
part of the search set. Thus when the correct answer was presented, it 
had no association with the incorrect response and rather than rein-
forcing the correct response, the wrong guess interfered with learning it. 

Similarly, under this theory, learning of unrelated words would not 
be helped by a pre-test that induced errors because the guessed (incor-
rect) word would not share a set with the correct target word, thus no 
association would be formed to help with learning of the correct word. 

This research echoes the findings of Huelser and Metcalfe [9] who 
also report that errors must be related to the correct response to reap a 
learning benefit. Unrelated errors do not improve learning outcomes. 
Due to this effect, Huelser and Metcalfe suggest forcing an answer on 
every item in a test, positing that this procedure will create errors and 
allow their effect to be studied. 

A similar approach is being tested by Busey and Vanderkolk in a 
series of recent workshops in which challenging fingerprint comparison 
tasks are presented to workshop attendees, who are fingerprint exam-
iners. Rather than using the three traditional conclusions of exclusion, 
inconclusive, and identification [13], attendees had to select from an 
expanded range of six possible conclusions: exclusion, almost exclusion, 
tending towards exclusion, tending towards identification, almost 
identification, or identification. By using this scale of six conclusions 
without an option for a neutral inconclusive, the attendee was forced to 
take a stand in one direction or the other and risk being confronted with 
a ground truth answer from the other side of the divide. They will also 
have to justify their chosen conclusion, which forces them to examine 
their reasoning and their threshold levels and learn from their thought 
process, much in the way that was exemplified by the Japanese class-
room described earlier in the article. 

An additional benefit to using this sort of an exercise in a traditional 

2 Lest anyone conclude from these data that Asian students are simply more 
intelligent than Americans, the researchers also conducted culturally- and 
demographically-balanced IQ tests for the three groups and discovered that, 
while children in each culture exhibited different specific cognitive strengths 
and weaknesses, there was no significant difference among total IQ test scores 
for any of the three groups by the fifth grade. 
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training situation may be the insight it gives the trainer into the ratio-
nale behind the trainee’s decision, which can help to tailor and direct 
future training and exercises. 

2.2. Learners can be simultaneously aided and challenged by scaffolded 
feedback 

Another means of forcing errors during training to benefit learning is 
the technique of “scaffolded feedback”, a term that was coined by Finn 
and Metcalfe [14]. In scaffolded feedback, incremental hints to the 
target response of a general knowledge question (in the case of the 
study, one letter at a time of the target response) are presented until the 
correct answer is self-generated. This tactic has two advantages: first, it 
requires self-generation of a response, which we have just seen to be 
beneficial, and second, it ensures that learning occurs just on the border 
of what the subject knows, which continually challenges them. 

In their study, Finn and Metcalfe tested four learning conditions: 
scaffolded feedback, standard feedback, minimal feedback, and answer- 
until-correct. Standard feedback simply provided the correct answer 
after the initial test, while minimal feedback indicated that the initial 
answer was wrong, but did not provide the correct answer. Final recall 
testing was delayed either 30 min or 1 day after the learning phase, and 
in all cases, scaffolded feedback produced the highest proportion of 
correctly learned responses. 

There are several unknowns left from this study that the authors of 
the study recommended for future research. For instance, how would 
these results transfer to other domains of learning, such as problem- 
solving; what would be the effect of a longer delay before testing; how 
would different levels of motivation affect the learning; and would a 
more sophisticated system of semantic cues produce different results 
than simply revealing letters in the answer? 

A technique similar to scaffolded learning has been used by Van-
derkolk in the training of tool mark comparisons. In the exercise, a 
single, continuous striated tool mark was made by sliding a screwdriver 
blade approximately 10–15 inches across heavy duty aluminum foil. The 
application of the blade began at an oblique angle, then gradually 
changed as the screwdriver was dragged along the surface until it ended 
nearly perpendicular to the foil. 

This continuous tool mark was then cut into 9 segments, which were 

lettered non-consecutively and presented to students for comparison. 
Students may begin by only associating a few pairs of the marks as 
coming from the same tool, but after repeated prompting from the 
instructor, managed to associate more and more pairs until they finally 
self-generate the realization that all nine marks were made by the same 
tool, whose appearance varied as the angle of application changed. 
Thus, while the consecutive sections of the mark shared very similar 
appearances, those at the extreme edges did not, and the gradual simi-
larities of each segment in between were needed to bridge the gap be-
tween them (Fig. 1 - Fig. 3). 

2.3. Optimal timing for corrective feedback depends on the task 

The question of the optimal time delay for receiving feedback and 
between learning and testing is a salient one and has been explored in 
depth in the literature. Butler [15] found that a delay in feedback (as 
compared to immediate feedback or no feedback at all) improved 
learning outcomes in multiple choice testing on a memory task; how-
ever, the length of the delay was only until the end of the practice test 
and final testing was completed one week later. 

Butler’s theory of this phenomenon was that during immediate 
feedback the correct answer and the wrong answer were competing to be 
committed to memory. In delayed feedback, the wrong answer had time 
to dissipate, allowing the correct answer to be recorded more easily. 
Once again, unknown in this study was whether there is a delay that is 
too long to be effective. 

Metcalfe et al. [16] noted that in nearly all previous delayed feed-
back studies, the time between the learning phase and the final testing 
phase was held constant and the delayed feedback condition always 
produced better learning outcomes. In other words, the feedback was 
provided right before the test. This suggests that if feedback was pro-
vided immediately after learning, there was a long period between the 
time the feedback was received and the time the final test was given 
(lag-to-test), whereas if the feedback was delayed, there was a shorter 
lag-to-test (Fig. 4). They were concerned that the beneficial effect of 
delayed feedback was not a cognitive advantage of learning at all, but 
simply that the subjects did not have to remember the correct infor-
mation as long. 

To test this, they designed a layered study in which several learning 

Fig. 1. Nine segments cut from a continuous toolmark, here designated as A-I for convenience. In a real training exercise, the labels would be non-continuous.  
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and testing sessions were scheduled on a rolling basis such that at each 
session, subjects were learning some new information, being tested 
immediately on some information, and being tested on a lag for some 
information. With this design in place, they were able to control for the 
effects of lag-to-test time. Their findings revealed that for sixth-grade 
students, the results from delayed feedback were always superior, 
even when lag-to-test was controlled, yet for university students, the 
benefit disappeared when the lag-to-test period was controlled 
(although both delayed feedback and immediate feedback were still 
superior to no feedback). These results do not offer a clear recommen-
dation of when feedback is most effective and suggest that further 
research in this area may be needed, but do strongly support that it is 
critical that feedback is provided. 

The timing of feedback may depend in part on the learning mecha-
nism used by students. In more perceptual-based tasks that are similar to 
pattern comparison tasks found in forensic science, feedback is better if 
it is immediate. Maddox and colleagues [17,18] found that delaying 
feedback by as little as 5s resulted in a decline in accuracy, and attrib-
uted this decline to a failure to update the weightings of pathways in the 
visual system while they still had residual activation from viewing a 
stimulus. Delayed feedback (on the order of seconds) had little effect 
when participants were using a conscious, rule-based strategy (as 
opposed to a more intuitive, holistic strategy). This suggests that 
conscious maintenance of the strategy in memory can overcome a delay, 
while the fading visual image doesn’t allow for learning with delayed 
feedback when an implicit strategy is used. 

In a rare break from word-pair or general-knowledge testing studies 
often used in this domain, Kang [19] focused on studying the learning of 
unfamiliar scientific phenomena that were either explained upfront, or 

explained only after the subjects were required to think up a plausible 
explanation (which was often incorrect). In this study, the final test was 
administered either 10 min or 1 week after the learning phase, and 
under all experimental conditions, there was no negative effect found to 
having first guessed an incorrect explanation. This experiment seems to 
be closest to a real-world situation out of this series of studies because it 
required deep thinking about a scientific topic in order to generate the 
errors; still, it comes down to learning factual knowledge more than 
problem-solving or learning of a skill requiring decision-making. Future 
research applying these concepts to the forensic science domain directly 
would be of benefit. 

2.4. Correction is more effective on errors made with high confidence 

Contrary to the predictions of traditional thought about learning, 
numerous studies have observed that correction is more effective on 
items about which the subject had high-confidence than those that were 
answered with low-confidence. This surprising phenomenon has been 
termed the hypercorrection effect and a great deal of study has been 
done into understanding why, and under what conditions, it occurs. 

The best supported theory is that when a person is confronted with 
an error that they were highly confident they had right, they are sur-
prised that they made the error and this surprise causes them to divert 
more attention to the correct answer than they would have if they 
received expected news about the rightness or wrongness of their 
answer. This increased attention assists in increased memory of the 
correct answer. 

This theory has been supported by three particularly persuasive 
studies. In the first, Butterfield and Metcalfe [20] presented feedback 
from a general knowledge test while subjects were taking a tone 
recognition test (i.e. subjects listened to a tone being generated and 

Fig. 2. Two consecutive segments of the tool mark. Note the similarity of 
the striations. 

Fig. 3. Segments from the two extreme ends of the tool mark. Note how much 
the striations have changed in appearance. 
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indicated when they could hear it, much like the common hearing test). 
They found that subjects’ performance suffered on the tone detection 
test while being notified of their high-confidence errors, in comparison 
to their low-confidence errors. This suggested that the subjects were 
distracted from the tone recognition task by the surprising news of their 
error. 

In the second study, Fazio and Marsh [21] proposed that not only 
high-confidence errors but also low-confidence correct answers would 
be surprising to subjects and would thus demand higher attentional 
resources than their converses. In order to test this (because retesting 
would not detect a difference in items that were originally answered 
correctly), they measured attention to the feedback by measuring sur-
rounding context when the feedback was provided. In their first exper-
iment, the ‘surprising’ feedback was presented on-screen in a different 
font size and color than the unsurprising feedback and subjects were 
later asked to recall what color/size the feedback had been. In the sec-
ond experiment, feedback was presented audibly by either a male or 
female voice. In both cases, subjects were better able to recall the 
manner of feedback for the surprising feedback than the unsurprising, 
indicating that they had attended to it more carefully. 

In the final study on the surprise theory of hypercorrection summa-
rized in this article, Metcalfe et al. [22] used fMRI imaging to show the 
regions of the brain that were activated while hearing surprising versus 
unsurprising feedback. Like Fazio and Marsh, they tested both reactions 
to high-confidence errors and low-confidence correct answers, both of 
which they termed together as “metacognitive mismatch”. Their results 
supported that during the notification of an error, people (1) entertain 
both versions, and (2) try to suppress the incorrect one. It also supported 
the idea of surprise registering at the news of a metacognitive mismatch. 

While the hypercorrection effect has been replicated in numerous 
studies and is under little doubt, questions still remained about its me-
chanics. For instance, how long does the effect last? A study by Butler, 
Fazio, and Marsh [23] found that high-confidence errors were indeed 
more likely to be corrected in the short term, but that after a one-week 
delay, they were also more likely to be repeated if the correct answer 
was forgotten. The researchers went a step further and investigated the 
effects of immediate practice or re-testing upon receiving feedback to 
reinforce the new information, and found that indeed, immediate 
practice solidified the learning and allowed the correct answers to be 
retained long term. 

Sitzman et al. [24], however, hypothesized that more was going on. 
They noted that prior studies had not taken prior knowledge into ac-
count. They proposed that confidence is a proxy for prior knowledge, 
because you tend to be more confident in domains that you know more 
about. Testing for prior knowledge effects, they found that prior 
knowledge was a more reliable predictor of error correction than was 
confidence. 

The hypercorrection effect has also been demonstrated on errors that 
were caused by erroneous inferences [25], which are often held with 
very high confidence. This result could be particularly relevant to 
forensic science because many forensic science conclusions are made by 
drawing inferences, and academic commentators have warned that 
contextual or confirmation biases can lead to erroneous inferences (see, 
e.g., [26,27]). Additionally, by comparing from known-to unknown--
source samples, there is a risk of erroneously inferring features that are 

not truly present in the unknown, particularly in degraded samples (see, 
e.g., [28]). 

In their study, Fazio and Marsh [25] induced erroneous inferences by 
providing subjects with sentences that heavily implied an action that 
was, in fact, not stated. For example, subjects might read the sentence: 
“The karate champion hit the cinder block”. Subjects were later tested 
with the same sentence with the key action word missing: “The karate 
champion _______ the cinder block.” They then recorded whether the 
blank was filled with the correct word, an erroneous inference (e.g. 
“broke”), or some other error (e.g. “kicked”) and recorded the subjects’ 
confidence in each response. They found that initially, the erroneous 
inference was more common than either the correct answer or other 
errors. However, after feedback was received, the hypercorrection effect 
was observed and the most high-confidence errors were more likely to 
be corrected. 

Some research has examined the role of confidence in forensic sci-
ence decisions. Such studies have used a forced-choice design in which 
participants must choose to identify or exclude without a neutal 
inconclusive option, followed by asking subjects how confident they 
were in their decisions [29–32]. However, because these studies did not 
follow up with presentations of feedback, the hypercorrection effect 
could not be measured. Future studies could be designed to test this 
research in a forensic science context. 

2.5. Feedback should include a review of the reasoning that led to the 
error 

Earlier in this article, we described how Japanese schools put an 
emphasis on understanding the reasoning behind errors before an 
explanation is given for why the right answer is correct. These principles 
are not entirely foreign to the United States. In fact, as described by 
Morrison and Meliza [33], the US armed forces utilize a training tech-
nique known as hotwashing, or After-Action Review, in which novice 
trainees participate in a battle scenario against an experienced team and 
are usually summarily thrashed. They then return to a debrief in which 
rank is disregarded and everyone is encouraged to have a voice in the 
proceedings. At this debrief, they review all the errors that led to the 
defeat and examine why each occurred and what should have been done 
instead. This technique has proven to be effective; the same mistake is 
rarely made in subsequent training exercises. When the stakes are high, 
such as in life-or-death battle scenarios, or when making forensic science 
decisions that impact the appropriate application of justice, it is easy to 
see why it is preferable to learn from mistakes in a training scenario, 
rather than making them in the field. 

A similar method has been implemented at the Las Vegas Metro-
politan Police Department Latent Print Unit. After an undesirable chain 
of erroneous exclusion decisions was not improved by occasional unit 
trainings on exclusions, they decided to try a new response method. 
After an erroneous exclusion was uncovered in casework, the original 
analyst would host a unit meeting in which they would show the error to 
their peers, describe how the error was made, and it would be discussed 
by the group in a non-judgmental environment so that all could learn 
from deconstructing the error. 

Similarly, during crime scene training, collection exercises are 
commonly followed by a debriefing session during which trainees are 

Fig. 4. The lag-to-test period. In the bar above the midline, immediate feedback is given and there is a long period between receiving feedback and final testing (the 
lag-to-test period). In the bar below the midline, delayed feedback is given, and the lag-to-test is shorter, reducing the amount of time a subject would need to 
remember the feedback. 
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encouraged to explain their thought process behind collecting certain 
items and leaving others behind. As, realistically, not every item present 
in a crime scene can be collected, it is vital that crime scene examiners be 
trained to walk the line between being “garbage collectors” and leaving 
behind potentially probative evidence. These exercises help them to 
fine-tune their logic and decision-making by critically evaluating the 
choices they made in a mock crime scene. 

Finally, one of the best-known and most-embarrassing errors in 
forensic science occurred in the latent print discipline. In 2004, the 
Federal Bureau of Investigation erroneously identified a Portland, Ore-
gon lawyer by the name of Brandon Mayfield as the source of a latent 
print on a bag that had held detonators used in the bombing of a 
commuter train in Madrid. This case is so well-known partly because it 
can be used as a touchstone for so many places where the process and the 
quality system broke down. However, here, it is of interest to us because 
of this notion of After-Action Review. 

Two years after the Mayfield error came to light, the Office of the 
Inspector General (OIG) [28] released an in-depth report on the root 
causes of the error. This document, which was the result of many in-
terviews and reconstructions, was 330 pages long and represented the 
most thorough deconstruction of a forensic science error to date. The 
Mayfield error is rich in lessons to be learned, from documentation to 
cognitive factors to application of the method to quality assurance. 
Laboratories the world over have read the OIG document and changed 
their policies, procedures, training programs, and quality assurance 
programs in response, to the betterment of the field. 

3. Emotional consequences of errors 

Although laboratory and forensic culture often put a high level of 
pressure on examiners not to make errors, and examiners often put the 
same pressure on themselves, the repercussions of actually making an 
error are often even worse. Examiners caught in an error may find 
themselves subject to re-training, ostracizing, public shaming, loss of 
credibility in the courtroom, or termination. Despite these potentially 
devastating outcomes, there is very little research in the area of trauma 
to forensic scientists from errors, and very few mental health resources 
available to them to get through these events [34]. The mental toll taken 
on doctors [35] and police officers [36] after errors has been studied, but 
research is needed to establish the extent of the toll taken on forensic 
scientists. 

In the general psychological literature, some studies have examined 
the emotional impact of errors on subjects and how they affect decision- 
making and motivation. 

Crowe and Higgins [37] explore how the regulatory focus of in-
dividuals can influence how they are affected by errors. There are two 
types of regulatory focus: Promotion focus and Prevention focus. The 
characteristics of each are summarized in Table 1. 

A person may tend naturally toward one regulatory focus or the other 
as a function of their personality; however, regulatory focus can also be 
manipulated by framing of the consequences. By priming a person’s 
regulatory focus through promotion or prevention feedback, motivation 

and decision-making may be influenced. 
In their experiments, Crowe and Higgins determined the natural 

regulatory state for their participants to control for predispositions, then 
prior to assigning them to several experimental tasks within a particular 
induced promotion or prevention focus framing condition, asked them 
to rank several activities using a 7-point Likert scale ranging from 
“Dislike Very Much” to “Like Very Much”. These activities were things 
like playing a video game or proofreading a document. For each 
participant, one activity was chosen that they clearly liked, and one that 
they clearly did not like. There were four framing conditions in which 
participants were told that they would be doing either the liked activity 
or the disliked activity after completing a test (the test comprised five 
types of questions: Characteristic listing of objects, Counting backwards 
by set increments, Sorting into subgroups according to a single criterion, 
Embedded figures within a larger complex figure, and Anagrams) and 
that which activity they did would be contingent on their performance 
on the test (in a fifth, non-contingent, condition used as the control, they 
were told the activity they would perform would be random). 

The instructions provided for each of the four focus framing condi-
tions were as follows (reproduced from Crowe and Higgins [37]:  

a) Promotion Working – “If you do well on the exercises I’m about to 
give you, you will get to do the [participant’s liked task] instead of 
the other task.”  

b) Promotion Not Working – “If you don’t do well on the exercises I’m 
about to give you, you won’t get to do the [participant’s liked task] 
but will do the other task instead.” 

c) Prevention Working – “As long as you don’t do poorly on the exer-
cises I’m about to give you, you won’t have to do the [participant’s 
disliked task] but will do the other task instead.”  

d) Prevention Not Working – “If you do poorly on the exercises I’m 
about to give you, you will have to do the [participant’s disliked 
task] instead of the other task.” 

Mood was also assessed throughout the study to see how the induced 
states were affecting the subjects. As hypothesized, Crowe and Higgins 
found that they could induce a promotion or prevention focus in their 
subjects and that these in turn influenced strategies or decision patterns 
in problem-solving. Individuals in promotion-focused conditions were 
more risk-taking, focused on trying to generate “hits” while individuals 
in prevention-focused conditions were more cautious, focused on 
avoiding errors. 

Furthermore, they found an effect of difficulty in which when in-
dividuals were working on a difficult task, or had just experienced 
failure, those who were in a prevention focus were more likely (54%– 
35%) to quit the task and thus avoid an error than those in a promotion 
focus. 

Although this research was done on non-forensic science tasks and 
the stakes were relatively low, nonetheless, the research has obvious 
implications for forensic practice. If an examiner’s regulatory state can 
affect their motivation, decision-making, and propensity to quit a 
difficult task, it could very well affect the number of missed identifica-
tions or exclusions made, and the number of inconclusive decisions re-
ported. Interestingly, one of the tasks performed in the study, called 
“embedded figures” involved locating a previously seen simple figure 
inside a larger, complex figure. This task could be a direct analog to the 
pattern-searching tasks in many pattern evidence disciplines (e.g., 
searching for a small target group within a large, somewhat distorted, 
palm exemplar). Research should be done to see whether this effect is 
reproduced in forensic science examples and how higher-stakes stress 
affects participants’ susceptibility to regulatory focus states. 

Crowe and Higgins suggest that more research is needed, but that 
employer-employee contingencies (i.e. a reward or punishment system) 
could be communicated through incentives and feedback to influence 
motivation and performance in the desired direction. Clearly, more 
knowledge in this area could have direct implications for policies that 

Table 1 
The characteristics of the two types of regulatory focus. Regulatory focus type 
can influence how a person is affected by errors and may occur naturally or be 
manipulated by a framing of consequences.  

Promotion Focus Prevention Focus 

Concerned with advancement, growth, 
and accomplishment 

Concerned with security, safety, and 
responsibility 

Tries to match a desired end state Tries to avoid a mismatch of the desired 
end state 

Risky bias Conservative bias 
Eagerness Vigilance 
Wants to accomplish “hits” and avoid 
errors of omission 

Wants to attain correct rejections and 
avoid errors of commission  
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could help to motivate examiners who are too cautious and to reduce 
errors of commission in examiners who are too risk tolerant. This 
knowledge may also find application in the area of personnel selection 
and assessment, where hiring managers may wish to consider appli-
cants’ natural regulatory focus. 

The intentional framing of consequences may help to make more 
explicit different examiners’ risk tolerances and help inform their utility 
functions. Utility functions in forensic science decision-making have 
been introduced by Biedermann et al. [38]. The idea behind the utility 
function is that for every decision that one makes in forensic science, 
there is a potential benefit if you are correct, and a potential cost if you 
are wrong. These costs and benefits may be set by agency preference, or 
by the hopes and fears of the individual examiner and can include things 
such as being fired or facing a departmental lawsuit in the case of a bad 
identification, or gaining praise or aiding the criminal justice system in 
the case of a true identification. Other outcomes, such as false exclusions 
or true exclusions, may have costs and benefits that are less extreme. 
Biedermann et al. propose that, in addition to the evidence that is 
examined, these potential costs and benefits factor into an examiner’s 
decision (e.g., “I see some information in agreement between these two 
images, but I’m not quite sure it’s enough—should I risk being publicly 
humiliated if I call it an ID and I’m wrong?“). This weighing of costs and 
benefits may not happen consciously, or it may be quite explicit. The 
intentional influencing of regulatory focus through agency policies and 
incentives could help to make that cost and benefit tradeoff more 
transparent. 

In a second study exploring how emotions generated by errors affect 
learning, Zhao [39] focused on two main variables: how subjects 
perceived management tolerance of errors, and the subjects’ emotional 
stability. Errors were defined as a difference between the result and the 
expected result that had a negative consequence for the business or 
customer (i.e. not just a sub-optimal result). Learning from errors was 
defined as a purposeful process of reflecting on the error, determining its 
root cause, and learning how to avoid it in the future. This made it more 
similar to the way accredited forensic laboratories deal with errors than 
most of the psychological literature, which deals with memorizing facts 
or word pairs. 

Zhao used a business-model simulation to test the following relevant 
hypotheses: 

H1. Perceived manager intolerance to error increases negative 
emotions 

H2. People with high emotional stability are better able to regulate 
negative emotions 

H3. High negative emotion negatively impacts motivation to learn 
(because attention is diverted from learning to the negative emotions) 

H4. Motivation is positively related to learning from errors 

Hypotheses 1, 2, and 4 were supported by the results and Hypothesis 
3 was not supported by the results. However, the experimental design 
had a critical flaw in that the business simulation that was provided had 
no real emotional stakes. While subjects were told that the management 
had a high or low tolerance for errors, since they knew it was a simu-
lation and there were no consequences for poor performance, there was 
no true motivation to perform well and no true emotional backlash if 
things didn’t go well. Thus, it was impossible to accurately measure 
anyone’s negative emotions in relation to the exercise. The author 
recognized this and acknowledged that the participants never really felt 
negative emotions. 

The results of this study, had it been properly tied to emotional 
stakes, could have been enlightening both in managing laboratory cul-
ture (i.e. management tolerance for errors) and in making employee 
selection recommendations (i.e. hiring candidates with high emotional 
stability). Unfortunately, this research needs to be re-done in a more 
realistic situation with meaningful stakes before policy 

recommendations could be made. 

4. Errors in the context of operational laboratories and the 
criminal justice system 

4.1. Broader consequences of errors 

In addition to the emotional consequences of an error faced by the 
case examiner, there are broader implications to errors that necessarily 
influence a laboratory’s tolerance for errors from its employees. 
Although clerical errors or disagreements over sufficiency of data to 
support a conclusion are fairly commonplace and easily dealt with, more 
significant errors such as erroneous conclusions can have disastrous and 
lasting consequences. 

For the laboratory, a serious error will engender a large expenditure 
of resources. If the examiner has already completed training and is 
authorized to perform independent casework, an erroneous conclusion 
can lead to extensive reviews, retraining, or termination. These tax 
agency resources through labor-intensive reviews from the legal, 
administrative, forensic science, and investigative parts of the agency. 
Most likely, the examiner would be removed from casework during this 
review, which could result in larger backlogs and additional pressure for 
other examiners in the unit. There may be a review of other cases that 
were worked by the examiner in question. The examiner or their labo-
ratory could face costly lawsuits for their part in a wrongful conviction. 
Plus, the agency for whom the mistaken examiner works would be 
scrutinized and could be subject to losing their accreditation status, if 
they were an accredited laboratory to begin with. 

The situation is somewhat better, but still intensive, when errors 
cause a trainee to fail the training program. Training periods may have 
to be extended, workplans will have to be generated and approved by 
Human Resources. The Legal department may have to get involved. The 
problem could be with the trainer and a new trainer would need to be 
provided. The problem could be with the training program, which would 
need to be re-designed. The problem could be with the trainee who may 
be terminated, thus representing a loss of a large investment in their 
hiring, background check, and time spent training them thus far, which 
will all have to be repeated for a new trainee, further tying up resources, 
increasing backlog, and decreasing morale. 

The judicial system also faces consequences when erroneous con-
clusions are reported in casework. An erroneous exclusion or an inap-
propriate inconclusive could result in the actual criminal not being 
arrested, charged, tried, convicted, or sentenced. An erroneous inclusion 
could result in an innocent person being investigated, arrested, charged, 
tried, convicted, and sentenced. These situations do not serve justice and 
can be costly for the judicial system in re-trials, wrongful conviction 
lawsuits, or suits from family members of subsequent victims. Addi-
tionally, the examiner often loses credibility with the prosecutor, who 
may no longer feel they can put them on the stand. 

Finally, the discipline in which the examiner worked can often feel a 
ripple effect from an erroneous conclusion. These cases will be re-tried 
in the popular media and may set court precedent as well. Both of 
these actions can hurt the credibility of the entire discipline, who may be 
answering questions about a high-profile error for years. 

With the stakes this high, it is critical that errors in “the test that 
counts” be minimized by any means at laboratories’ disposal. Because 
neither science nor humans are error-free, it is not realistic to expect that 
an error-free environment is possible. In addition to human error, 
method error, system error, and random error all have a role to play. 
However, the goal is to minimize or mitigate errors wherever possible. 

4.2. Generating errors in training 

While the psychological literature seems to support the idea that 
generating errors during training is highly beneficial to learning, many 
questions will need to be resolved to successfully transfer this idea to 
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forensic science practice, such as: what is the best way to build exercises 
that incorporate beneficial error experiences, or what is considered an 
error in the particular discipline? 

In most forensic disciplines, there are two obvious and agreed-upon 
errors: the erroneous identification and the erroneous exclusion. How-
ever, once we move in from these two conclusions at the extreme ends of 
the spectrum, things get a little more nebulous. Different forensic dis-
ciplines have different ranges of conclusions and some allow for many 
shades of gray along the continuum of conclusions. What is an error? In 
highly interpretive disciplines such as crime scene reconstruction or 
bloodstain pattern analysis, the definition of an error can be even more 
difficult to pin down and may often come down to a matter of how well 
the conclusion was supported, or whether sufficient alternative con-
clusions were considered or tested. 

Even when considering the ‘inconclusive’ decision, there is ambi-
guity about when it is an error. In a test where ground truth is known, is 
‘inconclusive’ always an error? After all, the ground truth was either 
same source or different source. However, the correctness of the 
conclusion will never be known in casework and one must rely on the 
sufficiency of the data to support the offered conclusion. Therefore, 
when we are relying on the notion of sufficiency, ‘inconclusive’ could 
very well be the more appropriate response (for more in-depth discus-
sion and examples, see [40,41]). For example, imagine a comparison 
between two images of low quantity and quality of information. Perhaps 
the ground truth is that these two images were made by the same source. 
Yet there is so little reliable information in common visible between the 
two images that it would be irresponsible to claim an identification and 
impossible to conclude that those few murky, indistinct features could 
not also appear to occur in an unrelated source. In this case, the iden-
tification conclusion (though true) would be inappropriate and should 
be counted as an error, while the inconclusive decision would be correct. 

But who gets to decide? When we are discussing sufficiency thresh-
olds, it is very difficult to define an objective threshold for when 
inconclusive is appropriate and when it is not [40,42]. Thus, how does a 
trainer determine that the trainee has made an ‘error’ simply because 
their own sufficiency threshold does not match that of the trainer? In 
fact, making a decision near the threshold of an inconclusive rather than 
a conclusive decision is one of the great challenges within forensic sci-
ence. Ulery et al. [4] found that most disagreements between fingerprint 
examiners were a question of sufficiency as opposed to being diamet-
rically opposed opinions of identity versus exclusion. The same argu-
ment can be applied to the suitability decision—whether or not the 
unknown image has enough reliable detail to proceed to compar-
ison—which could be considered an error if the trainee does not assign 
suitability to images the trainer would have. 

In an attempt to provide guidance to fingerprint examiners on when 
an identification is warranted, when it is not, and where the ‘gray area’ 
lies, SWGFAST [13] offered a sufficiency graph (Fig. 5), which gave 
zones according to the quantity of minutiae observed and the quality of 
the unknown impression. This graph is a very useful tool, but still has 
limitations. First, it includes only two dimensions (quantity and quality), 
without representing the selectivity of the arrangements or other fea-
tures that an examiner may use to make a decision. Second, it does not 
indicate what constitutes an ‘error’; only where the danger zone lies. 
Third, it is not the result of a validated study, but represents the 
consensus view of a group of experienced examiners. 

Thus, while it is easy to identify an error when ground truth is known 
and the conclusion is diametrically opposed to it (e.g., an identification 
decision made on different source images), the notion of errors becomes 
trickier when dealing with the range of inconclusives. This is one reason 
the tactic being tried by Busey and Vanderkolk of removing the incon-
clusive option during a training exercise to force a choice may have 
advantages. As one of the goals of training is to reduce the ‘gray area’ of 
indecision to the extent possible (keeping in mind that sometimes 
‘inconclusive’ really is the most appropriate response), any training that 
emphasizes making a choice, documenting and defending the reasons 

for that choice, and then receiving feedback on the ground truth state of 
the comparison should help to fine-tune the ability to make these de-
cisions when the stimuli are less clear. 

Ideally, training programs should be designed so that they increase in 
difficulty as the trainee progresses. However, as many forensic science 
disciplines lack objective measures for the difficulty of a sample or a 
comparison, this too is often a subjective determination. One way to 
measure that the training program is in fact becoming increasingly 
difficult is that the trainee should still be making errors as they progress 
through it. If the trainee is making no errors, their inconclusive ‘gray 
area’ is probably too wide, the exclusion and identification de-
terminations are probably too easy, and little learning is likely taking 
place. Unfortunately, when an examiner relies too heavily on the 
inconclusive decision, they are losing sensitivity (i.e., allowing identi-
fications to be passed by that could have been made) [43]. Some 
agencies have taken the fear of error to such an extreme, they have set 
very conservative thresholds in their training program that have resul-
ted in a high degree of conformity between examiners, but also a 
decrease in cases that have been resolved [2]. Thus, it is desirable that a 
training program in any discipline should generate challenging exercises 
near the inconclusive threshold that will force examiners both to make 
errors, and to gain awareness of where this threshold should lie. 

At this point, the reader may be concerned that this article is advo-
cating that trainees should be encouraged to just guess without putting 
any thought behind their conclusions. Nothing could be further from the 
truth. Outright guessing is not encouraged, but errors made under un-
certainty will provide teachable moments that can lead to better de-
cisions under uncertainty in casework. Furthermore, even if the trainee 
does resort to guessing, the psychological research supports that guess-
ing while in a problem-solving state of mind, and being corrected with 
thoughtful feedback, may actually lead to a deeper understanding. 

Finally, a thorough training program in any forensic science disci-
pline should incorporate challenging mock court exercises. Trainees 
typically do not enjoy these exercises, which can be a source of signifi-
cant stress. However, they represent a safe place where the trainee can 
make errors on the stand, be corrected on them, and be less likely to 
repeat those errors in a real courtroom situation. Once again, the ben-
efits of learning from error in a training environment can be applied to 
improve real-world outcomes. 

4.3. Training exercises for caseworking forensic scientists 

Not only trainees can benefit from learning from errors in a training 
environment. As was mentioned earlier in this article, many examiners’ 
skills will stagnate or deteriorate during their careers and older adults 
are also capable of reaping the benefits of errorful learning. 

Although it was argued earlier in this article that the very act of 
taking a test can aid in learning, the only testing that most forensic ex-
aminers receive after being signed off for independent casework are 
annual proficiency tests. As many commercially-available proficiency 
tests are not challenging [44–46] and also can affect examiners in 
accredited agencies’ ability to continue doing casework, these are not an 
ideal instrument for learning. 

However, consideration should be given to designing an ongoing 
testing program outside of annual proficiency testing that is intended for 
measurement and growth of examiners’ skills. These performance tests, 
advocated for by the NCFS [5], could incorporate difficult tasks that 
would challenge even experienced examiners. This would allow man-
agers to identify areas where the examiners would benefit from addi-
tional training to refresh or improve their skills. In this way, the training 
would never really end, and examiners could continue to hone their 
skills throughout their career, from within a safe training environment 
that would not be used against them in court. 

This approach is being used in the DNA section of the Indiana State 
Police. In a deliberate attempt to improve the accuracy of experienced 
examiners near the threshold of sufficiency, they have created an 
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internal continuing training program in which a DNA mixture sample is 
diluted to the point at which signal begins to drop out.3 This program 
has been separated from the annual Proficiency Testing program and is 
given to all examiners who are authorized to perform independent 
casework. While proficiency testing is subject to accreditation review 
and discovery, internal training exercises are intended to be a safe space 
in which to challenge examiners, allow errors, and learn to reach 
appropriate conclusions in difficult cases. 

4.4. Defending training errors in court 

One common fear shared by many examiners is having to answer the 
question, “Have you ever made an error?” during court testimony. They 
should not hesitate to answer, “Yes, while in training.” This answer 
should be followed by a description of the training program. The 
examiner should be able to explain that their training program was 
progressive, moving through tiered difficulty levels that were structured 
to provide a challenge at every level. They could describe that many of 
the exercises they completed were forced-choice exercises in which no 
inconclusive response was allowed that were designed to provoke errors 
that could be discussed to improve their understanding and perfor-
mance. Finally, they could reference some of the psychological literature 
covered in this article that describes the benefits to learning provided by 
a training program that encourages learning from errors. 

Even errors made during continuing education training after being 
signed off for independent casework should be comfortable to discuss in 
this framework. The examiner can describe the continuing education 
program, emphasizing that its purpose it to stimulate continual 
improvement in examiners by challenging them in a safe environment 
where ground truth is known and using errors made in the training to 
identify areas for improvement and to improve skills in casework. 

When put in the proper context, examiners should be able to 
demonstrate in court that errorful learning followed by correction is 
highly desirable in producing competent examiners who will improve 
their skills throughout their career, rather than allowing them to 
stagnate. 

4.5. Shifting attitudes toward error 

The forensic science community has begun making strides toward 
publicly acknowledging and addressing errors. The National Institute of 
Standards and Technology (NIST) hosted International Symposia on 
Forensic Science Error Management in 2015 and 2017. These symposia 
gave forensic science practitioners and researchers from around the 
world the opportunity to openly discuss ways to detect, measure, and 
mitigate forensic science errors in a non-judgmental environment.4 

Some agencies have begun to publicly publish their Standard Oper-
ating Procedures, Training Manuals, and/or Quality Assurance docu-
ments.5 Houston Forensic Science Center (https://records.hfscdisco 
very.org/) has gone so far as to maintain a website that contains a re-
cord of all errors identified in their laboratory each year, and how each 
was resolved. These shifts toward transparency allow forensic scientists 
and forensic scientist supervisors within the laboratory system, and from 
outside agencies, to review and borrow methods to detect, measure, and 
mitigate forensic science errors in casework. They also allow attorneys 
and opposing experts the opportunity to examine the Quality System in 
place and understand the steps that are taken to minimize and mitigate 
errors. 

These steps and others toward transparency in the process of 

Fig. 5. The SWGFAST sufficiency chart. This graph provides guidance on when an identification may, or may not, be warranted, based upon the number of minutiae 
present and the quality of the image. In the area marked “A” an individualization decision is not warranted, whereas the dotted line separating areas “B” and “C” 
delineates those examinations that are considered complex (B) versus non-complex (C). 

3 The expectation is that examiners will receive a random aliquot containing 
different concentrations of the sample and due to stochastic effects such as 
drop-out, heterozygous imbalance, stutter, and possible contamination, they 
will arrive at different conclusions. The analysts are then expected to explain 
and defend their conclusions within the framework of their pre-established 
analytical thresholds and procedures. 

4 NIST, 2015 https://www.nist.gov/news-events/events/2015/07/internat 
ional-symposium-forensic-science-error-management and NIST, 2017 htt 
ps://www.nist.gov/news-events/events/2017/07/2017-international-forensic- 
science-error-management-symposium.  

5 For example, operations, quality, or training manuals; protocols; or CVs are 
available from the Indiana State Police (https://www.in.gov/isp/labs/2332. 
htm), Washington State Patrol (https://www.wsp.wa.gov/forensics/crimelab 
_docs.php), Idaho State Police (https://isp.idaho.gov/forensics/), Houston 
Forensic Science Center (http://www.houstonforensicscience.org/), and the 
Federal Bureau of Investigation (https://fbilabqsd.com/). 
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identifying and remediating errors will go a long way toward destig-
matizing them and allowing errors to be seen as an opportunity for 
improvement – not only for individuals but also for laboratory policies 
and procedures (see Busey et al., this issue). 

4.6. The role of a quality assurance program 

Quality Assurance Programs are a critical tool for the identification 
and mitigation of errors in a forensic laboratory environment. A robust 
Quality Assurance Program will contain specific policies and procedures 
to be followed should an error be found and a corrective action become 
necessary. Corrective action plans can encompass root cause analysis, 
selection and implementation of corrective actions, monitoring of 
corrective actions, completion of additional audits of laboratory docu-
ments and casework, and having a strategy for preventive actions where 
potential future nonconformities are anticipated. 

Although corrective action plans are most often implemented in 
casework, they could be extended into the training environment so ex-
pectations are clear of what the consequences will be if the trainee 
makes insignificant or significant errors during various phases of 
training. These ‘consequences’ need not all be negative; they should be 
scaled according to the stage of the training program and the severity of 
the errors and should be designed with learning theory in mind to best 
exploit the nature of the error to improve training outcomes. These 
could also be structured with a prevention or promotion regulatory 
focus in mind, as desired, to influence the motivation of the trainee [37]. 
Better awareness of consequences of training errors could serve to 
alleviate some of the ‘error phobia’ within the trainee. 

Trainers may sometimes feel personally responsible for the errors of 
the trainee or may actually be held accountable by their agency for the 
performance of their trainee, and this could inhibit the trainer from the 
presenting challenging exercises needed to boost the trainee’s learning. 
Providing a Quality Assurance Program with explicit expectations 
around error generation and mitigation for use during a training pro-
gram could reduce the fear and stigma of making errors during training 
and allow for the potential benefits of error-generation to be maximized. 

Of course, none of this is to suggest that all training errors should be 
given a pass and that all trainees will be suitable to successfully complete 
the training program and begin independent casework. There must be an 
appropriate balance between a trainee making acceptable and correct-
able errors and a trainee not grasping significant aspects of forensic 
science. 

Additionally, Quality Assurance Programs will ideally contain pol-
icies and procedures to guide the conflict resolution process when 
differing opinions are found during any type of review. 

5. Recommendations 

5.1. Recommendations for further research 

A review of the psychological literature in the area of Learning from 
Errors has revealed findings that may be of value to the forensic science 
community. However, it has also revealed that much research remains 
to be done. Most of the existing research in the literature has not been 
conducted in a forensic science context, or even a problem-solving or 
decision-making context, and thus its applicability to forensic science 
work is unknown. Following are some recommendations of areas where 
further research could provide information that is more directly appli-
cable to real-world forensic science challenges.  

• Learning from Errors concepts should be studied using a relevant 
forensic matching or decision-making task to test their applicability 
to problems that are more complex than memorizing word pairs. For 
example, research could feature close non-matches to promote er-
rors, then a review of how the error(s) happened. Or, research could 
feature inconclusive decisions and discussion of where the 

inconclusive threshold is appropriate. Finally, further research into 
decision-making tasks where a forced choice model is employed may 
be illuminating, particularly in studying the hypercorrection effect  

• The effects of an extended delay of feedback in a forensic domain 
should be studied to substantiate the optimal window for providing 
feedback to forensic trainees to maximize learning  

• The effects of documentation for re-creating the mindset in which an 
initial error occurred should be examined to explore whether docu-
mentation requirements in training and casework may provide a 
learning benefit  

• Research should be done to explore whether witnessing feedback to 
the errors of others helps, or whether the learning benefit is only 
observed for the person who made the error. This will help to inform 
the effectiveness of “hotwashing” and other group error review 
techniques for forensic science practice  

• The impact of fear of errors on decision-making in forensic science 
should be examined. Specifically, research should consider both fear 
of management consequences and fear of emotional consequences 
for the examiner  

• The use of prevention focus in training should be explored. Can an 
awareness of riskier decision-making environments (such as when 
the examiner is fatigued) be trained to induce a prevention focus that 
might reduce errors? In general, the assessment and manipulation of 
regulatory focus in forensic science training and practice should be 
explored 

5.2. Recommendations supported by the current literature 

While additional research in this area is certainly needed, there are 
recommendations that can be gleaned from the current psychological 
literature that should be immediately implementable. These suggestions 
should improve training outcomes in forensic science and lead to a 
reduction in errors in casework.  

• Incorporate progressively challenging exercises designed to induce 
errors into training programs  

• Deconstruct errors as they occur (both in training and casework) to 
understand how they happened and learn from them  

• Have trainers sit down and engage with trainees when giving results, 
rather than just returning the results in a written format without 
discussion  

• Present challenging training exercises to examiners for continuing 
education, even after initial competence has been established 

6. Conclusion 

Contrary to a popularly-held belief in American education, errors are 
essential for improvement, particularly when appropriate feedback on 
those errors is provided in a timely manner. This article provides the 
reader with an overview of the literature in cognitive psychology that 
supports the need for errorful learning during training, as well as sug-
gests mechanisms for optimizing the benefits of the errors. 

We hope that after reading this article, the reader will understand 
that errors are not a shameful failure of an individual examiner and 
should not be treated as such. Rather, errors made during training 
should be viewed as opportunities to learn and improve. Errors made 
during casework should be viewed similarly, along with being viewed as 
a way to illuminate possible systemic problems within the laboratory 
that should be examined and rectified while recognizing that a certain 
number of errors will always occur and the best we can do is try to 
minimize those errors and engage in appropriate risk management be-
haviors to minimize their impact. 

In order to induce errors in a controlled environment and promote 
continued learning and improvement, challenging training exercises 
should be provided to examiners throughout their careers and the results 
of these exercises should be discussed and used for improvement. 

H. Eldridge et al.                                                                                                                                                                                                                                



Forensic Science International: Synergy 4 (2022) 100207

12

However, the results of these exercises should not be used against ex-
aminers in a court setting as evidence of incompetence; rather, the 
examiner should be able to explain that the purpose of the exercise was 
to induce errors in a safe environment in order to improve skills and 
reduce errors in casework. 

Naturally, not every employee is ideally suited to every task. There 
will be employees who, whether willfully, through laziness, or through 
sheer inability, will display a persistent pattern of errors that are resis-
tant to correction and training. These employees were not the focus of 
this article. If a persistent pattern of errors that do not improve is 
observed, it is not the message of this article that those errors are useful 
(other than as an indicator of an unsuccessful employee) nor that the 
employee should be retained. However, it is the hope of the authors that 
appropriate errors during training become viewed as opportunities for 
growth and that they are encouraged and promoted as a way to ensure 
the training materials are sufficiently challenging and to test the limits of 
the examiner’s ability. We similarly hope that laboratory management 
will take from this article an inspiration to include challenging 
continuing training exercises for their examiners throughout their 
careers. 
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