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A B S T R A C T   

Remotely sensed products are often used in watershed modeling as additional constraints to 
improve model predictions and reduce model uncertainty. Remotely sensed products also enabled 
the spatial evaluation of model simulations due to their spatial and temporal coverage. However, 
their usability is not extensively explored in various regions. This study evaluates the effective-
ness of incorporating remotely sensed evapotranspiration (RS-ET) and leaf area index (RS-LAI) 
products to enhance watershed modeling predictions. The objectives include reducing parameter 
uncertainty at the watershed scale and refining the model’s capability to predict the spatial 
distribution of ET and LAI at sub-watershed scale. Using the Soil and Water Assessment Tool 
(SWAT) model, a systematic calibration procedure was applied. Initially, solely streamflow data 
was employed as a constraint, gradually incorporating RS-ET and RS-LAI thereafter. The results 
showed that while 14 parameter sets exhibit satisfactory performance for streamflow and RS-ET, 
this number diminishes to six with the inclusion of RS-LAI as an additional constraint. Further-
more, among these six sets, only three effectively captured the spatial patterns of ET and LAI at 
the sub-watershed level. Our findings showed that leveraging multiple remotely sensed products 
has the potential to diminish parameter uncertainty and increase the credibility of intra- 
watershed process simulations. These results contributed to broadening the applicability of 
remotely sensed products in watershed modeling, enhancing their usefulness in this field.   
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1. Introduction 

Uncertainty remains a central issue in hydrologic modeling. Despite the validation processes conducted during calibration, un-
certainty always persists [1]. A notable source of this uncertainty lies in the insufficiency of observations. In the field of hydrologic 
modeling, observations are commonly constrained to water quantity and/or quality measurements obtained at the outlet of the study 
site [1]. To reduce the predictive uncertainty stemming from data paucity, the integration of soft data—such as expert insights, 
literature surveys, remotely sensed data, and extensive field monitoring—have been suggested [2–5]. Soft data serve to well depict 
intra-watershed processes, hydrologic phenomena occurring between streams and upland areas [6]. Their inclusion has demonstrated 
efficacy in constraining model parameter values, attenuating predictive uncertainty [5,7,8]. 

The Soil and Water Assessment Tool (SWAT) model, one of semi-distributed hydrologic models, commonly encounters predictive 
uncertainty owing to limited observational data [9]. One remedy to address this challenge involves the incorporation of remotely 
sensed products into SWAT simulations, such as plant growth dynamics [10], wetland hydrologic patterns [5,11], and soil moisture 
[12]. Remotely sensed products offer advantages over in-situ measurements by providing broad-scale observations for prolonged 
durations, which mitigates concerns regarding data scarcity for hydrologic modeling operations [13]. The SWAT model calibrated 
against remotely sensed evapotranspiration (referred to as RS-ET) products showed enhanced model performances [14–17]. Evapo-
transpiration (ET), encompassing the combined fluxes of evaporation and transpiration, holds importance in water and energy cycling. 
Consequently, improved ET predictions could contribute to the enhanced reliability of the model. 

RS-ET products are frequently combined with streamflow data to find optimal hydrologic parameter values during model cali-
bration [14–19]. The concurrent utilization of streamflow and RS-ET products has been shown to effectively constrain parameter 
values and decrease parameter uncertainty [14–18]. Wambura, 2018 [14] illustrated the utility of RS-ET products in mitigating 
equifinality, which refers to the tendency for parameter sets to yield equally satisfactory model outcomes [20]. Furthermore, a study 
conducted by Rajib, (2020) [21] revealed enhancements in modeled ET predictions through the incorporation of vegetation param-
eters and the integration of RS-ET products for evaluating ET variations across a landscape. This was confirmed by an improvement in 
the model performance measure, the Kling-Gupta Efficiency (KGE), from 0.6 to 0.7 [21]. 

Fig. 1. (a) Geographical location, (b) land use composition, and (c) distribution of hydrologic soil groups of the study area (adapted from Lee, 2018 
[32])) Note: hydrologic soil groups (HSGs) are classified based on their infiltration rates as follows: Type A – well-drained soils with a water 
infiltration rate of 7.6–11.4 mm h− 1; Type B – moderately well-drained soils with a rate of 3.8–7.6 mm h− 1; Type C – moderately poorly-drained 
soils with a rate of 1.3–3.8 mm h− 1; and Type D – poorly-drained soils with a rate of 0–1.3 mm h− 1 [33]. The distribution of HSGs within the TCW is 
as follows: HSG–A, HSG–B, HSG–C, and HSG–D account for 0.3 %, 55.8 %, 2.2 %, and 41.7 % of the watershed, respectively. 
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With the enhanced availability of remotely sensed leaf area index (RS-LAI) products, hydrological modeling studies actively adopt 
these data [22,23]. Leaf area index (LAI) measures the number of leaves over a certain area of land and is important for understanding 
how plants transpire water [24,25]. Water taken up by roots and released through plant leaves as vapor makes up a substantial part of 
total evapotranspiration (ET) in vegetated areas. As a result, many studies have shown a strong connection between ET and LAI [26]. In 
compliance with previous studies, the use of both RS-ET and RS-LAI was shown to reduce model uncertainty to enable spatial 
assessment [27]. However, their benefits are not well explored in various areas. Since the performance of watershed models spatio-
temporally varies [28,29], it is necessary to test the impacts of RS-ET and RS-LAI uses in various regions. 

The main objective of this study is to investigate how two remotely sensed datasets, RS-ET and RS-LAI, could improve hydrologic 
modeling at the watershed level. This study used daily remotely sensed products to provide new insight on the use of high-temporal 
remotely sensed products, given that temporally coarse remotely sensed products have been commonly applied in previous studies [10, 
14,15,27]. The selected hydrologic model for this study was SWAT (2012 version), primarily due to its extensive integration of 
remotely sensed products. To accomplish the research objective, the study employed a lumped parameterization approach at the 
watershed level, incorporating three constraints (i.e., streamflow, RS-ET, and RS-LAI). For comparative analyses with previous studies, 
a commonly used parameterization method for SWAT calibration/validation (i.e., lumped parameterization) was selected in this study. 
Since the use of either RS-ET or RS-LAI with SWAT has been widely conducted, this study performed the simultaneous use of RS-ET and 
RS-LAI for SWAT. The parameter sets (referred to as PARs hereafter) yielding satisfactory streamflow and ET simulations (referred to as 
"PARs-1″) were selected from the entire set of PARs investigated during calibration. Furthermore, PARs exhibiting satisfactory model 
performance measures for streamflow, ET, and LAI (referred to as "PARs-2″) were identified from the explored PARs. Specifically, this 
study aimed to: (i) compare PARs-1 and PARs-2 along with their simulated outputs (e.g., streamflow, ET, and LAI), and investigate the 
influence of RS-ET and RS-LAI in constraining satisfactory PARs; and (ii) to assess utility of RS-ET and RS-LAI products as additional 
constraints in identifying PARs that accurately capture the spatial distribution of ET and LAI. 

2. Materials and methods 

2.1. Study site 

This research was carried out within the Tuckahoe Creek watershed (TCW, 220 km2), located upstream of the gauge station 
#01491500 operated by the U.S. Geological Survey (USGS) (Fig. 1a). Positioned as a sub-basin within the Choptank River watershed, 
situated in the coastal plain of the Chesapeake Bay Watershed (CBW), the TCW has been a subject of comprehensive research led by the 
U.S. Department of Agriculture-Natural Resources Conservation Service (USDA-NRCS) [30] and the USDA-Agricultural Research 
Service (USDA-ARS) [31]. The land cover within the TCW is predominantly comprised of croplands (54 %), followed by forest (32.8 
%), pasture (8.4 %), urban areas (4.2 %), and water bodies (0.6 %). Primary crops cultivated in the watershed include corn, soybeans, 
and winter wheat. Soil composition, as classified by the USDA-NRCS, predominantly consists of moderately well-drained (Hydrologic 
Soil Group (HSG) – B, 55.8 %) and poorly drained soils (HSG – D, 41.7 %) (Fig. 1c). 

According to long-term observations from three meteorological stations operated by the National Oceanic Atmospheric Admin-
istration (NOAA)’s National Climate Data Center (NCDC), the annual mean precipitation and daily average temperature are estimated 
to be 1166 mm (±228 mm) and 13 ◦C (±1 ◦C), respectively, over the past three decades (1985–2014). The TCW experiences a humid 
subtropical climate, influenced by the Chesapeake Bay and the Atlantic Ocean, resulting in relatively uniform precipitation throughout 
the year. Characterized by flat topography (ranging from 0 to 32 m above sea level), the region has experienced a substantial increase 
in irrigation practices, particularly for corn and soybean cultivation during the summer season, which exacerbates water loss through 
ET [34]. The water balance dynamics in this area are notably influenced by seasonal fluctuations in ET. Consequently, accurate 
simulations of ET and LAI are critical for improving predictions generated by hydrological models within this region. 

2.2. Soil and Water Assessment Tool 

The Soil and Water Assessment Tool (SWAT) model is a watershed-scale model specifically aimed to investigate the impacts of both 
natural environmental factors and human activities on hydrological processes within agricultural watersheds [33]. Comprising various 
components, SWAT includes components for climate, hydrology, nutrient and pesticide dynamics, erosion, land cover and vegetation, 
agricultural management practices, and channel processes [33]. In its operation, the model divides a given watershed into 
sub-watersheds and further delineates hydrological response units (HRUs). Each HRU represents a distinct combination of land use, 
soil type, and slope characteristics within individual sub-watersheds. At this level, hydrologic variables are computed independently 
for each HRU, with subsequent aggregation of outputs occurring at both the sub-watershed and watershed levels through channel 
processes [33]. The water balance for each HRU is calculated using Eq. (1): 

SWt = SW0 +
∑t

i=1

(
Rday − Qsurf − Ea − Wseep − Qgw

)
(1)  

Where, SWt is the final soil water content (mm H2O), SW0 is the initial soil water content (mm H2O), t is the time (days), Rday is the 
amount of precipitation on day i (mm H2O), Qsurf is the amount of surface runoff on day i (mm H2O), Ea is the amount of ET on day i 
(mm H2O), Wseep is the amount of percolation and bypass flow at the bottom of the soil profile on day i (mm H2O), and Qgw is the 
amount of return flow on day i (mm H2O). Within the SWAT model, the calculation of surface runoff volume is accomplished through 
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either a modified Soil Conservation Service (SCS) curve number method or the Green and Ampt infiltration approach. This study 
employed the modified SCS curve number method. 

The SWAT model initiates by computing potential evapotranspiration (PET) and then subsequently estimates actual evapotrans-
piration (AET). Within the SWAT model, three methods for calculating potential evapotranspiration (PET) are available: Pen-
man–Monteith, Priestley–Taylor, and Hargreaves. Following the computation of PET, the estimation of AET involves accounting for 
evaporation from the canopy, soil evaporation, and plant transpiration, with the specific calculations dependent on the chosen PET 
method [33]. The quantification of actual soil evaporation is determined based on soil depth and soil water content, while actual plant 
transpiration is computed by adjusting optimal plant transpiration rates to account for limited soil water availability. 

In this study, the Penman–Monteith method, represented by Eq. (2), was utilized for PET calculation: 

λE=
Δ • (Hnet − G) + ρair • cp •

[
e0

z − ez
]/

ra

Δ + γ • (1 + rc/ra)
(2)  

Where, λ E is the latent heat of vaporization (MJ kg− 1), E the depth rate evaporation (mm d− 1), Δ the slope of the saturation vapor 
pressure-temperature curve (kPa ◦C − 1), Hnet the net radiation (MJ m− 2 d− 1), G the ground heat flux density (MJ m− 2 d− 1), ρair the air 
density (kg m− 3), cp the specific heat at constant pressure (MJ kg− 1 ◦C − 1), e0

z the saturation vapor pressure of air at height z (kPa), ez 

the water vapor pressure of air at height z (kPa), γ the psychrometric constant (kPa ◦C − 1), rc the plant canopy resistance (s m− 1) and ra 
the diffusion resistance of the air layer (aerodynamic resistance) (s m− 1). 

Within the SWAT model, dynamic leaf area index (LAI) estimates are derived as a function of the optimal leaf area development 
curve, which governs LAI growth based on accumulated potential heat units. These units are calculated daily as the difference between 
the daily average temperature and the base temperature, whereby the base temperature represents the minimum threshold for 
vegetation growth and is typically set to 0 ◦C by default. When the daily average temperature falls below the base temperature, the 
daily heat unit is set as zero. During the initial growth phase, leaf area development is simulated according to the prescribed optimal 
leaf area development curve, as defined by Eq. (3). 

frLAImx =
frPHU

frPHU + exp
(
l 1 − l 2 • frPHU

) (3)  

Where, frLAImx is the fraction of the plant’s maximum leaf area index corresponding to a given fraction of potential heat units for the 
plan, frPHU is the fraction of potential heat units accumulated for the plant on a given day in the growing season, and l 1 and l 2 are the 
shape coefficients. In the leaf area development curve, once the LAI attains its maximum value, which is specific to the vegetation type, 
this maximum LAI is sustained until the onset of leaf senescence. Subsequently, there is a linear decline in LAI before dormancy [33]. 

2.3. Input and calibration data 

Climate and geospatial data are needed for the SWAT simulations (Table 1). Daily records of precipitation and temperature 
spanning from 2008 to 2014 were acquired from NOAA NCDC monitoring stations (Fig. 1a). Solar radiation, relative humidity, and 
wind speed data on a daily basis were generated using the SWAT model’s internal weather generator [33], owing to the absence of 
observations for these climatic variables in the monitoring station within the region. The monitoring station in Greensboro solely 
provided daily precipitation data; hence, daily temperature records were derived from the nearest station in Chestertown from January 
2008 to May 2011. Given that temperature data ceased to be collected at the Chestertown station after May 2011, data from the third 
nearest station in Royal Oak were utilized for the period spanning June 2011 to December 2014. Further details regarding the 
calculation of daily solar radiation, relative humidity, and wind speed via the weather generator are outlined in Text S1 of the Sup-
plementary Material. 

Table 1 
Input and calibration data for the SWAT model.  

Data Type Source Description Year 

DEM MD-DNR LiDAR-based 10-m resolution 2006 
Land Use USDA-NASS Cropland Data Layer (CDL) 2008–2012 

MRLC National Land Cover Database (NLCD) 2006 
USDA-FSA-APFO National Agricultural Imagery Program digital Orthophoto quad imagery 1998 
US Census Bureau TIGER road map 2010 

Soils USDA-NRCS Soil Survey Geographical Database (SSURGO) 2012 
Climate NCDC Daily precipitation and temperature 2008–2014 
Streamflow USGS Daily streamflow 2008–2014 
RS-ET Sun, 2017 [35] Daily ET (30-m spatial resolution) 2010–2014 
RS-LAI NASA 

USDA-ARS 
Daily LAI (500-m spatial resolution) 2010–2014 

MRLC: Multi-Resolution Land Characteristics Consortium, USDA-FSA-APFO: USDA-Farm Service Agency-Aerial Photography Field Office, and 
TIGER: Topologically Integrated Geographic Encoding and Referencing. Detailed values (average, minimum and maximum) of precipitation, tem-
perature, streamflow, RS-ET and RS–LAI are available in Table S2 of the Supplementary Material. 
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Digital elevation model (DEM) data were sourced from the Maryland Department of Natural Resources (MD-DNR) and were post- 
processed to a 10-m resolution through nearest-neighbor interpolation conducted by USDA-ARS, Beltsville. This post-processing was 
undertaken to mitigate the potential distortion of slope values resulting from finer or coarser spatial resolutions of the DEM [36]. Soil 
map data pertinent to the study area were obtained from the Soil Survey Geographical Database (SSURGO). Additionally, a land use 
map developed by Lee (2016) [37], derived from various geospatial sources as detailed in Table 1 [37], was employed. This map 
encompasses eight distinct crop rotations (Table 2), with their locations delineated using multiyear cropland data layers (CDLs) from 
the USDA National Agricultural Statistics Service (NASS). To ensure consistency with the DEM resolution, vector-type datasets such as 
the soil and land use maps were converted into grid-format datasets, with their spatial resolution set to 10 m. Detailed crop man-
agement schedules are available in Table S1 of the Supplementary Material. 

Daily streamflow data spanning from 2010 to 2014 were acquired from the US Geological Survey (USGS) gauge station 
#01491500, located at the outlet of the TCW (Fig. 1a). Daily remotely sensed evapotranspiration (RS-ET) products were generated 
using the regional Atmosphere-Land Exchange Inverse (ALEXI) model [38], in conjunction with the associated flux spatial-temporal 
disaggregation scheme (DisALEXI) [39]. This multiscale modeling system is founded on the two-source energy balance model [40], 
which utilizes land surface temperature (LST) observations acquired via remote sensing to partition the available energy between 
latent and sensible heat fluxes emanating from the soil and canopy components of a scene. A data fusion algorithm integrates 30-m 
resolution bi-weekly ET retrievals from Landsat LST observations with 500-m resolution daily data from MODIS, resulting in fused 
datasets characterized by both high spatial and temporal resolutions [41]. In this study area, ALEXI/DisALEXI-driven RS-ET products 
were compared with in-situ eddy covariance flux tower measurements, demonstrating an average relative error of 10 % [35]. The 
temporal availability of the RS-ET products utilized in this study is from January 2010 to December 2014. 

Daily LAI data with a spatial resolution of 500 m were derived from the MODIS Version 6 LAI/FPAR products (MCD15A3H). 
MCD15A3H represents a combined LAI product derived from two satellites (Terra and Aqua) at a temporal frequency of 4 days. For this 
study, MODIS LAI data products were procured from the National Aeronautics and Space Administration (NASA) and reprocessed to 
generate daily LAI data at USDA-ARS, Beltsville. The daily LAI values were acquired in two stages. Firstly, MODIS LAI quality control 
(QC) layers (FparLai_QC and FparExtra_QC) were utilized to eliminate LAI retrievals affected by partial clouds, cloud shadows, and 
dead detectors. Additionally, LAI retrievals from the physical radiative-transfer model (primary algorithm) and empirical model 
(secondary algorithm) were distinguished. Secondly, the 4-day MODIS LAI data obtained in the first stage were smoothed and 
interpolated to obtain daily LAI values using the Savitzky–Golay (SG) filter approach with a flexible fitting strategy [42]. Daily LAI 
values at a spatial resolution of 500 m were generated for the period from 2010 to 2014. In contrast to RS-ET, daily RS-LAI products 
were available with a spatial resolution of 500 m. Samples of RS-ET and RS-LAI are illustrated in Fig. S2 of the Supplementary Material. 

The study watershed was partitioned into 19 sub-watersheds ranging in size from 0.09 to 32 km2. During the generation of HRUs, 
the threshold area values for land use, soil, and slope were determined as >10 %, >15 %, and >15 %, respectively. The TCW comprised 
a total of 542 HRUs, encompassing 312 HRUs for cropland, 139 HRUs for forest, and 91 HRUs associated with other land use types. The 
sizes of the HRUs are from 10− 6 to 7.21 km2, with an average size of 0.41 km2. 

2.4. Model evaluations 

The SWAT simulations were conducted at a daily temporal resolution from 2008 to 2014, considering the availability of RS-ET data 
from 2010 to 2014. While the simulation period of this study is relatively brief, it stands out from previous similar studies that pre-
dominantly utilized temporally coarse RS products (monthly or 8-day intervals) [10,14,15,27], as daily RS products were employed 
here. The difference of data temporal frequency would increase the value of this study. A multivariable calibration was performed 
using three observations: daily streamflow, watershed-level RS-ET, and RS-LAI. To test the degree of equifinality, this study counted 
the number of acceptable PARs as the three constraints (streamflow, RS-ET, and RS-LAI) were sequentially added. The initial two years 
(2008–2009) were allocated as spin-up periods, and the subsequent three years (2010–2012) were set for model calibration. Model 

Table 2 
Eight cultivation crop configurations in this study.  

Type 2008 2009 2010 2011 2012 2013 2014 Proportion 

1 WW/Soyb Corn WW/Soyb Corn WW/Soyb Corn WW/Soyb 14.5 
2 Corn WW/Soyb Corn WW/Soyb Corn WW/Soyb Corn 21.9 
3 WW/Soyb Corn Soyb Corn WW/Soyb Corn Soyb 7.7 
4 Soyb Corn Soyb Corn Soyb Corn Soyb 11.3 
5 Corn Soyb Corn Soyb Corn Soyb Corn 9.8 
6 Corn Corn Corn Corn Corn Corn Corn 17.1 
7 Corn Soyb Soyb Corn Soyb Soyb Corn 10.2 
8 Soyb Corn Soyb Soyb Corn Soyb Soyb 7.5 
Corn 59 58 49 61 56 51 59 56 
Soyb 41 42 51 39 44 49 41 44 

Note: WW/Soyb and Soyb indicate double-crop winter wheat, soybeans, and soybeans, respectively. The final column provides the relative area (%) 
corresponding to each crop rotation implemented in the croplands. The last two rows depict the relative areas (%) allocated to corn and soybean fields 
resulting from various concurrent rotations. The spatial distribution of the eight representative cropland rotations is illustrated in Fig. S1 of the 
Supplementary Material. 
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validation was then executed over the remaining two years (2013–2014). 
At the watershed level, model calibration was conducted utilizing streamflow data, alongside watershed-level RS–ET and RS–LAI 

data to identify PARs-1 (satisfactory performances for streamflow and RS-ET) and PARs-2 (satisfactory performances for streamflow, 
RS-ET, and RS-LAI) (Section 2.4.1). Then, a spatial evaluation was conducted at the sub-watershed (section 2.4.2) using simulations 
from PARs-2. 

2.4.1. Model calibration at the watershed level 
The SWAT model has been extensively utilized in the study area, as shown in previous studies [5,11]. These have reported sensitive 

parameters with their ranges and optimal values that yield satisfactory performance metrics, as outlined in Moriasi, 2007 [43]. 
Regarding previous studies, we identified 13 hydrologic parameters that were demonstrated to be sensitive within this study. 
Furthermore, seven vegetation parameters were selected to calibrate the LAI values of corn, soybean, and forest following previous 
studies [44]. Calibration of tree vegetation types was considered, as they accounted for over 90 % of the watershed’s composition. 

Adjustments were made to the parameters associated with corn and soybean, as the distribution and rotation of these two crops 
were accurately represented by the land use map utilized in this study. Detailed cultivation practices, such as fertilizer application 
timing and quantity, planting, and harvesting schedules, for these two crops were established in collaboration with local experts [37]. 
Therefore, our simulations accurately depicted the growth dynamics of corn and soybean. Regarding the crop growth pattern, seasonal 
dynamics of LAI simulations were expected: high LAI during the summer season (May to October) and low LAI during the winter season 
(November to April). These LAI dynamics would be confirmed by the simulated LAI data calibrated against RS-LAI. the calibration 

Table 3 
The list of calibrated parameters with their descriptions, allowable ranges, and sensitivity ranking.  

Parameter Description (units) Range Sensitivity 
ranking 

RS- 
ET 

RS- 
LAI 

CN! SCS runoff curve number − 20 – 20 % 1 10 
GW_DELAY! Groundwater delay (days) 0–500 26 34 
ALPHA_BF! Baseflow alpha factor (days− 1) 0–1 32 30 
GWQMN! Threshold depth of water in the shallow aquifer required for return flow to occur (mm H2O) 0–5000 33 31 
GW_REVAP! Groundwater "revap" coefficient 0.02–0.2 24 23 
REVAPMN! Threshold depth of water in the shallow aquifer for "revap" to occur (mm H2O) 0–1000 29 27 
SOL_AWC! Available water capacity of the soil layer (mm H2O ⋅mm soil− 1) − 50 – 50 % 2 26 
CH_K2* Effective hydraulic conductivity in the main channel alluvium 0–500 31 22 
CH_N2* Manning’s "n" value for the tributary channels 0.01–0.3 28 28 
SURLAG$ Surface runoff lag coefficient 0.5–24 30 29 
ESCO! Soil evaporation compensation factor 0–1 13 25 
EPCO! Plant uptake compensation factor 0–1 3 20 
CANMX! Maximum canopy storage (mm H2O) 0–100 4 18 
BIO_E! (corn) Radiation use efficiency in ambient CO2 ((kg/ha)/(MJ/m2)) 10–90 27 19 
BIO_E! (soybean) 21 33 
BIO_E! (forest) 25 13 
BLAI! (corn) Maximum potential leaf area index (m2m− 2) 0.5–10 9 3 
BLAI! (soybean) 12 4 
BLAI! (forest) 20 1 
FRGRW1! (corn) Fraction of the plant growing season of total potential heat units corresponding to the first point on the 

leaf area development curve 
0–0.5 22 8 

FRGRW1! 

(soybean) 
23 9 

FRGRW1! (forest) 34 7 
FRGRW2! (corn) Fraction of the plant growing season of total potential heat units corresponding to the second point on the 

leaf area development curve 
0.5–1 15 17 

FRGRW2! 

(soybean) 
14 15 

FRGRW2! (forest) 16 16 
LAIMX1! (corn) Fraction of the maximum leaf area index corresponding to the first point on the leaf area development 

curve 
0–0.5 18 12 

LAIMX1! 

(soybean) 
17 14 

LAIMX1! (forest) 19 11 
LAIMX2! (corn) Fraction of the maximum leaf area index corresponding to the second point 0.5–1 11 32 
LAIMX2! 

(soybean) 
8 21 

LAIMX2! (forest) 7 24 
DLAI! (corn) Leaf to biomass fraction 0.15–1.00 5 6 
DLAI! (soybean) 10 5 
DLAI! (forest) 6 2 

Note: !, *, and $ denote parameters with values varying across HRUs, sub-watersheds, and watersheds, respectively. Changes in parameters were 
performed by relative adjustments for CN2 and SOL_AWC, while the remaining parameters underwent replacement. The gray box highlights the top 
ten sensitive parameters. RS-ET and RS-LAI denote remotely sensed evapotranspiration and leaf area index, respectively. Calibrated parameter values 
can be found in Table S3 of the Supplementary Material. 
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process did not include double-cropped soybean, as the information described above primarily related to summer crops. The calibrated 
parameters and their permissible ranges are listed in Table 3. 

For model calibration, a set of 20,000 PARs was generated using Latin hypercube sampling (LHS). The LHS method partitions the 
parameter sampling space into multiple non-overlapping subspaces with equal probabilities [18]. Subsequently, within each subspace, 
individual parameter values are randomly selected to compose a PAR, ensuring that each subspace contributes only one value to each 
PAR [18]. LHS is recognized for its efficacy in converging towards the optimal PAR relative to random sampling methods [14]. The 
parameter values were altered through manual calibration, employing relative adjustments for only two parameters (CN2 and 
SOL_AWC) and replacement for the remaining parameters. Following parameter adjustments and model simulations, the daily model 
outputs (streamflow, ET, and LAI) were simultaneously compared with corresponding observations. For this study, the Kling-Gupta 
Efficiency (KGE) was chosen as the model performance metric, given its widespread adoption in SWAT modeling studies incorpo-
rating RS-ET and RS-LAI. Additionally, to evaluate equifinality, consistent performance measures across all observations were 
employed. KGE is computed as follows (Eq. (4)) 

KGE= 1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(r − 1)2
+ (σs/σo − 1)2

+ (μs/μo − 1)2
√

(4)  

where, r indicates the Pearson product-moment correlation coefficient, σs/σo and μs/μo indicate the variability ratio and bias between 
simulations and observations, respectively, σ and μ are the standard deviation and mean of the variables, respectively. The subscripts s 
and o indicate simulations and observations, respectively. KGE values span from negative infinity to 1, with values approaching 1 
denoting higher model performance. 

KGE computation was made by the “hydroeval” package within the Python 3.8.12 program [45]. This study set acceptable daily 
model performance measures as follows: streamflow (KGE >0.55), ET, and LAI (KGE >0.5), with relaxed criteria relative to streamflow 
based on previous studies [46,47]. 

Discerning parameters significantly impacting ET and LAI simulations could offer valuable insights into the efficacy of incorpo-
rating two additional remotely sensed constraints. Initially, parameter sensitivity analyses were conducted separately for RS-ET and 
RS-LAI. A global sensitivity method entailed fitting a linear relationship between the objective function and parameter values [48]. The 
KGE values for watershed-level ET and LAI during the calibration period served as the objective function for the global sensitivity 
analyses to identify sensitive parameters for RS-ET and RS-LAI, respectively. Subsequently, coefficients of variation (CV) were 
computed for the top ten sensitive parameters for RS-ET and RS-LAI, respectively. CV, defined as the standard deviation divided by the 
mean value, has been commonly employed to quantify parameters’ impacts on simulation outcomes [18,49]. Additionally, overall 
model uncertainty was evaluated using the P-factor and R-factor. The P-factor denotes the proportion of observations within the 95 % 
prediction uncertainty (95 PPU) computed at the 2.5 and 97.5 percentiles of the cumulative distribution of all simulations. The R-factor 
means the average width of the 95 PPU bands relative to the standard deviation of the observations. The R-factor ranges from 0 to 
infinity, while the P-factor ranges from 0 to 100 %. 

2.4.2. Model calibration at the sub-watershed level 
The modeled ET and LAI were assessed against RS-ET and RS-LAI products at the sub-watershed level. The RS-ET and RS-LAI 

datasets were delineated by the sub-watershed boundaries derived from the ArcSWAT process. The TCW encompassed 19 sub- 
watersheds. Excluding one sub-watershed smaller than the LAI pixel size (0.25 km2), 18 sub-watersheds were utilized for sub- 
watershed-level spatial assessments. These evaluations were executed utilizing simulations from PARs-1 and PARs-2. For each indi-
vidual sub-watershed, KGE values were computed for ET and LAI. PARs with median KGE values exceeding 0.5 for both ET and LAI 

Table 4 
Model performance measures for daily streamflow, RS-ET, and RS-LAI.  

PAR Streamflow RS-ET RS-LAI 

Calibration Validation Calibration Validation Calibration Validation 

KGE KGE KGE KGE KGE KGE 

1 0.71 0.60 0.53 0.57 0.45 0.55 
2 0.73 0.56 0.51 0.58 0.10 0.11 
3 0.73 0.56 0.54 0.58 0.55 0.69 
4 0.66 0.57 0.56 0.57 0.58 0.67 
5 0.77 0.60 0.52 0.59 0.50 0.57 
6 0.66 0.62 0.55 0.56 0.41 0.43 
7 0.63 0.57 0.52 0.57 0.27 0.29 
8 0.68 0.59 0.50 0.56 0.48 0.55 
9 0.59 0.59 0.53 0.58 0.51 0.57 
10 0.60 0.58 0.60 0.61 0.22 0.34 
11 0.72 0.59 0.56 0.57 0.48 0.57 
12 0.60 0.58 0.53 0.58 0.57 0.70 
13 0.68 0.56 0.51 0.57 0.62 0.77 
14 0.63 0.58 0.52 0.58 0.56 0.69 

Note: PAR indicates a parameter set. The six shaded rows (#3, 4, 9, 12, 13, and 14) are PARs-2. 
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were deemed to exhibit satisfactory performance concerning the spatial distribution of ET and LAI at the sub-watershed level. 
Conversely, PARs failing to meet these criteria were considered inadequate in capturing the spatial distribution of ET and LAI at the 
sub-watershed level, notwithstanding acceptable performance at the watershed level. These evaluation outcomes were subsequently 
utilized to further assess the equifinality. 

3. Results and discussion 

3.1. Watershed-level simulations and parameter uncertainty 

The calibration outcomes at the watershed level reveal the existence of 14 PARs-1 and 6 PARs-2 (Table 4). For PARs-1, the KGE 
values ranged from 0.59 to 0.77 (0.56–0.62) for streamflow and from 0.50 to 0.60 (0.56–0.61) for RS-ET during the calibration 
(validation) period (Table 4). Notably, the six PARs (PARs-2) were identified to concurrently meet the model performance thresholds 

Fig. 2. Daily simulated and observed streamflow, watershed-level RS-ET, and RS-LAI from 2010 to 2014: PAR #3 (a, g, and m), #4 (b, h, and n), #9 
(c, i, and o), #12 (d, j, and p) #13 (e, k, and q) #14 (f, l, and r). The extended illustration is included in Fig. S3 of the Supplementary Material. 
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for streamflow, RS-ET, and RS-LAI (Table 4). Specifically, the model performance measures for PARs-2 ranged from 0.59 to 0.73 
(0.56–0.59) for streamflow, 0.51 to 0.56 (0.57–0.58) for RS-ET, and 0.51 to 0.62 (0.57–0.77) for RS-LAI during the calibration 
(validation) period. 

The optimal parameters used for the leaf area development curve noticeably differed between PARs-1 and PARs-2. Overall, the 
PARs-2 had greater values for the parameters (i.e., LAIMX2 and FRGRW2) that support plant growth during longer growth periods and 
achieve greater LAI than PARs-1. Greater maximum potential leaf area index (BLAI) values were found in PARs-2 compared to PARs-1, 
which also contributed to greater LAI. These differences may result in better depictions of actual LAI by PARs-2. 

The incorporation of RS-LAI resulted in a notable reduction in equifinality, decreasing from 14 to 6. Despite the inclusion of RS-LAI, 
a 50 % reduction in equifinality was found, primarily attributed to the consideration of LAI in both ET calculation and RS-ET retrieval 
processes. In this study, the Penman-Monteith method employed for ET calculation relied on canopy resistance as a key parameter, 
which was determined based on LAI within the SWAT [33]. Moreover, RS-LAI data served as inputs for RS-ET retrievals [35]. 
Consequently, calibrated parameter sets demonstrating agreement with RS-ET could effectively capture LAI dynamics as well. This 
aligns with findings from a prior study by Chen, 2017 [50], which also highlighted a strong correlation between ET and LAI derived 
from SWAT simulations. 

Observed streamflow, RS-ET, and RS-LAI were compared with simulation results from PARs-2 (Fig. 2). While the simulated 
streamflow failed to depict observed peak flows throughout the simulation period (Fig. 2a–f), this discrepancy might stem from the 
SWAT model’s limitation capturing precipitation intensity and duration in its surface runoff calculation, leading to an underestimation 
of peak streamflow [51]. Conversely, ET and LAI exhibited seasonal trends, peaking during the summer (May to October) and declining 
during the winter (November to April) (Fig. 2g-r). This seasonal variation aligns with a previous study [52] and local tower mea-
surements [35], reflecting the influence of warm temperatures and plant growth on peak ET and LAI values during summer. The 
simulated LAI calibrated by RS-LAI verified the seasonal patterns in LAI for this study site. 

Relative to streamflow and RS-LAI, low KGE values were found in ET simulations (Table 4). This discrepancy might be attributed to 
the omission of irrigation practices in our simulations due to insufficient associated information. In contrast, thermal ET remote 
sensing directly identifies irrigation effects on ET [53], and a previous study indicated an improved ET simulation accuracy with 
inclusion of irrigation practices [50]. Additionally, depressional wetlands prevalent in forested areas likely contributed to water loss 
via ET at rates higher than those simulated by the SWAT model, possibly leading to the observed discrepancies in ET (Fig. 2g–i) [54]. 
Furthermore, the SWAT model’s structural limitations in simulating evaporation on wet canopies might impede the accurate 

Fig. 3. The coefficient of variation (CV) values for the top ten sensitive parameters related to RS-ET (a) and RS-LAI (b). Note: (a) denotes the CV for 
PARs-1, comprising 14 parameter sets acceptable for streamflow and RS-ET. (b) illustrates the CV for PARs-2, encompassing 6 parameter sets 
acceptable for streamflow, RS-ET, and RS-LAI. 
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simulation of ET [55]. 
Simulated LAI values predominantly fell below observations during winter (Fig. 2m-r), possibly due to the absence of winter cover 

crops implemented in the region. Winter cover crops tended to enhance the vegetation index during the winter seasons [56]. The 
exclusion of winter cover crops from simulations might lead to underestimated LAI during winter. Adjusting the range of LAI pa-
rameters based on available in-situ observations could improve the accuracy of future LAI simulations, suggesting careful consider-
ation in subsequent studies. 

3.2. Parameter and model uncertainty 

The CV values was calculated for the top ten sensitivity parameters regarding RS-ET and RS-LAI using PARs-1 and PARs-2, 
respectively (Fig. 3). The sensitivity ranking is shown in Table 3. Among the 14 PARs acceptable for streamflow and RS-ET (i.e., 
PARs-1), the parameter governing maximum canopy storage (CANMX) exhibited the highest CV value for RS-ET (Fig. 3a). Conversely, 
for the 6 PARs acceptable for streamflow, RS-ET, and RS-LAI (i.e., PARs-2), the parameter controlling forest leaf area development 
(FRGRW1) demonstrated the highest CV value (Fig. 3b). The CANMX and FRGRW1 values displayed broader distributions relative to 
the parameters of PARs-1 and PARs-2, respectively. 

The calibration outcomes, constrained by streamflow and RS-ET, showed the highest sensitivity to maximum canopy storage. Given 
that canopy evaporation is the initial consideration in the calculation of actual ET within the SWAT model [33], CANMX likely 
exhibited the most noticeable variability (Fig. 3a). Conversely, when SWAT was calibrated against streamflow, RS-ET, and RS-LAI, the 
parameter associated with leaf area development was shown as the most influential among PARs-2 parameters. Considering the 
prevalence of forest cover, accounting for 32.8 % of the study area, compared to approximately 27 % covered by corn and soybean, the 
forest-related parameter yielded the highest CV value (Fig. 3b). 

The overall model uncertainty was represented as P-factor and R-factor (Table 5). Regarding the P-factor values, most observed 
streamflow was within the 95 PPU while observed RS-ET and RS-LAI were far from the band. Based on the R-factor values, the width of 
the uncertainty band was narrowest for ET, followed by LAI and streamflow. 

3.3. The spatial distribution of ET and LAI at the sub-watershed level 

The KGE values of daily ET and LAI were computed for each sub-watershed (Figs. 4 and 5). The range of the median KGE values for 
ET was from 0.51 to 0.55 and from 0.57 to 0.58 during the calibration and validation periods, respectively (Fig. 4ab). LAI predictions 
tended to have lower KGE values (0.46–0.57 for the calibration period and 0.54–0.57 for the validation period) compared to ET 
predictions (Fig. 4cd). While all PARs-2 exhibited satisfactory performance measures for the sub-watershed-level ET criteria, only three 
PARs-2 (#4, #13, and #14) surpassed the sub-watershed-level LAI criteria (KGE >0.5). Overall, discrepancies in KGE values across 
sub-watersheds were observed likey due to diverse land cover types at the sub-watershed level impacting ET and LAI. 

The PAR#12 exhibited increased KGE values for LAI (0.57 and 0.70 for the calibration and validation periods, respectively) at the 
watershed level. However, its KGE values at the sub-watershed level were lower with 0.46 and 0.54 for the calibration and validation 
periods, respectively (as depicted in Figs. 2 and 4). Like PAR#12, both PAR#3 and #9 cases represented acceptable KGE values at the 
watershed level but showed unacceptable for the sub-watershed-level criteria for LAI. The sub-watershed outcomes indicated a 
reduction in the number of acceptable PARs from six (PARs-2) to three. This results suggested that the sub-watershed-level evaluation 
aided in identifying PARs that adequately represented internal processes at a finer spatial scale. This result supported the notion that 
spatialized evaluation using remotely sensed data can further constrain the number of acceptable PARs, consequently mitigating 
predictive uncertainty (e.g., equifinality). 

Among PARs-1, those unacceptable for LAI performance tended to have low values of maximum potential leaf area index (BLAI). 
Among the PARs unacceptable for LAI performance, the PAR (PAR #3) with the greater BLAI values for three vegetations (i.e., corn, 
soybean, and forest) represented the best performance. Interestingly, among the PARs acceptable for LAI performance, the best 
performance was observed in the PAR (PAR #4) with greater BLAI values. Overall, the simulated LAI was lower than observed likely 
due to low BLAI values, leading to decreased LAI performance. 

The KGE values of three PARs-2 acceptable for sub-watershed-level ET and LAI were mapped for each sub-watershed (Fig. 5). The 
range of KGE values for sub-watershed-level ET was between 0.45 and 0.60 (Fig. 5a–c), and the overall KGE values were decent. 
However, the range of KGE values for sub-watershed-level LAI was between 0.35 and 0.80 (Fig. 5d–e). Overall, the sub-watersheds 
with the large KGE values for LAI were dominated by a greater proportion of cropland types #1 and #2 types. These two cropland 

Table 5 
P-factor and R-factor for streamflow, ET, and LAI.  

Variable Period P-factor R-factor 

Streamflow Calibration 
Validation 

0.99 
0.97 

1.18 
2.01 

ET Calibration 
Validation 

0.31 
0.31 

0.82 
0.75 

LAI Calibration 
Validation 

0.24 
0.37 

1.04 
1.05  
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types included winter wheat during every winter season, which might reduce the gap between simulations and observations during 
winter seasons. In contrast, other cropland types have no or few crops during winter seasons. The simulated LAI tended to be lower 
than observed values, especially during the winter seasons (Fig. 3). Therefore, crops planted during winter seasons could minimize the 
differences between simulated and observed LAI. 

All PARs-2 successfully met the criterion for ET at the sub-watershed level, while half of them satisfied the criteria for LAI. This 
discrepancy could be attributed to the differing spatial resolutions of RS-ET and RS-LAI. RS-ET, with its finer 30 m resolution, might 
better capture sub-watershed-level ET dynamics, whereas RS-LAI, with a coarser 500 m resolution, might not adequately resolve 
variations in LAI at the sub-watershed level compared to the watershed level. 

While spatialized parameterization demands significant computational resources and prolonged simulation times, it offers valuable 

Fig. 4. Median KGE values across sub-watersheds: (a) ET for calibration, (b) ET for validation, (c) LAI for calibration (d) LAI for validation. A KGE 
threshold of 0.5 is denoted by the horizontal red line. Detailed KGE values for individual sub-watersheds are found in Tables S4 and S5 of the 
Supplementary Material for ET and LAI, respectively. 

Fig. 5. The sub-watershed level KGE values for the PAR#4, PAR#13, and PAR#14: ET (a, b, and c) and LAI (d, e, and f). Note: The figure was 
created by ArcMap 10.7 program (https://www.esri.com/en-us/arcgis/products/arcgis-desktop/resources). 
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insights into large watershed dynamics [17,46]. However, our study site was relatively small spatial extent (220 km2) compared to 
previous studies (>1670 km2). This suggested that a lumped parameterization is sufficient for our aim of leveraging multiple remotely 
sensed datasets to mitigate predictive uncertainty and assess the spatial distribution accuracy of ET and LAI. 

4. Implications and limitations 

This study incorporated two remotely sensed products to enhance model prediction accuracy. Our study offered valuable insights 
into watershed modelingg with multiple additional remotely sensed products, despite their advantages having been reported in 
previous studies [57,58]. Our study demonstrated the advantages of using these additional remotely sensed ET and LAI products to 
constrain SWAT parameters, with an emphasis on reducing equifinality and spatial calibration. Previous studies have investigated 
SWAT improvements using RS-ET or RS-LAI by replacing SWAT simulations with remotely sensed products or using single remotely 
sensed products [10,59,60]. Several studies adopted both types of remotely sensed data [27,57,61]. However, our study differed from 
these previous studies in the type of remotely sensed products and hydrologic models used, the major roles of the remotely sensed 
products, or in the application purposes (Table 6). Although the two studies [27,29] showed similar approaches of this study, the 
spatial areas differed and our study demonstrated the benefits of two remotely sensed data at a finer temporal scale (i.e., daily) 
compared to previous studies (i.e., monthly). All nine studies, including this study, have focused on the usefulness of using remotely 
sensed products to emhance hydrologic modeling (Table 6). Future studies would gain new insights from the methods and results from 
each individual study. Furthermore, the study site is located on the CBW, a unique watershed in the U.S. with extensive scientific 
studies and investment. Therefore, this work is not only a scientific practice but can also be applied in critical regions of a fully 
developed country. Our study also showed the reduction of SWAT uncertainty with daily remotely sensed products. Daily remotely 
sensed products are not common, but the continuous advancement of satellite monitoring techniques could offer high-temporal 
resolution remotely sensed products, contirbuting to enhancing SWAT simulations. 

The conventional hydrologic practices select a sole PAR demonstrating optimal model performance during calibration and vali-
dation. This selected PAR is subsequently employed to accomplish objectives [28]. However, this approach definitely includes un-
certainty. In contrast, several studies presented a spectrum of predicted outcomes derived from all PARs exhibiting acceptable 
performance metrics, rather than relying on a single prediction output [63–65]. The use of remotely sensed products provides an 
opportunity to reduce parameter uncertainty, as they are freely available [11]. Thus, remotely sensed products would supplment the 
weakness of the conventional hydrologic practices. 

The use of low-resolution RS-LAI products in this study could not be free from data imperfections and equifinality issues, but RS-LAI 
with a 500-m resolution can effectively constrain the SWAT model [21]. It should be noted that the additional use of RS-LAI could 

Table 6 
Comparisons between this study and previous studies.  

Literature Remotely sensed 
products 

Model Major roles of RS products Application purposes 

Parr, 2015 
[57] 

RS-ET (AVHRR 
and ISLSCP-II) 
RS-LAI (MODIS) 

VIC LAI as inputs; ET used to bias correct VIC 
simulations 

Improving hydrologic simulation in large river 
basin 

Ha, 2018 
[29] 

RS-ET (Ensemble 
data) 
RS-LAI (MOD-15) 

SWAT Uncertainty analysis Improving model accuracy in Vietnam 

Albergel, 
2017 
[61] 

RS-Soil moisture 
(ESA CCI SM) 
RS-LAI (GEOV1 
LAI) 

A global land surface 
model (LDAS-Monde) 

Sequential assimilation of soil moisture 
and LAI 

Improving continental scale simulations of river 
discharge, spatial ET and gross primary 
production 

Ines, 2013 
[62] 

RS-Soil moisture 
(AMSR-E) 
RS-LAI (MODIS) 

DSSAT-CSM Sequential assimilation of soil moisture 
and LAI 

Improving crop yield prediction at the county 
scale. 

Rajib, 2018 
[59] 

RS-ET (MODIS) SWAT Injecting RS-PET into SWAT Improving simulations of soil moisture, AET and 
streamflow in small to medium-sized 
watersheds 

Rajib, 2020 
[21] 

RS-LAI (MODIS) SWAT Replacing SWAT simulated LAI with RS 
observations 

Improving simulations of soil moisture, 
streamflow and nitrate loads in a medium-sized 
watershed 

Ma, 2019 
[10] 

RS-LAI (MODIS) SWAT Replacing SWAT simulated LAI with RS 
observations 

Improving simulations of streamflow and 
sediments in a small watershed 

Rane, 2023 
[27] 

RS-ET (MODIS) 
RS-LAI (MODIS) 

SWAT Uncertainty analysis Improving model predictions with additional 
data in India 

This study RS-ET (ALEXI) 
RS-LAI (MODIS) 

SWAT Using LAI and ET for reducing parameter 
equifinality reduction and spatial 
calibration 

Improving simulations of spatial LAI and ET in a 
small watershed 

Note: Advanced Very High Resolution Spectroradiometer (AVHRR); International Satellite Land-Surface Climatology Project, Initiative II (ISLSCP-II); 
Variable Infiltration Capacity (VIC); European Space Agency (ESA); Climate Change Initiative (CCI); Advanced Microwave Scanning Radiometer 
(AMSR-E); Moderate Resolution Imaging Spectroradiometer (MODIS); DSSAT-CSM: Decision Support System for Agro-technology Transfer – Crop-
ping System Model; SWAT: Soil and Water Assessment Tool; Atmosphere-Land Exchange Inverse (ALEXI). 
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better capture equifinality compared to not using it. Similar to previous similar studies [21,27], the validation of RS-LAI was not tested 
in this study site, although RS-LAI agreed with observed season trends. Most similar previous studies that used either RS-ET or RS-LAI 
for SWAT calibrations showed improved model performances when using remotely sensed data although the accuracy of remotely 
sensed products was not confirmed with ground truth [10,21,27,59,66]. Relative to the number of the SWAT parameters, available 
observational data are extremely limited [1]. The addition of remotely sensed products to SWAT calibrations is meaningful in hy-
drologic modeling. However, the impacts of non-validation data on the SWAT calibration results remain unknown. Therefore, the 
impacts of remotely sensed products (validated vs. non-validated and high vs. low spatial resolutions) on SWAT modeling would also 
be needed in future studies. 

Model performance measures have been explored in previous studies [43]. However, the measures for ET and LAI might vary 
depending on temporal scales. Daily simulations of ET and LAI were frequently quantified using single measurement (e.g., KGE) [17, 
21]. For monthly simulations, multiple measures including KGE are commonly used [15,16,18,67,68]. Depending on the temporal 
resoltions of the simulated results, less or strict criteria were suggested for the streamflow predictions. In contrast, the performance 
measures for ET and LAI have been rarely investigated when using remotely sensed products for watershed modeling. Futhre studies 
would be neede to provide guidelines for selecting suitable performance measures for remotely sensed products. 

Nevertheless, this study presented several limitations that deliver consideration in future studies. While remotely sensed products 
offer the advantage of evaluating hydrological models at a more detailed spatial resolution compared to data collected at the watershed 
outlet, they inherently included uncertainties greater than those in conventional observations [69]. Hence, it’s imperative to account 
for the inherent uncertainty associated with remotely sensed products when integrating them into watershed modeling frameworks. 
Moreover, the ET and LAI simulations are substantially influenced by climatic data. In this study, three sets of climatic input data-
—namely humidity, solar radiation, and wind speed—were generated using SWAT’s built-in weather generator, following previous 
studies [70]. However, the utilization of grid-format continuous climate datasets, which are increasingly available, holds potentials for 
enhancing model predictions of ET and LAI [71,72]. 

5. Conclusion 

This study incorporated remotely sensed evapotranspiration (RS-ET) and leaf area index (RS-LAI) as additional constraints to 
enhance SWAT simulations. Initially, the SWAT model calibration was conducted using observed streamflow and RS-ET, and then the 
calibrated model was refined by integrating RS-LAI to assess the impact of RS-LAI on acceptable parameter sets (PARs). Subsequently, 
the efficacy of spatial calibration using remotely sensed products in capturing the spatial distribution of ET and LAI at the sub- 
watershed level was explored. The findings revealed that the calibration against both RS-ET and RS-LAI and spatial calibration 
contributed to a reduction in the number of acceptable PARs, thereby mitigating parameter uncertainty. 

This study highlighted the impact of integrating RS-ET and RS-LAI on predictive uncertainty. Furthermore, the utilization of 
remotely sensed products allowed spatial assessments at finer resolutions, resulting in diminished predictive uncertainty and enhanced 
characterization of intra-watershed dynamics. These results demonstrated the necessity of integrating remotely sensed data as addi-
tional constraints to mitigate uncertainty in watershed models, enhancing their applicability in watershed modeling. 
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