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Introduction

Convolutional neural network (CNN), a deep learning
model, has various applications, including image classi-
fication," image segmentation,”> natural language pro-
cessing,® facial landmark detection,”’® and lane detection.’
In medicine, CNNs have been used for diagnosing various
cancers'® and detection of early-stage Alzheimer’s dis-
ease."” However, unlike the widespread application of
artificial intelligence (Al) in medicine,’ ' its application
in dentistry remains limited.

Since its introduction in 1931 by Broadbent, lateral ceph-
alometric analysis has remained the main diagnostic proced-
ure in orthodontics; this procedure plays a pivotal role in
treatment planning.” It involves the identification of
anatomical anchor points on X-ray images, followed by the
measurement of various distances, angles, and ratios for the
clarification of the craniofacial structures. As the skull is a
highly complicated three-dimensional structure projected
onto a single two-dimensional plane in a cephalogram, the
images always exhibit overlapping features. Moreover, facial
asymmetry, anatomical variations across individuals, and
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variations in head positioning during image acquisition make it
challenging to identify landmarks on lateral cephalograms.
This task is performed manually, is time consuming, and causes
considerable interclinician'® and intraclinician variations.'”"'8
Given that inaccurate cephalometric analysis may lead to
critical consequences, a self-adapting algorithm that can
accurately detect cephalometric landmarks is desired.

In 2017, a US study was conducted using a CNN mode
In this study, two clinicians annotated 19 landmarks on
approximately 400 image samples.?® The present study was
also conducted using a CNN model but improved it with U-
net and MobileNetV2 to reduce huge portion of calcula-
tions. Compare to the previous study,’®?° we trained our
model with much more sample and evaluated our model
with additional dental analysis.

The aim of this study was to develop a unique and
excellent artificial intelligence for use in orthodontic
lateral cephalometric imaging. We hope that larger sample
sizes, more accurate manual annotations, and better al-
gorithms will contribute to its enhancement.

l.19

Materials and methods
Ethics

This study was approved by the Institutional Review Board
of the University Hospital (IRB Number: KMUHIRB-E (ll)-
20210,143). The requirement for informed consent from
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the participants was waived off by the ethics committee
due to the retrospective nature of the study.”

Data set

This retrospective study included data of 1002 patients (687
women and 315 men; mean age: 29.9 years [range: 18—76
years]). We included patients aged >18 years whose clear
lateral cephalometric images were available and excluded
those with damaged images, vague images, images of
dental implants or other treated cases that could affect
machine learning.

The images were initially captured in the JPEG format
(resolution: 2600 pixels x 2304 pixels). Two physicians an-
notated the images using 14 landmarks (Fig. 1). The reason
we selected these 14 points was because they encompass
the commonly used anterior-posterior, vertical, and dental
relationships in lateral cephalometric analysis. Inter- and
intra-class correlation analyses between physicians showed
coefficients exceeding 0.8, indicating a high level of qual-
ification among the involved physicians. Each landmark was
defined in detail (Table 1) and was subsequently used to
measure 12 angles, distances, and ratios (Table 2) that are
commonly used for orthodontic diagnosis.

Image grouping

We divided the samples into training datasets (700 images)
and testing datasets (302 images). The entire training
dataset was used to train Model 1 (700 patients). Subse-
quently, 91 images that could have affected machine
learning, such as images of patients with excessive dental
restorations, were excluded. The remaining dataset (609
patients) was then used as the training set for Model 2.

Figure 1 Labeled cephalogram example showing the 14
landmark positions used in this study. (Reference: Miyashita K.
Contemporary cephalometric radiography. In Dixon AD, editor.
Glossary of cephalometric terms and definitions. Tokyo: Quin-
tessence publishing Co, Inc; 1996, p. 246—56).
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Model 2 entailed a more stringent selection of images than
Model 1 to assess whether stricter image selection can yield
better results.

Technical aspects

Deep-learning models require considerable parallel and
repetitive computational power.?’ CNNs require a larger
display card memory capacity, which necessitates the use
of suitable display cards.?? The computer specifications
used by the Department of Mechanical and Electrical En-
gineering at Sun Yat-Sen University, with whom we collab-
orated, were as follows: OS, Windows; CPU, Intel Core i9-
10940X; RAM, DDR4-3200 128G; GPU, NVIDIA RTX 2080ti;
and VRAM, 11 GB. Based on a previous study,’® we set a 2-
mm radius as the acceptable clinical range for landmark
positions.

Convolutional neural network (CNN) architecture

CNNs comprise an input layer, multiple hidden layers, and
an output layer. The input layer included radiographic im-
ages marked with 14 landmarks in ImageJ and saved as
grayscale (256 bits) TIFF files. Each pixel corresponded to a
distinct grayscale value, representing individual data points
in the input layer.

The images were output to the hidden layers, which are
the most crucial parts of a CNN. The images were zero-
padded from 2600 x 2304 to 2700 x 2700 pixels to make
them compatible with machine learning. The images were
then resized to 300 x 300 and 900 x 900 pixels (Fig. 2).
Images with a resolution of 300 x 300 pixels were input into
the global model, which used the U-Net architecture for
image segmentation (Fig. 3).°> The U-Net comprises an
encoder and a decoder. Using the encoder part, we per-
formed convolution, activation, and max pooling; using the
decoder part, we performed convolution, activation, and
deconvolution. Convolution is a set of kernels that are
learnable and self-adapting filters. A kernel moves by a
certain number of pixels, referred to as strides, performing
an inner product with another area of an image and sub-
sequently scanning the entire image to output a smaller
matrix. For this study, we selected rectified linear units, a
function that passes all positive values without any trans-
formation but sets all negative values to 0. The resulting
matrix was input into the max-pooling layer, where each
2 x 2 pixel block retained only its maximum value. Next,
the matrix, which was now half the dimension of the input,
was scanned again with the convolution layer to form a
loop. Finally, the data were input into the decoder, which
first processed the deconvolution and provided the final
output in dimensions of 300 x 300 x 14 layers.

Most recent studies on keypoint prediction have been
conducted through heatmap regression because of its
suitability for image generalization.?*> Coordinate regres-
sion can predict keypoints by using the mean square error
loss function, which does not consider peripheral points. In
contrast, heatmap regression performs predictions using a
Gaussian distribution (Table 3; Equation 1). Every pixel in
the image has a predicted heatmap value ranging from 0 to
1; a shorter distance between the pixel and the actual point
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Table 1  List of anatomical landmarks and their definitions.

Landmark  Anatomical name Definition

number

L1 Sella (S) The center of sella turcica

L2 Nasion (N) The suture between the frontal and nasal bones

L3 Orbitale (Or) Lowest point on the lower margin of each orbit

L4 A-point (A) Deepest point on midsagittal plane between ANS and prosthion. Usually around the
level of, and anterior to, the apex of the upper central incisors

L5 B-point (B) The most posterior point of bony curvature of the mandible below infradentale and
above Pogonion

L6 Pogonion (Pog) The most anterior point of the contour of the chin

L7 Menton (Me) Lowermost point of the contour of the mandibular symphysis

L8 Gonion (Go) A point on the curvature of the angle of the mandible located by bisecting the angle
formed by lines tangent to the posterior ramus and the inferior border of the mandible
(constructed landmark)

L9 Basion (Ba) The most inferior posterior point in the sagittal plane on the anterior rim of the
foramen magnum

L10 Porion (Po) Highest point on the upper margin of the cutaneous auditory meatus

L11 Upper incisor apex (UIA)  The root apex of the most prominent upper incisor

L12 Upper incisor Edge (UIE)  Mid-point of the incisal edge of the most prominent upper central incisor

L13 Lower incisor Edge (LIE)  The incisal point of the most prominent lower central incisor

L14 Lower incisor apex (LIA)  The root apex of the most prominent lower incisor

Table 2  List of measurements and their definitions.

Number of Name of Definition

measurements measurements

M1 Z SNA Angle between S (L1), N (L2) and A (L4)

M2 / SNB Angle between S (L1), N (L2) and B (L5)

M3 / ANB Angle between A (L4), N (L2) and B (L5)

M4 A-Nv Distance from A (L4) to N (L2)-vertical line

M5 B-Nv Distance from B (L5) to N (L2)-vertical line

M6 Pog-Nv Distance from Pog (L6) to N (L2)-vertical line

M7 / SN-FH Angle between the lines from S (L1) to N (L2) and from Po(L10) to Or (L3)

M8 / SN-GoMe Angle between the lines from S (L1) to N (L2) and from Go (L8) to Me(L7)

M9 / U1-SN Angle between the lines from UIE (L12) to UIA (L11) and from S (L1) to N (L2)

M10 Z L1-MP Angle between the lines from LIE (L13) to LIA (L14) and from Go (L8) to Me(L7)

M11 U1-APog Shortest distance between the lines from A (L4) to Pog (L6) and UIE (L12)

M12 L1-APog Shortest distance between the lines from A (L4) to Pog (L6) and LIE (L13)

indicates a heatmap value closer to 1, and vice versa.
Moreover, a smaller standard deviation indicates a more
centralized Gaussian distribution and vice versa. Our results
revealed that the model performed better when the stan-
dard deviation was set at 5. Next, the heat map values were
set at 255 to convert them from 0—1 to 0—255. The output
of the global model, which contained Al-predicted points,
was generated using Gaussian heatmap regression. Next,
these two heat maps were combined into the mean square
error loss function (Table 3; Equation 2) to configure the
learning rate of the adapting parameters in the multistep
mode. After approximately 300 epochs of adaptation, we
regarded the coordinates of the predicted point as the
center and captured the peripheral area with dimensions of
128 x 128 pixels. As we considered 14 Al-predicted land-
marks, we input data with dimensions of 128 x 128 x 14
into the local model.
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Unlike the global model, the local model replaced the
encoder part of U-Net with MobileNetV2 (Figs. 4 and 5).**
The local model produced outputs in the dimensions of
128 x 128 x 14, which were subsequently used for
heatmap prediction. These data were also input into the
loss function, and the parameters of the local model
were updated. After approximately 100 adaptation
epochs, the coordinates of the Al-predicted points were
generated.

Statistical analysis

In this study, we evaluated the performance and clinical
acceptability of CNN models, specifically Al-predicted
points, and compared them with the performance of
manually labeled points using three approaches: (1)
average absolute distance, (2) average absolute errors
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between the values of the 12 parameters generated, and
(3) confusion matrices of classifications.

Results

The results of the following three approaches are showed in
the table: (1) average absolute distance (Table 4), (2)
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average absolute errors between the values of the 12 pa-
rameters generated (Table 5), and (3) confusion matrices of
classifications (Table 6).

Based on the previous study,’® the desired estimation
accuracy was set at <2 mm. The point-to-point error for
landmark ~ (& ,) is the average absolute distance be-
tween the Al-predicted points and manually labeled points
(Table 3; Equation 3). Table 4 presents a comparison of
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Table 3  Point-to-point error of Model 1, 2 and SDR of Model 2.
Landmark Model 1 & (mm) Model 2 . # # (mm) Model 2 SDR (%)
2.0 mm 2.5 mm 3.0 mm 4.0 mm

L1 (Sella) 1.87 1.2 92.38 97.35 98.01 99.01
L2 (Nasion) 1.41 0.97 90.07 94.37 97.02 99.34
L3 (Orbitale) 1.26 1.09 90.4 95.36 97.68 99.34
L4 (A-point) 1.37 1.57 84.77 92.38 96.36 99.01
L5 (B-point) 2.17 1.28 80.79 87.75 92.72 97.68
L6 (Pogonion) 1.66 0.9 91.72 96.03 98.01 99.67
L7 (Menton) 0.96 0.81 99.34 99.67 99.67 99.67
L8 (Gonion) 2.21 1.77 65.89 75.5 85.1 95.36
L9 (Basion) 1.66 1.52 76.16 86.42 93.38 97.68
L10 (Porion) 1.89 1.73 78.48 87.75 91.72 97.68
L11 (Upper incisor apex) 2.32 2.35 52.65 63.91 78.48 93.71
L12 (Upper incisor Edge) 0.91 0.65 96.36 97.68 98.01 99.01
L13 (Lower incisor Edge) 0.95 0.89 91.06 95.36 97.02 99.34
L14 (Lower incisor apex) 1.93 1.58 73.84 85.1 92.38 98.68
Average 1.61 1.31 83.14 89.62 93.97 98.23

Model 1: A model contains training data composed of 700 patien

ts.

Model 2: A model contains training data composed of 609 patients, which excluded images that could have affected machine learning,

such as images of patients with excessive dental restorations.
Model 2 SDR: The successful detection rate of Model 2.
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distances of 2.0, 2.5, 3.0, and 4.0 mm were 83.14 %,
89.62 %, 93.97 %, and 98.23 %, respectively.

The standard classification (Table 5) was based on other
studies.?>?® The results are summarized in Table 6. The
diagonal averages of the ANB, SN-GoMe, U1-SN, and L1-MP
were 84.44 %, 90.73 %, 80.79 %, and 80.79 %, respectively.

Discussion

We selected 14 lateral cephalometric landmarks that are
commonly used as diagnostic landmarks in orthodontics.
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Table 4 Absolute mean errors of 12 parameters of clinical

measurements and clinical standard deviation of adult male
and female.

Measurements Unit Model 2 SD (male) SD (female)
Z SNA ° 1.73 3.7 3.2
Z SNB ° 1.13 3.5 3.5
/ ANB ° 1.09 2.1 2.2
A-Nv mm  1.69 3.5 4.3
B-Nv mm  2.33 4.5 6.9
Pog-Nv mm  2.36 5.1 7.5
Z SN-FH ° 1.9 3 2.5
/ SN-GoMe ° 1.63 5.2 5.6
/ U1-SN ° 3.36 5.6 8.0
£ L1-MP ° 3.25 6.9 7.0
U1-APog mm  0.66 2.6 2.2
L1-APog mm  0.75 2.4 2.2

Model 2: A model contains training data composed of 609 pa-
tients, which excluded images that could have affected ma-
chine learning, such as images of patients with excessive dental
restorations.

Some studies have stated that Al-based marking has poor
accuracy than that of manual marking. In particular, Al-
based detection of the S point (Sella, i.e., L1 in this study)
is relatively poor, possibly because the S point is a virtual
point and the geometric center of the sella turcica.?”
However, our CNN model accurately detected S (L1), with
a point-to-point error of only 1.2 mm (Model 2) and an SDR
within 2 mm of 92.38 %. This discrepancy may be attributed

128X
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to the differences in the marking methods used for the S
point, which affect the initial accuracy, and the differences
in the detection performance of the Al model for the virtual
points.

Another landmark where Al performed poorly was the
gonion (L8 in this study), possibly because it is a construc-
tion point that requires more complex considerations dur-
ing the machine-learning process using bilateral mandibular
planes as a reference. Consistent with the models used in
other studies,'®"?° our model performed relatively poorly in
gonion detection. The point-to-point error was 1.77 mm
(Model 2), which was higher than the average value of the
14 landmarks considered in this study (1.31 mm). Other
landmarks with relatively poor performances included A
(L4), B (L5), and Po (L10), with A (L4) having point-to-point
errors as high as 1.57 mm (Model 2). The SDRs within 2 mm
for B and Po were 80.79 % and 78.48 %, respectively, both of
which were lower than the average value of 83.14 % in this
study. Certain points that are difficult to predict include
bilateral structures such as Po (L10), which are difficult to
judge, and points defined on broad curves, such as A (L4)
and B (L5), which are prone to initial errors during manual
marking.%®

In this study, the performance of the Al models in
detecting dental landmarks was slightly inferior to that
when detecting skeletal landmarks, particularly for the
apices of upper (L11) and lower (L14) incisors where the
SDRs within 2 mm were 52.65 % and 73.84 %, respectively,
both of which were lower than 83.14 % (Model 2). This may
be because of the blurry images (obtained using the lateral
cephalometric machine in this study) of the root tips of the

Table 5 Four clinical measurements and their standard of classifications.

/ ANB / SN-GoMe

Class I (C1) 0°—4° Hypo-divergent (C1) <28°

Class Il (C2) >4° Normo-divergent (C2) 28°—38°

Class Il (C3) <0° Hyper-divergent (C3) >38°

/ U1-SN Z L1-MP

U1 proclination (C1) >114.78° L1 proclination (C1) >103.98°
Neutral (C2) 102.8°—114.78° Neutral (C2) 91.12°—103.98°
U1 retroclination (C3) <102.8° L1 retroclination (C3) <91.12°

C1: Classification 1, C2: Classification 2, C3: Classification 3.
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Table 6 Confusion matrices of classifications based on Al-predicted points and manual-labeled points.

Parameter Confusion matrix (%) Diagonal average (proposed) Diagonal average
/ ANB C1 (Manual) C2 (Manual) C3 (Manual) 84.44 % 79.90 %
C1 (Al) 26.5 5.0 3.3
C2 (Al) 4.0 41.1 0.0
C3 (Al) 3.3 0.0 16.9
/ SN-GoMe C1 (Manual) C2 (Manual) C3 (Manual) 90.73 % 81.92 %
C1 (Al) 13.2 1.0 0.0
C2 (Al) 1.3 47.0 2.3
C3 (Al) 0.0 4.6 30.5
/ U1-SN C1 (Manual) C2 (Manual) C3 (Manual) 80.79 % X
C1 (Al) 10.9 4.0 0.3
C2 (Al) 3.0 35.8 9.9
C3 (Al) 0.0 2.0 34.1
Z L1-MP C1 (Manual) C2 (Manual) C3 (Manual) 80.79 % X
C1 (Al) 6.3 4.6 0.3
C2 (Al) 4.6 39.4 7.3
C3 (Al) 0.0 2.3 35.1

C1: Classification 1, C2: Classification 2, C3: Classification 3.

maxillary and mandibular anterior teeth. Moreover, the
root tips of the lower central incisors may be easily
confused with those of the lateral incisors or canines in
lateral cephalometric images, particularly in patients with
mandibular anterior crowding.?®

For most landmarks, such as N (L2), Or (L3), Pog (L6), Me
(L7), Go (L8), and UIE (L12), the average error was lower in
our study than that reported previously.”’ The SDRs for
distances within 2, 2.5, 3, and 4 mm were higher in most
ranges than in those noted in other studies.?’

The error of initial landmark placement can influence
the subsequent analysis of lateral cephalogram.?’ There-
fore, we used Al to calculate commonly used clinical data,
including angle values such as ZSNA, ZSNB, and ZANB in
Steiner analysis, as well as linear distances such as A-Nv and
B-Nv in the McNamara analysis. We observed that the errors
were within the acceptable ranges. Our findings indicate
that all landmark placements and measurement data can
be derived and developed for clinical diagnosis. We used
confusion matrices to present £ ANB, £ SN-GoMe, £ U1-SN,
and /L1-MP values as diagnostic criteria and evaluated
whether these diagnoses differed from human judgments.
£ ANB is a measure of the skeletal horizontal relationship,
whereas /SN-GoMe is a measure of the skeletal vertical
relationship. ~U1-SN and ZL1-MP are diagnostic mea-
surements of the angles of the upper and lower anterior
teeth, respectively. The results revealed that the success
rates for all four diagnoses were >80 %, reaching as high as
90.73 % for the skeletal vertical relation (£ SN-GoMe). This
indicates that the proposed Al framework can be success-
fully applied to various types of skeletal and dental ana-
lyses and diagnoses.

In contrast, the diagonal averages of the previous study,
which improved the system and led to it winning first prize
at the 2015 ISBI Grand Challenge in Dental X-ray Image
Analysis, were 79.90 % and 81.92 % for ANB and SN-GoMe,
respectively.?’

This study has some limitations. As mentioned in a sys-
tematic review,*® the challenges include standardized

labeling and positioning. Labeling is crucial for training
deep learning models because it directly affects model
performance. However, owing to the lack of standardized
labeling and positioning guidelines, labels and positions
vary across studies, leading to differences in model per-
formance. Differences in the reproducibility of lateral
cephalometric landmarks may be attributed to different
measurement methods, patient characteristics, and
operator skill levels, resulting in variations in data or
diagnosis.>’

Based on a previous study,”’ we propose strategies to
improve the accuracy of manually labeled points in the
future. First, using multiple-point localization methods may
improve labeling accuracy because different methods yield
better performances for certain features. Second, recruit-
ing multiple labelers and standardizing the definitions of
each point may reduce individual subjectivity and improve
labeling consistency and accuracy. Additionally, labelers
should be trained to help them better understand labeling
requirements and positions.*” Finally, quality control of
input images, such as seeking the assistance of experienced
orthodontists to supervise labeling accuracy and promptly
detecting and adjusting any issues, may improve input data
quality, leading to better model performance.

Another limitation was the difficulty of getting approved
to do experiments on patients under eighteen; our training
data are all adults, which means that this model only works
when the subject is an adult. Also, since those patients who
have received previous orthognathic surgery or other
treatments may affect machine learning, our model per-
forms better when the subjects have no treatment.

In conclusion, our CNN model achieved excellent results,
like those of the manual marking group, during the analysis
of lateral cephalometric images for orthodontic treatment.
By utilizing MobileNetV2, we can reduce huge portion of
calculations and still make the model perform efficaciously.
These findings highlight the predictive ability and reliability
of the proposed model. The standardization of manual
point placement, image quality, and image count may
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influence model performance. In the future, our focus will
be on improving the Al architecture and upgrading the
hardware equipment.
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