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Nowadays, the banking industry has moved from traditional branch services into mobile banking applications 
or apps. Using customer segmentation, banks can obtain more insights and better understand their customers’ 
lifestyle and their behavior. In this work, we described a method to classify mobile app user click behavior into 
two groups, i.e. SME and Non-SME users. This task enabled the bank to identify anonymous users and offer them 
the right services and products. We extracted hand-crafted features from click log data and evaluated them with 
the Extreme Gradient Boosting algorithm (XGBoost). We also converted these logs into images, which captured 
temporal information. These image representations reduced the need for feature engineering, were easier to 
visualize and trained with a Convolutional Neural Network (CNN). We used ResNet-18 with the image dataset 
and achieved 71.69% accuracy on average, which outperformed XGBoost, which only achieved 61.70% accuracy. 
We also evaluated a semi-supervised learning model with our converted image data. Our semi-supervised method 
achieved 73.12% accuracy, using just half of the labeled images, combined with unlabeled images. Our method 
showed that these converted images were able to train with a semi-supervised algorithm that performed better 
than CNN with fewer labeled images. Our work also led to a better understanding of mobile banking user 
behavior and a novel way of developing a customer segmentation classifier.
1. Introduction

Modern mobile technology has developed rapidly, making smart-

phones an essential item in people’s daily lives. Using smartphones, the 
banking industry took this opportunity to make its services easier to 
access with mobile banking applications or apps. Bank customers can 
immediately make banking transactions, anywhere and anytime with 
this app. These advantages deliver the customer a different method to 
make financial and banking transactions. Additionally, the mobile bank-

ing app reduces the cost of increasing extra branches. The bank also 
earns the benefit of obtaining customers’ data from the app. Making 
the banking industry rapidly shifted from traditional banking services 
to digital platforms.

Customer segmentation splits customers into separate groups, based 
on their personality and behavior. This helps banks to market and sell 
their product to the right customer. Data science also enabled us to con-

duct a method to reveal hidden insights from mobile banking customer 
data. Allowing a more efficient system to segment a customer. A mobile 
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banking app allows the bank to receive useful information, for example, 
user feedback, which leads to a better perception of customer behavior. 
An easy way to collect data from mobile banking apps is user click feed-

back. Thailand ranked first for mobile banking according to the Digital 
2021 report [1]. Referring to statistics from the Bank of Thailand, the 
number of agreements that customers have been applied for the mo-

bile banking service is 68.4 million agreements in December 2020 with 
an average of 770 million transactions per month in 2020 [2]. Mo-

bile banking apps are now the most commonly used banking platforms 
in Thailand. It provides most of the core banking functionality, such 
as fund transfer, personal loan, QR payment, card-less-ATM (withdraw 
money from ATM without the need of ATM card). The app provides a 
large volume of customer data which leads the bank to gain more in-

sight and possibilities to recognize the customer preferences, lifestyle, 
and financial behavior.

Banks aim to provide the right products for each specific group of 
customers. One of those groups is a small and medium-sized enterprise 
(SME), which are registered businesses that maintain revenues, assets 
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or have several employees below a certain threshold. The bank desires 
to reach out to its SME customers to promote and encourage SME cus-

tomers to use its SME product. However, many SME customers do not 
register as companies. They are only natural persons or stores, who reg-

ularly generate incomes—selling their products or services online and 
through physical stores. These customers rarely reveal their status as 
SMEs, so the bank cannot easily recognize their identities unless the 
customer notifies them. Therefore, the banks want to identify this group 
of customers and offer them the right products.

In this work, we showed how to classify mobile banking app users 
into two groups, i.e. SME and Non-SME, based on their behavior on the 
app. We examined click feedback data collected from a mobile banking 
app to distinguish between SME and Non-SME users, using their click 
behavior. The data contained a user click log of a group of anonymous 
users. Unfortunately, we only had a limited number of users, labeled as 
SME or Non-SME, but a large number of unlabeled users. There was a 
possibility that many SME users were among the unlabeled users. We 
can consider this problem as a supervised learning problem, that learns 
from labeled users and predicts unlabeled users. The model allows the 
bank to offer the right products or services to the right customers.

However, labeled users are generally more expensive and more dif-

ficult to obtain than unlabeled users, and we would prefer to have more 
labeled users to create a good prediction model. Since we have a large 
number of unlabeled users, we used this data to its full potential. We 
expected that we could build a better model, than using supervised 
learning alone, by adding cheap and abundant unlabeled data. There-

fore, we tackled this problem as a semi-supervised learning problem.

The contributions of our work are:

1. We crafted our click log data into a set of hand-crafted features. 
These features trained an Extreme Gradient Boosting (XGBoost) 
model to distinguish between SME and Non-SME users.

2. Click log data was converted into visual representations that cap-

tured temporal information. We used these images to train a Convo-

lutional Neural Network (CNN) model to classify SME or Non-SME 
users and that performed better than handcrafted features.

3. We used consistency training to train a semi-supervised learning 
model with unlabeled data. This model combined labeled with un-

labeled data and allowed us to train a model, that performed better 
than CNN, while using less labeled data.

2. Related work

In the past, a customer segmentation task was handled by tradi-

tional statistical methods [3, 4]. However, due to the advancement of 
machine learning and big data technology, numerous machine learning 
techniques, including classification, i.e. decision tree [5, 6], neural net-

works [7, 8] and clustering, i.e. 𝑘-means clustering [9], DBSCAN [10], 
was used to segment customers in various industries. Many reports 
used machine learning techniques to segment customers in the bank-

ing industry as well. Mihova et al. used customer credit history with 
𝑘-means clustering to determine customer groups [9]. Ogwueleka et al.

classified new bank customers based on previously observed customer 
behavior with a neural network [8]. Zakrzewska et al. described the 
shortcomings and advantages of 𝑘-mean clustering, DBSCAN and two-

phase clustering algorithm, applied to noisy high dimensional bank 
customer data [10]. Many works also showed that temporal data, such 
as website click feedback, assisted customer segmentation. Bock et al.

trained a random forest classifier, with website visitor click feedback 
patterns [11]. The classifier was able to form a demographic profile of 
a website visitor, i.e. gender, age and occupation, to support an adver-

tising team. Su et al. used an e-commerce website click data to form 
an insight into user click behavior. They clustered customers into a 
group of interest patterns, by using user browsing behavior data, with a 
lead clustering algorithm [12]. These works used machine learning al-

gorithms to tackle customer segmentation tasks. However, there were 
2

some problems, when considering customer segmentation as classifi-

cation or clustering tasks. A model aims to learn customer type from 
labeled data in a classification task. However, labeling data is a crucial 
and expensive task. The amount of data created is growing faster ever 
than before—accelerated by emerging technologies. Thus, it is difficult 
to obtain labels for all samples. On the other hand, clustering tasks do 
not require labels and do not directly specify the desired type of cus-

tomer, but it groups the sample to discover the inherent structure of 
unlabeled data.

Among many machine learning techniques, deep learning is widely 
used, due to its ability to automatically extract features from raw data 
and its promising performance. It has been applied to predict user click 
behavior as well. Du et al. used a sequential model, Long short-term 
memory (LSTM) with click log data to tackle an online recommenda-

tion problem [13]. Gharibshah et al. also used LSTM to create a deep 
learning framework, that could predict users’ interest and display rec-

ommended advertisements, when they are browsing the website [14]. 
In addition, deep learning techniques have been used with various types 
of data other than clicking log data—e.g., face [15, 16], eye gaze [17], 
gesture [18], text [19, 20, 21, 22]—to assist in understanding customers 
and improving customer satisfaction. However, a deep learning tech-

nique also requires a large labeled dataset to train a generalized model, 
but, again, collecting a large labeled dataset is expensive and labori-

ous. A conventional deep learning model cannot reach its full potential 
training on a small labeled dataset, such model easily overfit [23, 24]. It 
requires some other techniques, e.g. augmentation, dropout to prevent 
the problem.

In addition to these techniques, semi-supervised learning can solve 
the problem as well. This approach uses both labeled and unla-

beled data to train a model. There are many approaches to semi-

supervised learning together with deep learning, whether a graph-based 
method [25, 26] or generative methods [27, 28], which achieved state-

of-the-art performance. Recently, the consistency training method has 
been often used and outperformed many existing state-of-the-art semi-

supervised methods. Consistency training is a semi-supervised learning 
technique, that aims to tackle the lack of labeled data problem in 
the CNN model. It regularizes model predictions, assuming that the 
model should give the same prediction no matter whether the orig-

inal input or its variants are fed in. Examples of the variants are 
noise addition, perturbation, augmentation. Many researchers used this 
framework and achieved better performance than the state-of-the-art 
for semi-supervised learning in image classification. Most used noise, 
for example, Gaussian noise or adversarial noise injection to the im-

age [29, 30, 31]. Recently, all of these methods were surpassed by Xie 
et al. [32], who introduced a novel approach to perturb the image with 
data augmentation—their “Unsupervised Data Augmentation for Con-

sistency Training”—a deep semi-supervised learning algorithm based 
on the consistency training assumption, that used both labeled and un-

labeled data in the training phase. The model could learn differences 
between original unlabeled data and the augmented unlabeled data. 
Later, Sohn et al. [33] combined the consistency training technique and 
pseudo-labeling technique [34, 35] to create a new semi-supervised 
learning framework—“FixMatch”, which learned from both labeled 
data with supervised learning and unlabeled data with semi-supervised 
learning, assuming consistency training, along with the pseudo label 
created in the supervised learning part.

To the best of our knowledge, existing banking industry papers have 
not considered temporal information in their models. Although some 
previous works considered temporal information, they were only based 
on click-through data from e-commerce websites. Some works success-

fully used deep learning techniques, e.g. LSTM, with click log data from 
a website, as sequential input [13, 14]. In this work, we considered 
temporal information of user clicks on a mobile banking app to classify 
users into SME or Non-SME groups based on the click log. To be useful, 
results must be interpretable. Our click log mentioned many banking 
features. Most banks aim to visualize user behavior in time. However, 
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simply using click logs as sequences makes it hard for the business to 
visualize and understand behavior. Therefore, we tackled the problem 
from another point of view by representing the click logs as a set of im-

ages, allowing us to interpret the results to the business that used this 
information. Lastly, this information can assist the management team 
to plan marketing or advertising strategies from the pattern that lies in 
it.

3. Methods

3.1. Data collection

The raw click log data, that consisted of a row of click event types 
and a timestamp, were collected from a mobile app database and from 
25,868 anonymous users, including 12,621 SME users and 13,247 Non-

SME users [36]. The users were initially classified as SME or Non-SME, 
when the customer opened the bank account. Initially, there were 535 
unique events, which can be divided into interface events and banking 
function events. We wanted to select only events, that were essential to 
our task. We created a matrix from our data by counting the number of 
total usage times for each event of each user, leading to a 25, 868 × 535
matrix. The matrix represented the click event frequency in one month 
for each user. A random forest algorithm used this matrix to calculate 
an importance score for each event. Then we ranked event importance 
scores in descending order and used an elbow method to determine the 
number of events that should be kept, based on its importance score. 
From the elbow method, 56 events remained—21 banking function 
events and 35 interface events. Since we were interested in banking 
functions, we kept only the 21 banking events and eliminated inter-

face events. Then we grouped the remaining banking events into seven 
groups of events—the ‘primary events’. Any event, which contained a 
keyword from one of the seven primary events, was labeled a sub-event, 
e.g. transfer was a primary-event and transfer_slip was its sub-event. We 
also included additional sub-events, eliminated by the elbow method, 
to be part of a primary event. Lastly, our click log data were separated 
into seven primary events and 57 sub-events, see Fig. 1.

3.2. Hand-crafted feature extraction

We extracted a feature from a click log data to train a machine learn-

ing model to classify SME or Non-SME users. We show three groups of 
hand-crafted feature methods in Table 1.

1. Number of clicks for each primary event {𝐹1, 𝐹2, … , 𝐹7} ∈ F𝑓 : We 
counted a frequency for each primary event. We assumed that F𝑓

should have a unique attribute, which can distinguish between SME 
and Non-SME users.

2. Number of clicks for each primary event within a period {𝐹8, 𝐹9, … ,
𝐹28} ∈ F𝑡: The feature was crafted to include a period-of-time taken 
from the timestamp in our click log data. Each primary event fre-

quency was counted, for three periods of the working day (8-hour 
shift) in Thailand: 08:00 to 17:00, 17:00 to 24:00 and 24:00 to 
08:00. We assumed that mobile banking app use would be related 
to the user working hour periods, i.e. the SME users would mainly 
use the app between 08:00 to 17:00 on weekdays.

3. Combination of F𝑓 and F𝑡 (F𝑐): We concatenated F𝑓 and F𝑡, assum-

ing that a model would perform better, when trained with more 
features.

3.3. Visualization of the log

When we extracted the click log data with the hand-crafted method, 
we found that it was difficult to extract the features that included tem-

poral information for the click log data. The features were based on our 
assumption on the use of the app related to time intervals. We decided 
3

Table 1. Features extracted from click log data. 
F𝑓 denotes feature crafted using a number of 
clicks for each primary event. F𝑡 denotes feature 
crafted using a number of clicks for each primary 
event within a period of time.

Type Index Name

F𝑓 1 billpay

2 cardless_atm

3 export_stmt

4 loan

5 moneymovement

6 topup

7 transfer

F𝑡 8 billpay 08:00 to 17:00

9 billpay 17:00 to 24:00

10 billpay 24:00 to 08:00

11 cardless_atm 08:00 to 17:00

12 cardless_atm 17:00 to 24:00

13 cardless_atm 24:00 to 08:00

14 export_stmt 08:00 to 17:00

15 export_stmt 17:00 to 24:00

16 export_stmt 24:00 to 08:00

17 loan 08:00 to 17:00

18 loan 17:00 to 24:00

19 loan 24:00 to 08:00

20 moneymovement 08:00 to 17:00

21 moneymovement 17:00 to 24:00

22 moneymovement 24:00 to 08:00

23 topup 08:00 to 17:00

24 topup 17:00 to 24:00

25 topup 24:00 to 08:00

26 transfer 08:00 to 17:00

27 transfer 17:00 to 24:00

28 transfer 24:00 to 08:00

to convert the click logs into images, which could capture the times-

tamp attribute. The image also enabled us to visualize and identify the 
trends and pattern behind these click log data.

We created visualizations or ‘images’, using each primary event with 
24 ×60 pixels (based on 24 hours per day and 60 minutes per hour). The 
60 pixels (1 min per pixel) were too sparse, so we rescaled it to 30 (two 
min per pixel) leading to 24 × 30 pixel images. The steps for converting 
click log data into images are shown in Fig. 2.

The steps in Fig. 2 led to seven 24 ×30 images, that represented click 
behavior for each primary event of a single user. We stacked each image 
into one image leading to an image with seven channels—(24 × 30 × 7) 
and label them, I7𝑐 . Examples of I7𝑐 are in Fig. 3. We can observe some 
different use pattern in each primary event for each user. According 
to Fig. 3, this SME user had never used a cardless ATM function, so 
the cardless ATM image is all black. However, the Non-SME user use 
this event frequently, so the cardless ATM image from these users had 
more white pixels. This image showed that this user frequently with-

drew money with the cardless ATM function.

However, most computer monitors output a three-channel (RGB) im-

age, for I7𝑐 , which has seven channels, we need to extract each channel 
and code it in a grayscale (one channel) image. Thus, I7𝑐 was still dif-

ficult for human eyes to visualize. Therefore, we devised a method that 
converted I7𝑐 into RGB images, which made it easier to visualize.

We selected the top three frequency channels (‘transfer’ (11,598,530 
clicks), ‘moneymovement’ (2,610,249 clicks) and ‘billpay’ (1,203,870 
clicks)) from I7𝑐 to be represented in three channels of an RGB image, 
see Fig. 1. ‘transfer’ is an event when a user transfers money to other 
bank accounts, ‘moneymovement’ is an event when a user checks the 
summary of money movements—withdraw from or deposit to—their 
account, and ‘billpay’ is an event when a user pays the bill with their 
account. This led to RGB images (24 × 30 × 3), defined as I𝑟𝑔𝑏. Selection 
steps for the top three frequency channels, that convert I7𝑐 into I𝑟𝑔𝑏, are 
shown in Fig. 4 and converted images are shown in Fig. 5. Instead of 
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Fig. 1. Banking function click events: There were seven primary events and 57 sub-events considered. Numbers in parentheses are click frequency.
forcing us to distinguish seven gray levels from I7𝑐 , I𝑟𝑔𝑏 enabled us to 
easily visualize a behavior from one RGB image: from Fig. 5, we can 
see that an SME user used the app frequently and consecutively. On 
the other hand, a Non-SME user was less active on the app, showing a 
disjointed use pattern.

The images were found to be suitable for visualizing underlying use 
patterns present in the click logs. They also enabled a CNN to distin-

guish between SME and Non-SME users based on images, representing 
their use behavior.
4

3.4. Models

3.4.1. XGBoost

XGBoost is a tree-based gradient boosting algorithm [37]. It cre-

ates an ensemble of weak prediction models and combines them into 
a strong prediction model. The strong prediction model is trained se-

quentially by calculating its error through a loss function and using this 
information to help the new ensemble model correct its predecessor. It 
is an optimized version of tree-based gradient boosting [37], designed 
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Fig. 2. Steps for encoding user click log—from seven primary events into a seven channel image.
to be efficient, flexible and better regularized to control over-fitting. 
XGBoost trained faster and achieved better performance than other gra-

dient boosting implementations [38]. XGBoost was used to evaluate the 
performance of F𝑓 , F𝑡 and F𝑐 .

3.4.2. ResNet

ResNet is a deep CNN architecture designed to eliminate the prob-

lem of vanishing gradient. He et al. introduced a concept of ‘skip con-

nection’, by adding an input value to the output after the convolution 
block [39]. This enabled a network to stack more and deeper layers, 
without affecting training performance. We used an 18-layer version 
of ResNet, called ResNet-18. He et al.’s default settings [39] were used 
in an experiment on I𝑟𝑔𝑏. For I7𝑐 , we modified ResNet-18 input layer 
settings to input a seven-channel image, instead of the original three-

channel one.

3.4.3. FixMatch

FixMatch is a recent semi-supervised consistency training frame-

work [33]; it combined both consistency training and pseudo labeling 
techniques as shown in Fig. 6.

FixMatch first trains a model with a labeled image. After that, it 
augments the unlabeled image, using weak augmentation and strong 
augmentation. The class of the weak image will be predicted based 
on the trained model. If the confidence of the prediction exceeds the 
threshold, the algorithm will convert the prediction into a one-hot en-

coding that acts as the pseudo-label. Now we have a pseudo-label of 
the weakly augmented unlabeled data. Then the algorithm predicts 
their counterparts that are augmented with the strong augmentation. 
Finally, the algorithm calculates the loss from these two predictions us-

ing cross-entropy loss. The model trained by this method aims to make 
its prediction between weakly and strongly augmented data close to 
each other. The algorithm minimizes the final loss function which is 
the combination of supervised loss and unsupervised loss.

The supervised loss L𝑆 is calculated using cross-entropy loss of the 
weakly augmented labeled data:

L𝑆 = 1
𝐵

𝐵𝑆∑
𝐻

(
𝑝𝑖, 𝑝𝑚(𝑦|𝛼(𝑥𝑖))

)
, (1)
𝑆 𝑖=1

5

where 𝐵𝑆 denotes the size of the batch of labeled samples, 𝛼(⋅) denotes 
weak augmentations, 𝐻 is the cross-entropy loss, 𝑝𝑖 is a one-hot la-

bel, and 𝑝𝑚(𝑦|𝛼(𝑥𝑖)) is a model’s predicted class distribution from weak 
augmentation. This step calculates the loss in a standard supervised 
manner.

For the unsupervised loss, the algorithm uses the unlabeled data to 
calculate L𝑈 ,

L𝑈 = 1
𝐵𝑈

𝐵𝑈∑
𝑖=1
1(max(𝑞𝑖) ≥ 𝜏)𝐻(𝑞𝑖, 𝑝𝑚(𝑦 |A(𝑥𝑖))), (2)

where 𝐵𝑈 denotes the size of the batch of unlabeled samples, A(⋅)
denotes strong augmentations, 𝑞𝑖 is 𝑝𝑚(𝑦|𝛼(𝑥𝑖)), a pseudo-label can be 
defined by 𝑞𝑖 = argmax(𝑞𝑖) and 𝜏 is a threshold that retains the pseudo-

label. If a sample prediction confidence is lower than 𝜏 , it will not be 
used to calculate the unsupervised loss in this epoch. The algorithm 
weakly augments the unlabeled data and predicts these data with the 
model from the supervised training. Then it converts the prediction into 
a pseudo label. The pseudo label is used to calculate cross-entropy loss 
with the strongly augment unlabeled data.

Lastly, FixMatch minimizes the final loss function:

L =L𝑆 + 𝜆L𝑈 , (3)

where 𝜆 denotes a parameter that sets the balance between the super-

vised loss and the unsupervised loss. Increasing 𝜆 will increase the effect 
of unsupervised loss contributing to the overall loss value [32]. The 
more we increase this value, the more unsupervised loss from unlabeled 
data will affect the overall loss.

4. Experiment setting

Before starting the experiment, we examined our dataset and found 
that a large number of the app users were not active users. These users 
rarely used the app and tended to provide noisy data. Their click log 
behaviors were random and difficult to distinguish and can lead a model 
in the wrong direction. Therefore, we plotted user click frequency in 
Fig. 7: this distribution was significantly right-skewed, with more than 
4000 infrequent users.
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Fig. 3. Example of I7𝑐 : each row represents a primary event. Each column rep-

resents I7𝑐 for one user example. 𝐻 denotes a 24-hour (one hour per pixel). 𝑀
denotes a 30-interval (two minutes per pixel).

We assumed that active users were familiar with the app. We wanted 
to evaluate the model using the active user data, which can show a 
more meaningful behavior. However, the question still arose that what 
threshold level should we define to discard non-active users. We de-

cided to sort the user on their usage click frequency and discarded users 
with lower than 50%, 55%, 60%, 65%, 70% and 75% percentiles. The 
number of remaining users, after discarding non-active users in each 
threshold, are shown in Table 2.
6

Fig. 4. By selecting only the top three frequency channels, we convert a 
grayscale seven-channel image (I7𝑐 ) into an RGB image (I𝑟𝑔𝑏).

Fig. 5. Examples of I𝑟𝑔𝑏 . Each image represents I𝑟𝑔𝑏 of SME and Non-SME 
examples. 𝐻 denotes hour—24 hours in a day (one hour per pixel). 𝑀 de-

notes minute—60 minutes in an hour (here, two minutes per pixel). ‘billpay’, 
‘moneymovement’ and ‘transfer’ is represented in red, green, blue channels, re-

spectively. Magenta—‘billpay’ with ‘moneymovement’, yellow—‘billpay’ with 
‘transfer’, cyan—‘moneymovement’ with ‘transfer’, and all events together—

white. These images represented two types of behavior (SME and Non-SME) 
when they were using the mobile banking app.

Table 2. Number of remaining users after 
discarding at each threshold.

Threshold SME Non-SME Total

50 6,303 6,619 12,932

55 5,674 5,949 11,638

60 5,043 5,299 10,341

65 4,414 4,636 9,049

70 3,784 3,972 7,751

75 3,155 3,308 6,454

Total 12,621 13,247 25,868

Here, we performed two tasks—supervised learning and semi-

supervised learning tasks.

1. Supervised learning task: We evaluated the SME classification task 
on five sets of inputs. Hand-crafted features F𝑓 , F𝑡 and F𝑐 were 
trained with the XGBoost. Then we converted the click log data into 
an image and evaluated the performance of image data (I7𝑐 and 
I𝑟𝑔𝑏). These five sets of input were run with six different discarded 
thresholds.

2. Semi-supervised learning task: We only evaluated a FixMatch 
model with a 75 percentile threshold I𝑟𝑔𝑏 dataset, because it yielded 
the best performance in the three-channel image in the supervised 
learning task. We simulated a scenario where the labeled data were 
limited. The training sets were randomly selected as a set of 50, 
125, 250, 500, 1000 and 1500 labeled images per class, as shown 
in Fig. 8. We used these randomly selected images as labeled im-

ages and the remaining images as unlabeled images. Both labeled 
and unlabeled images in the training sets were used to train the 
FixMatch models while only labeled images were used to train the 
CNN models. Note that 𝜆 was set to 1 because we wanted both 
labeled and unlabeled data to equally contribute to overall loss.
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Fig. 6. Flowchart of FixMatch algorithm.

Fig. 7. Histogram showing distribution of user click frequency and the threshold for each discarded percentile considered in this work.

Fig. 8. Data splitting used to prepare for a semi-supervised learning experiment.
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Table 3. SME classification accuracy (as %) with XGBoost (F𝑓 , F𝑡 and F𝑐 ) and CNN 
(I7𝑐 and I𝑟𝑔𝑏) on each discarded threshold.

Discarded 
threshold

Features

F𝑓 F𝑡 F𝑐 I7𝑐 I𝑟𝑔𝑏
50 61.10±0.79 61.10±0.77 61.31±0.89 69.43±0.60 68.81±0.99

55 60.92±0.95 61.10±0.93 61.49±0.56 70.89±0.55 68.59±2.17

60 62.29±0.80 62.34±0.63 62.37±1.08 71.96±1.61 71.50±1.39

65 61.29±0.80 62.32±0.91 62.31±0.53 72.66±0.93 72.54±2.15

70 60.99±0.31 61.69±0.49 62.00±0.58 73.41±0.71 72.70±1.28

75 61.48±1.07 62.19±1.19 62.26±1.39 73.46±2.43 74.31±1.35

Average 61.35±0.79 61.79±0.82 61.95±0.84 71.97±1.14 71.41±1.56
Note that we randomly split every input (F𝑓 , F𝑡, F𝑐 , I7𝑐 and I𝑟𝑔𝑏) 
into training and test sets with an 80:20 ratio. Then 20% of the training 
set was extracted as a validation set. We selected models with the lowest 
validation loss and tested them on an unseen test set.

5. Results & discussion

In this section, we evaluated the accuracy of our models based on the 
two tasks—supervised learning and semi-supervised learning tasks, fol-

lowed by error analysis. Our goal was to compare the traditional super-

vised method with the semi-supervised method. We selected the state-

of-the-art for each technique. FixMatch represented semi-supervised 
learning, whereas XGBoost and ResNet represented supervised learn-

ing methods.

5.1. Supervised learning task

From Table 3, hand-crafted features achieved the best performance 
at 61.95% average accuracy with F𝑐 , followed by F𝑡 at 61.79% and 
F𝑓 at 61.35%. Considering each discarded threshold, we found that F𝑐

achieved higher accuracy than F𝑡 and F𝑓 . This showed that with the 
F𝑡 input, where we added click frequency and times, delivered a more 
accurate model than those that did not include times.

The results from ResNet-18, trained with the image dataset and six 
different thresholds, shown in Table 3, I7𝑐 delivered the best perfor-

mance at 71.97% average accuracy, followed by I𝑟𝑔𝑏 at 71.41%. Thus 
I7𝑐 outperformed I𝑟𝑔𝑏 at every threshold, except the 75 percentile one. 
The models trained with I7𝑐 achieved better performance, as they used 
more information, learning from the seven channels versus only three 
channels in I𝑟𝑔𝑏 on average. However, I𝑟𝑔𝑏 still achieved the same level 
of performance differing by only ∼ 0.56% in average accuracy. I𝑟𝑔𝑏 was 
also more suitable, when considering visualization and error analysis.

Also, the model gained better performance at each threshold after 
discarding more inactive users. We concluded that inactive users af-

fected the model performance and need to be filtered out.

5.2. Semi-supervised learning task

Here, we compared the performance of CNN and FixMatch trained 
with I𝑟𝑔𝑏 at 75 percentile threshold. FixMatch models were trained with 
both labeled and unlabeled images, whereas CNN could only train with 
labeled images on six training scenarios. Table 4 shows that FixMatch 
performed better than CNN(I𝑟𝑔𝑏) in every training scenario. For exam-

ple, with only 250 labeled images per class, FixMatch achieved better 
than 70% accuracy, whereas CNN needed to train with more than 1500 
labeled images per class to deliver the same performance. Also, Fix-

Match trained with 1500 labeled image per class was competitive with 
CNN with the full dataset on I7𝑐 , differing only by ∼ 0.34% accuracy.

5.3. Error analysis

We analyzed the errors for I𝑟𝑔𝑏 and found a hidden insight in I𝑟𝑔𝑏
samples. We focused on samples with high probabilities for either SME 
or Non-SME - see Fig. 9. According to the figure, users predicted as 
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Table 4. SME classification accuracy on Fix-

Match and CNN in each training scenario 
with 𝐼𝑟𝑔𝑏 (as %).

Labeled per classes CNN FixMatch

50 51.90% 67.39%

125 54.68% 69.87%

250 57.01% 70.72%

500 65.89% 71.11%

1000 69.67% 72.19%

1500 72.15% 73.12%

Full Dataset 74.31% -

SMEs had a very similar use behavior: they were extremely active and 
their time spanned 8:00 to 24:00. They mostly used either ‘money-

movement’ and ‘transfer’ events together (cyan) or just a consecutive 
‘transfer’ event throughout the day (blue). This showed that SME users 
regularly checked their transaction movements— whether their cus-

tomers completed payments and transferred money to other accounts 
or just transferred money to run their business. They also normally used 
the ‘billpay’ event (red)—this applied to SME users that were predicted 
as Non-SME users. In addition, a group of users that was flagged as Non-

SME but was predicted as SME could be users that were not SME at first, 
but later they turned into one, without notifying the bank. Through our 
information, a bank can offer this user group services and products for 
SMEs, i.e. business advisor and SME-loans, which could help them grow 
their business faster.

Furthermore, users that were predicted as Non-SME also had a simi-

lar behavior pattern, i.e. irregular use throughout the day and not active 
continuously. They only used it when it was necessary. In addition, a 
group of SME users, that was predicted as Non-SME could be SME users, 
that do not use a mobile banking app or use other banks as their pri-

mary bank. From this information, the bank could build a marketing 
plan or offer promotions for this user group, which can encourage them 
to become regular mobile banking app users.

6. Conclusion

Mobile banking apps contain a mine of useful data. One of them is 
the click log data, which can lead to many opportunities for the bank 
to gain more insight and knowledge of their customer. By converting 
these logs into images, that capture temporal information, reduced the 
need for hand-crafted features and made it easier for visualization. In 
this work, we used five sets of inputs, consisting of hand-crafted fea-

tures (F𝑓 , F𝑡 and F𝑐 ) and images (I7𝑐 and I𝑟𝑔𝑏) to classify SMEs. We 
found that using the images outperformed hand-crafted features, due to 
the time-related features, which they captured. I𝑟𝑔𝑏 achieved the best 
performance and was easier for visualization, which was helped the 
management team identify trends behind user click behavior. We also 
showed that, using a semi-supervised learning technique, FixMatch, we 
were able to train a model using a smaller amount of labeled data than 
the traditional CNN method. As a consequence, it reduced the need for 
human labor to annotate this data.
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Fig. 9. User samples with high probability prediction from error analysis. ‘billpay’, ‘moneymovement’ and ‘transfer’ is represented in red, green, blue channels, 
respectively. Magenta—‘billpay’ with ‘moneymovement’, yellow—‘billpay’ with ‘transfer’, cyan—‘moneymovement’ with ‘transfer’, and all events together—white.
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