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INTRODUCTION: Screening for Barrett’s esophagus (BE) is suggested in those with risk factors, but remains

underutilized. BE/esophageal adenocarcinoma (EAC) risk prediction tools integrating multiple risk

factors have been described. However, accuracy remains modest (area under the receiver-operating

curve [AUROC] £0.7), and clinical implementation has been challenging. We aimed to develop

machine learning (ML)BE/EAC risk predictionmodels fromanelectronic health record (EHR) database.

METHODS: The Clinical Data Analytics Platform, a deidentified EHR database of 6 million Mayo Clinic patients,

was used to predict BE andEAC risk. BE and EAC cases and controls were identified using International

Classification of Diseases codes and augmented curation (natural language processing) techniques

applied to clinical, endoscopy, laboratory, andpathology notes. Caseswere propensity scorematched to

5 independent randomly selected control groups. An ensemble transformer-based ML model

architecture was used to develop predictive models.

RESULTS: We identified 8,476BE cases, 1,539EAC cases, and 252,276 controls. TheBEML transformermodel

had an overall sensitivity, specificity, and AUROC of 76%, 76%, and 0.84, respectively. The EAC ML

transformer model had an overall sensitivity, specificity, and AUROC of 84%, 70%, and 0.84,

respectively. Predictors of BE and EAC included conventional risk factors and additional novel factors,

such as coronary artery disease, serum triglycerides, and electrolytes.

DISCUSSION: ML models developed on an EHR database can predict incident BE and EAC risk with improved

accuracy compared with conventional risk factor-based risk scores. Such amodel may enable effective

implementation of a minimally invasive screening technology.
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INTRODUCTION
Esophageal adenocarcinoma (EAC) is a lethal malignancy when
diagnosed after the onset of obstructive symptoms, with a 6-fold
increase in incidence over the past 40 years in the West. Barrett’s
esophagus (BE), a metaplastic change of the distal esophageal
epithelium from squamous to specialized intestinal epithelium
due to chronic reflux-induced injury, is the precursor of most
EACs (1) Hence, screening for BE is suggested by most

gastroenterology societies (2–4) to allow identification of those at
risk, followed by endoscopic surveillance and endoscopic treat-
ment of dysplasia. This approach is cost-effective in reducing
EAC incidence (5).

Despite these recommendations, BE screening rates continue
to be low. Most cases of prevalent BE remains undetected, with
most screening-eligible patients not being screened despite hav-
ing multiple encounters with healthcare providers (6,7). Several
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potential reasons exist for this phenomenon, including the in-
vasive and expensive nature of endoscopy, challenging access to
endoscopy in the community; lack of provider awareness of
guidelines; and competition from other guideline-endorsed rec-
ommended cancer (colon, breast, and cervical) screening in pri-
mary care clinical encounters (8). Another challenge is that unlike
colon or breast cancer screening, which are largely age-based and
universal, BE screening is suggested only in those with multiple
risk factors (age older than 50 years, male sex,White race, chronic
reflux, obesity [central], ever smoker, and family history of BE or
EAC). This difference is important because it places the re-
sponsibility of enumerating and integrating these risk factors on
the provider, assessing whether the patient meets screening cri-
teria and then taking the decision to perform screening. Although
risk scores that integrate several risk factors into a single nu-
merical value, which can be used to assess BE or EAC risk, have
been proposed (9–13), they are limited by their use of variables
from surveys, anthropometric measures not routinely measured
(such as waist-hip ratio), and their modest accuracy (area under
the curve [AUC] 0.65–0.70). We have previously demonstrated
low sensitivity (45%) of the current society BE screening guide-
lines in detecting EAC in patients from our institution (14).

Hence, there exists the need to develop a BE/EAC risk pre-
diction model, which is more accurate, automatically incorpo-
rates data points that are available in the electronic health record
(EHR), and expands the current risk factor pool (which seems to
have a ceiling for accuracy). Such a tool should ideally be de-
veloped from and be integrable into the EHR, to provide an
electronic trigger to the provider, prompting consideration of
screening (15). We aimed to develop an artificial intelligence-
powered machine learning (ML) BE/EAC risk prediction algo-
rithm, which determines BE/EAC risk at least a year before
diagnosis, from a large deidentified EHR database.

METHODS
Data source and disease groups: overview

The Mayo Clinic (Rochester, MN)-nference (Cambridge, MA)
Clinical Data Analytics Platform (CDAP) consists of approxi-
mately 6million deidentified patient records of patients seen at all
MayoClinic campuses (inMinnesota, Arizona, and Florida) from
the 1930s to 2021. These records were computationally screened
to identify patients who were diagnosed with BE and EAC. This
involved a mix of natural language processing (NLP) algorithms
running on patient notes and structured EHR data, as described
below. Patients diagnosed with BE and EAC from CDAP formed
the 2 disease-positive cohorts. A randomly selected set of patients
whodidnot haveBE/EACandwhowerepropensitymatchedwith
the disease-positive (case) cohorts (see criteria below) formed the
control cohort. Two predictive models, 1 for each disease (BE and
EAC), were developed using these cohorts. Themodels were built
to predict the probability that a patient would develop the disease
at least 1 year before diagnosis. This was achieved by including
only patient data between 1 and 5 years before the diagnosis of BE
or EAC (the observation period) formodel development, allowing
for minimization of protopathic bias.

Identification of disease-positive cohorts

Figure 1 depicts the method for identification of the 2 disease
cohorts (BE andEAC). Four criteria were used to identify patients
included in the BE or EAC disease cohorts. These included (i)
diagnosis codes, (ii) endoscopy procedure codes, (iii) augmented

curation (a NLP tool), and (iv) the presence of specific keywords
in the pathology notes.

Diagnosis codes. The International Classification of Diseases
(ICD-9 and ICD-10), Systematized Nomenclature of Medicine,
and Hospital Adaptation of the International Classification of
Diseases codes were used to identify the diseased cohorts, and the
same codes were used to exclude any cases from the control co-
hort. Diagnosis codes used for case identification are listed in the
Supplementary Appendix (see Supplementary Digital Content 1,
http://links.lww.com/CTG/B14).

Procedure codes. The second criterion used was the presence of
an endoscopy procedure code, preceding the diagnosis of BE or
EAC. Only procedures that were performed within a year of the
earliest and latest diagnosis dates were considered. The procedure
codes used are listed in the Supplementary Data (see Supple-
mentary Digital Content 1, http://links.lww.com/CTG/B14).

Augmented curation. Patient notes were processed using models
to checkwhether theywere diagnosedwith BE or EAC. This was a
3-step process, which involved

1. identifying synonyms for the disease,
2. getting relevant sentences from the patient notes that

mentioned the disease of interest or the synonyms, and
3. using a model to check whether these sentences indicate that

the patient had the disease of interest.
Various databases, such as MESH terms, DOID, MONDO

Ontology, and Wikidata, were used to identify known synonyms
of BE and EAC in the literature. In addition to these tools, manual
reading of clinical notes and domain knowledge was also per-
formed to come up with terms that identify BE and EAC. For
example, “esophageal adenocarcinoma” and “adenocarcinoma of
the esophagus”would both be the synonyms for EAC. Getting the
relevant sentences involved the usage of specialized tools (16,17)
to identify sentences from the patient notes that had mention of
the disease or its synonyms. We then used a NLP classification
model, Bidirectional Encoder Representations from Transformer
(18), that was trained with more than 15,000 sentences to de-
termine whether a sentence indicated that the patient had a dis-
ease. The precision and recall of the model have been reported to
be 0.97 and 0.98, respectively. The sentences identified from the
patient notes were then processed through this model to check
whether the patient was diagnosed with BE or EAC.

Keywords in pathology notes. The process of identifying disease-
positive patients also required that these patients have, in their
pathology notes, certain terms related to the disease. For example,
the word “adenocarcinoma” along with one of the following other
terms—esophageal or esophagus or esophagus or oesophageal—
was deemed necessary to confirm a diagnosis of EAC. This was
performed to ensure that the fidelity of anatomical location and
pathology was maintained. The full list of pathology note terms
that were used is provided in the Supplementary Data (see Sup-
plementary Digital Content 1, http://links.lww.com/CTG/B14).

Identification of the control cohort and propensity matching

to cases

The control cohort was created by randomly sampling patients
fromCDAP who did not meet any of the 4 criteria that were used
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for identification of the disease cohorts. Hence, the patients in the
control cohort did not have either any structured or unstructured
evidence for BE or EAC. These sampled patients were then pro-
pensity matched to cases on (i) the year of diagnosis (of the case
cohort), (ii) the number of structured disease diagnoses during
the observation period (see the definition above), and (iii) the
proportion of hospitalization in the observation period to the
disease cohort (because hospitalization leads to a larger number
of medical records per encounter). Of note, the cohorts were not
matched to known risk factors of BE/EAC to enable the identi-
fication of risk factors agnostic to current knowledge.

Additional inclusion and exclusion criteria

In both the case and control cohorts, patients younger than 18
years and those older than 85 years were excluded. In addition,
only patients who met the data completeness criteria (defined as
having 2 or more encounters in the observation period) were
retained. This was done to ensure that the model had the op-
portunity to learn from aminimumnumber of encounters, which
optimizes model performance.

Validation of the case identification algorithm

The case identification algorithm described earlier was tested
against 2 population-based, manually identified, and annotated
cohorts of patients with BE and EAC in South-Eastern Minne-
sota. This cohort was created using resources from the Rochester
Epidemiology Project (19), which is a population-based medical
record linkage system, recently expanded to 11 counties in SE
Minnesota.

Model training data

The predictionmodel was trained on the following data elements:

Nontemporal features (variables that do not change with time):

1. Age at lead time
2. Sex
3. Race/ethnicity
4. Family history of BE or EAC
5. Smoking status, defined as current, past, or never.

Temporal features (which may appear and change over time):

6. Medications
7. Comorbidities: based on structured analysis
8. Laboratory tests: hemoglobin, aspartate aminotransferase,
alanine aminotransferase, alkaline phosphatase, total
bilirubin, albumin, creatinine, sodium, potassium, total
cholesterol, low-density lipoprotein cholesterol, high-
density lipoprotein cholesterol, triglycerides, chloride,
calcium, glucose, blood urea nitrogen, lipase, amylase,
gamma glutamyl transferase, prostate-specific antigen, and
hemoglobin A1c. These tests were chosen based on the
frequency of occurrence and clinical expertise.

9. Symptoms: identified by augmented curation on patient
notes: abdominal pain, dysphagia, dyspepsia, vomiting,
diarrhea, heartburn, water brash, chest pain, odynophagia,
nausea, snoring, esophageal reflux, dyspnea, arthritis,
backache, weight loss, cough, hoarseness, and hematemesis

10. Body mass index.

Model development and architecture

Figure 2 describes the process of data extraction from the ob-
servation time of a hypothetical patient. Data from the lead time
(1 year before the anchor date: date of initial diagnosis of BE or
EAC) were not used for model development, to exclude data
which may be reflective of disease symptoms before diagnosis.
The observation period (from which data were extracted for
model development) extended from 1 year before diagnosis to 6
years before the diagnosis (i.e., a total of 5 years).

A transformer-based ML model architecture was used to de-
velop the predictive model (20). Transformer models use atten-
tion mechanisms to capture the temporal interdependencies of
words. Patient characteristics such as symptoms, diagnostic
codes,medications, laboratory tests, and demographicswere used
in lieu of words. The temporal sequence of all these features was
maintained as they occurred in the patient time line. During
model development, the feature and positional vectors are passed
to the transformer encoders. The transformer encoder converts
the feature and positional vector into an intermediate vector
representing a patient’s temporal events. This intermediate vector

Figure 1. Process of identifying case (BE/EAC) and control cohorts from the Clinical Data Analytics Platform. BE, Barrett’s esophagus; BERT, Bidirectional
Encoder Representations from Transformer; EAC, esophageal adenocarcinoma.
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is then combined with nontemporal information to generate a
comprehensive vector of the patient. This vector is then passed to
a softmax layer to estimate the risk. Figure 3a shows the pro-
cessing of a sequence of events in the patient time line.

Five randomly selected control cohorts were also created,
enabling training of 5 transformer prediction models
(Figure 3b). Each of the transformer models used the same dis-
ease cohort, but was trained with a different control cohort. For
the BE model, the case-to-control ratio was 1:5, and for the EAC
model, the case-to-control ratio was 1:10. The output of these 5
transformer models were used to train an ensemble model using
logistic regression.

Figure 4 describes the data sets used for the model training
process. At the outset, 10%of the datawere kept aside as a holdout
test data set: the Model Holdout Set (MHS). The rest of the data
were used in training the transformer and ensemble models: the
Development Set (DS). The DS was split into 3 sets in the ratio of
60:20:20. 60% of the DS was used to train the transformer model,
the Transformer Training Set. 20% of the DS was used to choose
the best epoch for the transformer, the Transformer Epoch Set
(TES). The last 20% was used as an Ensemble Test Set. The TES
was also used to train the ensemble model. For this, the TES was
further split in the ratio of 80:20. 80% of the TES was used for
training the ensemble model, the Ensemble Train Set, and 20%

Figure 2. Time line of inclusion of data for patients with BE or EAC included inmodel development. Anchor date was the date of diagnosis for a patient with
BE or EAC. Lead time refers to a period of 1 year before the anchor date. Events in the lead time period were not used to train themodel. Observation time is
the period 5 years preceding the lead date. All events in the observation period were used to train the model. BE, Barrett’s esophagus; EAC, esophageal
adenocarcinoma.

Figure 3. Description of case and control cohort utilization in model development. (a) Ensemble model development and architecture. Five independent
control cohorts were created. Five control patients were matched to each patient with BE and 10 control patients matched to each patient with EAC. Five
transformer models were developed by pairing the BE and EAC case cohort with 5 independent control cohorts. These 5 transformer models were then
integrated into a single ensemblemodel using logistic regression. (b) Schematic showing the layers of the transformer model used to build the BE and EAC
machine learning predictive models. BE, Barrett’s esophagus; EAC, esophageal adenocarcinoma.
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was used to choose to calibrate the ensemblemodel, the Ensemble
Development Set.

Model output

The output of the ensemble model was a softmax score (ranging
from 0 to 1, 0 reflecting no risk of BE/EAC and 1 reflecting 100%
risk of developing BE/EAC). The threshold for dichotomization
for the ensemble result (positive versus negative for incident BEor
EAC) was chosen based on the Youden Jmethod tomaximize the
area under the receiver-operating curve (AUROC) of the model
(21). A score above the threshold indicates that the patient is at a
substantial risk of being diagnosed with BE or EAC in the next
year and screening should be considered. The final model per-
formance results were reported on the MHS.

RESULTS

Validation of the case search algorithm

The logic used to generate the case cohorts (BE and EAC) from
CDAP captured approximately 94% of the manually annotated
BE and EAC SE Minnesota cohorts, lending validity to the case
search strategy (see Supplementary Figure 1, Supplementary
Digital Content 1, http://links.lww.com/CTG/B14).

Final BE, EAC, and control cohorts

Figure 5 outlines the sequential steps taken (as per the inclusion
and exclusion criteria) and corresponding case counts. A total of
8,476 patientswithBE and 1,539 patientswith EACwere included
in the final model development. A total of 252,276 controls were
also identified. Baseline characteristics of the case and control
cohorts identified using the electronic search strategy are pre-
sented in Table 1. Most of the BE and EAC cases were middle-
aged White men with a past or current history of smoking.
Controls were somewhat younger and more likely to be female
than cases. Additional details of the patients included in the
analysis are presented in Supplementary Figures 3a–c and 4a–c
(see Supplementary Digital Content 1, http://links.lww.com/
CTG/B14).

Performance characteristics of prediction models

A threshold of $0.13 (on the model probability output softmax
score described earlier) was chosen to define a positive BE model
result. At this threshold, the sensitivity to identify BE was 76%, at
a specificity of 76%, with a model AUROC of 0.84 in the MHS
(Table 2). A threshold of $0.08 was chosen to define a positive
EACmodel result. In this study, the sensitivity for EAC detection
was higher at 84%with a specificity of 61%, with amodel AUROC
of 0.84 in the MHS (Table 2).

Given that this model could be applied to the EHR to first
identify those at higher risk of BE/EAC, followed potentially by a
minimally invasive nonendoscopic test, the threshold to de-
termine positivity for the BE prediction score was set somewhat
lower to balance sensitivity, specificity, and overall AUROC.
Conversely, for the EAC threshold, higher sensitivity was prior-
itized to avoid missing EAC. The confusion matrices of both
models are presented in Table 3, a and b. Performance of both
models at different thresholds, evaluated on the MHS, are sum-
marized in Supplementary Tables 1 and 2 (see Supplementary
Digital Content 1, http://links.lww.com/CTG/B14).

An example of the performance characteristics of a BE risk
prediction EHR-basedmodel, followed by the administration of a
nonendoscopic office-based test, such as a swallowed esophageal
cell collection device, combined with methylated DNA markers
(with a test sensitivity and specificity of 90%), in a populationwith
a BE prevalence of 5% is demonstrated in Supplementary Figure 2
(see Supplementary Digital Content 1, http://links.lww.com/
CTG/B14).

Features used by the model for BE/EAC risk prediction

Of the over 7,500 variables contributing to BE prediction, Sup-
plementary Tables 3 and 4 (see Supplementary Digital Content 1,
http://links.lww.com/CTG/B14) list some selected temporal and
nontemporal determinants of BE and EAC risk, respectively.
Integrated gradients were used to determine the features that the
model used in its prediction (22). This method attributes a score
to each feature for its contribution toward the final outcome. The
attribution score for a feature is aggregated across patients.

Figure 4. Distribution of CDAP data used for model development and testing. CDAP, Clinical Data Analytics Platform.

American College of Gastroenterology Clinical and Translational Gastroenterology

ES
O
P
H
A
G
U
S

Development of EHR-Based ML Models 5

http://links.lww.com/CTG/B14
http://links.lww.com/CTG/B14
http://links.lww.com/CTG/B14
http://links.lww.com/CTG/B14
http://links.lww.com/CTG/B14
http://links.lww.com/CTG/B14
http://links.lww.com/CTG/B14


Feature scores for selected (out of over 400) determinants of BE
risk are presented in Supplementary Table 5 (see Supplementary
Digital Content 1, http://links.lww.com/CTG/B14). Of note,
some determinants (with positive feature scores) increased risk
and some (with negative feature scores) reduced risk. Some of the
features that influenced BE risk include male sex, age older than
60 years, ever smoking, gastroesophageal reflux disease (GERD)
diagnosis, symptoms of heartburn, dyspepsia, comorbidities such
as coronary atherosclerosis, serum triglycerides, and electrolytes.
Many of the features that predicted EACwere similar to those for
the prediction of BE (data not shown). Notably, a history of BE
was a predictor of incident EAC.

DISCUSSION
We report the development and internal validation of 2 novelML
ensemble transformer models predicting the risk of incident BE
and EAC from a deidentified EHR database of over 6 million
patients. These models were more accurate (AUC 0.84) than
previously reported models/scoring algorithms, which use con-
ventional risk factors and additional data obtained from the EHR
or questionnaires. In addition to established risk factors, the ML

model also identified potential novel predictors, such as meta-
bolic and vascular consequences of obesity (coronary artery dis-
ease, cardiovascular disease, and hyperlipidemia), hormonal
medications, and serum electrolytes.

Several risk factors of BE and EAC have been described.
However, estimating BE/EAC risk in an efficient manner has
remained challenging. Current guidelines suggest using GERD as
an essential criterion, in addition to the use of 1–3 additional risk
factors to determine the recommendation of screening. This
approach also erroneously assumes that all risk factors contribute
the same amount of risk. However, these criteria perform sub-
optimally for sensitivity and specificity for BE or EAC detection
(14,23). A recent study integrated 7 established BE risk factors
extracted from the VA EHR into a logistic regression model. The
AUC of this model was not higher than that of the models
reported before (0.68–0.7) (24).

Unsurprisingly, utilization of these risk algorithms remains
limited in practice, despite recommendations for BE screening in
guidelines since 2008, with most patients with incident EAC
continuing to be diagnosed outside a BE screening and surveil-
lance program, despite its presence endoscopically and/or

Table 1. Baseline characteristics of BE, EAC, and control cohorts identified from the Clinical Data Analytics Platform

Variables BE (N 5 8,476) EAC (N5 1,539) Control cohort (N 5 252,276)

Age, yr, mean (SD) 63.38 6 12.16 68.72 6 10.04 55.246 18.63

Male sex, n (%) 5,475 (64.59) 1,284 (83.43) 117,020 (46.38)

White race, n (%) 8,080 (95.32) 1,450 (94.21) 216,761 (85.92)

Ever smoker, n (%)a 5,250 (61.93) 1,019 (66.21) 96,569 (38.27)

BMI .30, n (%)b 2,067 (24.38) 389 (25.27) 64,808 (25.68)

Hospitalization, n (%) 3,710 (43.77) 739 (48.01) 111,223 (44.08)

BE, Barrett’s esophagus; BMI, body mass index; EAC, esophageal adenocarcinoma.
aSmoking data missing in 7% of BE cases, 14% of EAC cases, and 21% of controls.
bBMI data were not available in 45% of BE cases, 52% of EAC cases, and 26% of controls.

Figure5.Sequential identification ofBEandEACcases from theCDAP,with the applicationof prespecified data sufficiency, inclusion criteria, and exclusion
criteria. BE, Barrett’s esophagus; CDAP, Clinical Data Analytics Platform; EAC, esophageal adenocarcinoma
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histologically (25). A possible reason is that the identification and
enumeration of these risk factors (either by themselves or by
integrating them into combined scores, some of which use spe-
cialized data points not routinely measured and recorded in the
EHR, without an actionable threshold) is time-consuming in a
busy primary care practice (where this decision needs to be
made most commonly). Multiple medical problems and other
guideline-supported screenings compete for attention in a limited
amount of time during patient visits.

An EHR-based ML risk assessment tool overcomes several of
these barriers by identifying and integrating several established
and novel risk factors of incident BE/EAC, automatically
extracting them from the EHR and integrating them into a risk
score, improving the accuracy of predicting incident BE/EAC.
Although we and others have reported on the association of other
metabolic consequences of obesitywithBE/EAC (26–30), thisML
model is the first to integrate these additional risk factors into a
comprehensive risk score along with conventional risk factors.
Such a score may be dichotomized by setting a threshold to rec-
ommend screening and integrated into the EHR as an electronic
trigger tool, which can flag patients who are at an increased risk of
BE/EAC, and also be linked to order sets for screening tools,
further reducing burden on providers (15).

The threshold at which the ML model should trigger a rec-
ommendation for screening needs to be further studied and de-
fined. The thresholdwill likely depend on the test that will be used
as a screening tool and can likely be lower if a sensitive, minimally
invasive nonendoscopic tool will be the first tool to evaluate risk.
Such a tool with a resultant high negative predictive value can be
useful (see Supplementary Figure 2, Supplementary Digital
Content 1, http://links.lww.com/CTG/B14) in a low-prevalence
population. Contrarily, with a more invasive test, such as sedated
endoscopy, a higher (more specific) threshold to determine the
risk of BE may be set. An alternative approach may include a
definitive test, such as endoscopy for those with higher risk scores

and a nonendoscopic test for those with moderately high scores.
Modeling studies focused on varying thresholds and linking them
to outcomes such as BE detection, EAC incidence or mortality
would be needed, because empirical studies to address this issue
may be challenging to conduct.

This study has a number of strengths. The EHR database had a
substantial number of patients with BE and controls. The case
identification algorithm was further validated against a manually
curated and annotated population-based database of patients
with BE and EAC. The large number of control patients enabled
the creation of a robust ensemble model (combining 5 individual
models). The transformer model (which was selected for this
study) also takes into account the temporal aspects of the clinical
features and eliminates the requirement of imputing missing
features for a patient. Hence, the model can be used even where
the entire information of a patient is not available. This is par-
ticularly relevant when implemented clinically. Although cases
and controls were propensity matched to a few variables, largely
to ensure comparable data points between cases and controls,
they were not matched on known risk factors (such as age and
sex). This explains some of the age and sex imbalance between
cases and controls, and the demographics of the control cohort
are reflective of the Mayo Clinic population.

The deep learning approach also allowed the identification of
several additional predictors, increasing the accuracy of the
model. Given that BE is a precursor for EAC, we developed 2 ML
models for the prediction of both diseases independently. It is
reassuring to see that despite the smaller number of EAC cases,
the accuracy of themodel was comparable with that of BE, and BE
was identified as a strong risk factor of EAC. Model performance
remained robust even after elimination of all laboratory values
and medications (AUC 5 0.827, detailed results in Supplemen-
tary Methods, see Supplementary Digital Content 1, http://links.
lww.com/CTG/B14). Given that some of the risk models have
been developed in VA populations, this model is more likely to be
generalizable to other populations. However, external validation
in other populations and other medical record systems (with
potentially different patterns of structured and unstructured
data) will be required before clinical implementation.

Deep learning models do have some limitations, particularly
regarding explainability of models. While it is possible to de-
termine whether a feature contributed to risk, it is hard to
quantify the effect of the feature on the final outcome. For ex-
ample, the features listed in Supplementary Table 5 (see Sup-
plementary Digital Content 1, http://links.lww.com/CTG/B14)
have a disease and control score. A higher disease score compared
with the control score would indicate that the feature is predictive
of the disease. However, the actual number does not correlate
with the feature weight (such as an odds or hazard ratios) in
predicting the outcome. Note that these scores were calculated
using methods previously described (31). This is also evident in

Table 2. Performance characteristics of the BE and EAC prediction models

Model AUROC Sensitivity Specificity F1 score PPV NPV

BE 0.84 0.76 0.76 0.51 0.39 0.94

EAC 0.84 0.84 0.74 0.34 0.22 0.98

AUROC, area under the receiver-operating curve; BE, Barrett’s esophagus; EAC, esophageal adenocarcinoma; F1 score, measure of overall accuracy; NPV, negative
predictive value; PPV, positive predictive value.

Table 3. Confusion matrices for the BE and EAC transformer

prediction models (from the Model Holdout Set)

a: BE model Actual

True False

Predicted True 586 929
False 183 2,913

b: EAC model Actual

True False

Predicted True 110 398
False 21 920

BE, Barrett’s esophagus; EAC, esophageal adenocarcinoma.

American College of Gastroenterology Clinical and Translational Gastroenterology

ES
O
P
H
A
G
U
S

Development of EHR-Based ML Models 7

http://links.lww.com/CTG/B14
http://links.lww.com/CTG/B14
http://links.lww.com/CTG/B14
http://links.lww.com/CTG/B14


Supplementary Tables 4 and 5 (see Supplementary Digital Con-
tent 1, http://links.lww.com/CTG/B14) where several variables
have small feature scores and have feature scores for the same
variable as normal or abnormal (because they were dichotomized
into normal and abnormal values). It is also hard to quantify how
the cardinality and temporality of features affect a particular risk
score. For example, it is hard to quantify the effect of howmuch a
GERD diagnosis 3 years before the lead time is weighted com-
pared with the same diagnosis 2 years before the lead time. This is
an area of ongoing research in ML.

Implementation of such ML models into practice will require
multiple additional technical and logistical steps. These models
will have to be adapted to EHR platforms using patient identifiers
and should be able to run in real timewhen patients are seen in the
clinic or in batches with mechanisms to contact patients identi-
fied as high-risk and order diagnostic EGD. These processes will
have to be tested iteratively. In addition, the medical record
technology to present this to providers as an electronic trigger tool
will also have to be developed and pilot tested before formal
implementation. Provider input and buy-in for best practices to
implement such triggers will also need to be sought to minimize
burden and distraction. We have already begun to identify the
relevant stakeholders, information technology support, and re-
sources to pilot test the algorithm at a specific location in our own
health system. If the algorithm has to be implemented in another
EHR system, the model will likely have to be modified or adapted
to the specific EHR and its performance validated in an in-
dependent test set before implementation. Ultimately, the impact
of such models and BE screening tests on outcomes such as EAC
incidence and mortality will have to be assessed; it can take de-
cades to establish cancer control from a new screening process or
intervention.

In conclusion, we have successfully developed and internally
validated 2novel andmore accurateMLmodels to predict the risk
of incident BE and EAC from a large EHR database. This model
has the potential to be integrated into a medical EHR to predict
BE/EAC risk in real time, facilitating the implementation of
nonendoscopic BE detection technology as an intermediate step
to definitive diagnosis with sedated endoscopy (in those testing
positive with the nonendoscopic test). External validation (on
EHRs which are deidentified or have patient identifiers) and
clinical testing are critical next steps before implementation.
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Study Highlights

WHAT IS KNOWN

3 Screening for Barrett’s esophagus (BE), which is the sole
known precursor for esophageal adenocarcinoma (EAC), is
recommended in those with multiple risk factors.

3 Screening rates in those with risk factors remain low.
3 Tools to assess BE/EAC risk are modestly accurate (area

under the curve [AUC] 0.7 or less) and challenging to
implement in clinical practice.

3 With the advent of nonendoscopic minimally invasive BE
detection tools, such risk assessment tools are more relevant.

WHAT IS NEW HERE

3 Amachine learning-powered tool to assess the risk of incident
BE/EAC was developed using variables available in the
deidentified electronic health record of 6 million patients.

3 This tool ismore accurate than those available currently (AUC
5 0.84).

3 Such a tool could be integrated into the electronic health
record as a clinical prompt for providers to consider BE
screening at clinically appropriate thresholds.
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