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#### Abstract

Accurately detecting the depolarization QRS complex in the ventricles is a fundamental requirement for cardiovascular disease detection using electrocardiography (ECG). In contrast to traditional signal enhancement algorithms, emerging neural network approaches have shown promise for QRS detection because of their generalizability on complex data. However, the inevitable noise present during ECG recording leads to a decrease in the performance of neural networks. To enhance the robustness and performance of neural network-based QRS detectors, we propose a simulated degeneration unit (SDU)-assisted convolutional neural network (CNN). An SDU simulates the physical degeneration process of interfering optical pulses, which can effectively suppress in-band noise. Through comprehensive performance evaluations on three open-source databases, the SDU-enhanced CNN-based approach demonstrated better performance in detecting QRS complexes than other recently reported QRS detectors. Furthermore, real-world noise injection tests indicate that the optimal noise robustness boundary for the CNN equipped with SDU is $167-300 \%$ higher than that for the CNN without SDU.


## 1. Introduction

The electrocardiogram (ECG) is a fundamental diagnostic tool used in medicine to monitor and evaluate the electrical activity of the heart [1-3]. It records the electrical impulses generated by the heart during each heartbeat cycle. ECGs are non-invasive and involve the placement of electrodes on the body surface to measure electrical signals, providing crucial insights into cardiac health. Among the various components captured in an ECG, the QRS complex is of paramount importance because it represents a specific electrical event within the cardiac cycle, i.e., ventricular depolarization. The QRS complex can be used to analyze cardiac rhythms and diagnosing heart failure [4-6]. Many other conditions such as hypertension [7], diabetes [8], and neuromuscular diseases [9] can also cause variations in features related to the QRS complex. Therefore, the precise detection of the QRS complex is crucial for guiding clinical decisions pertaining to related illnesses.

Manual QRS detection is time-consuming and prone to subjective errors. Consequently, automated QRS detection algorithms have

[^0]gained prominence, revolutionizing cardiac signal analysis. In recent decades, advancements in QRS detection algorithms have led to two primary categories: traditional signal enhancement methods, and artificial neural networks. Traditional signal enhancement methods rely on well-established signal processing techniques to preprocess ECG data before QRS detection. These techniques involve filters [10], wavelet transforms [11], and empirical mode decomposition [12] are used for denoising. Then, thresholding [13] and morphological operations [14] are used to isolate and enhance the QRS complex. Traditional signal enhancement methods often involve transparent processes, making it easier to understand how the algorithm works. However, they rely heavily on manual feature extraction and handcrafted rules, which may not cover all variations in ECG signals. Artificial neural network-based approaches leverage machine learning models, particularly deep learning architectures like convolutional neural networks (CNNs) [15,16] and recurrent neural networks [15,17], to automatically learn features and patterns from raw ECG data. They often exhibit superior performance, particularly in complex ECG datasets, owing to their ability to learn intricate patterns. Nevertheless, ECG signals are susceptible to various types of noise in real-world measurement conditions. Although artificial neural networks are generally considered to have better noise robustness than traditional methods, their performance inevitably declines with an increase in noise intensity $[18,19]$.

To enhance the robustness of neural network-based QRS detection, we propose a simulated degeneration unit (SDU), which we integrated with a CNN-based QRS detector. The inspiration behind the SDU comes from the degeneration process of interfering optical pulses, where noise energy is utilized to drive the system toward its ground state [20-22]. Compared with traditional filters and signal decomposition methods, SDU can more effectively suppress in-band noise that overlaps with the ECG spectrum. Through performance comparisons with other recently reported methods on three open-source databases, the proposed approach demonstrated state-of-the-art performance for QRS complex detection. Furthermore, testing with several real-world noise injections into ECG signals showed that the utilization of the SDU significantly enhances the robustness of CNN-based QRS detection. The primary contributions of this study are listed below:
(1) The introduction of the SDU as an additional nonlinear module results in improved QRS detection performance.
(2) For open-source test databases, the proposed SDU-assisted CNN-based QRS detector exhibits comparable performance to state-of-the-art QRS detectors when no additional noise is injected.
(3) Under real-world noise stress testing, the noise robustness for achieving optimal performance in the SDU-assisted CNN is enhanced by $167 \%-300 \%$ compared to the CNN without SDU.

For the remainder of this paper, the structure is outlined in the following manner. The SDU mechanism is described in Section 2. Then, the neural network configurations for feature extraction and QRS determination are provided, followed by information on the three testing databases. Sections 3 and 4 present results and discussion, respectively. Finally, Section 5 presents the conclusion of this study.

## 2. Methodology

### 2.1. Overall process of the proposed QRS detector

Fig. 1 illustrates the proposed QRS detection process based on SDU. Functionally, the entire process can be divided into three parts. First, the bandpass filter and SDU perform signal enhancement to counteract the adverse effects of excessive noise. Subsequently, the enhanced ECG signal is transformed into signals with different granularity characteristics via the difference and average difference modules. Finally, two types of CNNs extract the features of the preprocessed ECG with different granularities, followed by multilayer perceptron (MLP)-based position determination of the QRS complex.


Fig. 1. Overall process of the proposed SDU-assisted CNN-based QRS detector.

### 2.2. Signal enhancement based on SDU

To eliminate out-of-band noise in the recorded ECG, a bandpass filter is initially employed with cutoff frequencies of 0.05 and 100 Hz . Subsequently, to mitigate in-band noise and enhance the signal-to-noise ratio, the SDU module further processes the ECG signal. The construction of the SDU is inspired by the degeneration dynamics of the degenerate optical parametric oscillator (DOPO), whose physical configuration is depicted in Fig. 2. The heart of a DOPO is a nonlinear crystal, typically made of a material such as periodically poled lithium niobate (PPLN). This material exhibits a nonlinear optical response, indicating that it can interact with photons in such a way that new photons are generated. Inside the crystal, the intense pump beam interacts with the nonlinear medium, leading to the generation of two lower-energy photons, called signal and idler photons. The signal and idler photons are trapped within a ring cavity, which allows for the amplification of the signal and idler photons. Some of the generated photons escape the cavity through an output coupler, providing dynamic information regarding the DOPO. Based on the output information, the injection coupler in the external electronic circuitry can inject the desired input into the ring cavity in the form of feedback pulses.

Because of the phase-sensitive nature, the phase of the modes output from DOPO will find one of the two degenerate phases, 0 or $\pi$. Its physical evolution process can be divided into four steps, as depicted in Fig. 3. Initially, because all pulses in the DOPO are uncorrelated, all spin eigenstates possess similar occurrence probabilities [Fig. 3(a)]. Subsequently, under the influence of external driving, the probabilities of the two degenerate ground states increase, while those of the other states are suppressed [Fig. 3(b)]. Subsequently, spontaneous symmetry breaking occurs owing to noise, resulting in one of the two degenerate states obtaining the maximum probability amplitude [Fig. 3(c)]. Finally, because of the quantum-to-classical crossover effect, the observed eigenstate at the macroscopic level is determined as one of the two degenerate states [Fig. 3(d)].

The pulse dynamics within the DOPO can be described by the following c-number stochastic differential equations [23]:

$$
\begin{align*}
& \frac{d c}{d t}=\left(-1+\rho-c^{2}-s^{2}\right) c+\frac{1}{A_{s}} \sqrt{c^{2}+s^{2}+\frac{1}{2}} \frac{d \xi}{d t}  \tag{1}\\
& \frac{d s}{d t}=\left(-1+\rho-c^{2}-s^{2}\right) s+\frac{1}{A_{s}} \sqrt{c^{2}+s^{2}+\frac{1}{2}} \frac{d \xi}{d t} \tag{2}
\end{align*}
$$

where $A_{s}$ and $d \xi / d t$ are the saturation amplitude and external injected noise, respectively. The in-phase and quadrature-phase pulse amplitudes during the degenerate process are denoted by $c$ and $s$, respectively. $\rho$ controls the pumping rate in the DOPO. In a real DOPO, $s$ is much smaller than $c$ and multiplicative noise can be approximately considered as additive noise [24]. Therefore, in the proposed SDU algorithm, Eqs. (1) and (2) can be simplified as:

$$
\begin{equation*}
\frac{d c}{d t}=\left(-1+\rho-c^{2}\right) c+E+\frac{d \xi}{d t} \tag{3}
\end{equation*}
$$

where $E$ is the input signal. $c$ can be regarded as the output of the SDU, while $\frac{d \xi}{d t}$ can be regarded as the noise contained in the input signal. The solution of Eq. (3) does not rely on analytical methods; instead, it requires numerical methods [25]. In this study, we employed the following fourth-order Runge-Kutta algorithm to solve Eq. (3):

$$
\begin{align*}
& q_{1}=h\left(\left(-1+\rho-c(n)^{2}\right) c(n)+E(n)\right)+\sqrt{h} \xi(n),  \tag{4}\\
& q_{2}=h\left(\left(-1+\rho-\left(c(n)+\frac{k_{1}}{2}\right)^{2}\right)\left(c(n)+\frac{k_{1}}{2}\right)+E(n)\right)+\sqrt{h} \xi(n),  \tag{5}\\
& q_{3}=h\left(\left(-1+\rho-\left(c(n)+\frac{k_{2}}{2}\right)^{2}\right)\left(c(n)+\frac{k_{2}}{2}\right)+E(n+1)\right)+\sqrt{h} \xi(n+1), \tag{6}
\end{align*}
$$



Fig. 2. Configuration diagram of a degenerate optical parametric oscillator (DOPO) achieved through delay fiber loop for optical coupling. SHG: second harmonic generation. OPA: optical parametric amplifier.


Fig. 3. Degeneration dynamics process of the DOPO: (a) parallel search, (b) filtering, (c) spontaneous symmetry breaking, and (d) crossover effect.

$$
\begin{align*}
& q_{4}=h\left(\left(-1+\rho-\left(c(n)+k_{3}\right)^{2}\right)\left(c(n)+k_{3}\right)+E(n+1)\right)+\sqrt{h} \xi(n+1)  \tag{7}\\
& c(n+1)=c(n)+\frac{1}{6}\left(q_{1}+2 q_{2}+2 q_{3}+q_{4}\right) \tag{8}
\end{align*}
$$



Fig. 4. Waveform examples of (a) noisy ECG, (b) bandpass filtered ECG, and (c) SDU processed ECG.
where $n$ in Eqs. (4)-(8) represents the $n$-th sampling point. Computational step size $h$ controls the truncation error.
For QRS detection, the input $E$ can be regarded as the ECG signal after processing by bandpass filter. During the training process of the proposed QRS detection algorithm, the parameter $\rho$ in Eq. (3) can be adjusted. To achieve good performance, the optimization of $\rho$ and $h$ is carried out by the open-source automatic optimizer Optuna in Python [26]. The goal of this optimization process is the same as that of the subsequent CNN part.

Fig. 4 illustrates the waveform changes during the signal enhancement stage for a noisy ECG output. In the ECG waveform depicted in Fig. 4 (a), the details are obscured by noise. Although the bandpass filter can eliminate out-of-band noise, it fails to provide comprehensive improvements across the entire frequency spectrum, as shown in Fig. 4 (b). In contrast, following the SDU unit, noticeable noise suppression in the ECG signal is observed, as depicted in Fig. 4 (c). This can be attributed to the partial dissipation of noise energy through the quantum filtering process and spontaneous symmetry breaking in the simulated degeneration dynamics, which effectively enhances the signal-to-noise ratio [23].

### 2.3. Preprocessing of enhanced ECG

To enrich the features extracted by the CNN, several preprocessing steps are required to obtain two different signals with low amplitudes that carry distinct informative content. The first type of signal is obtained using the following Eq. (9):

$$
\begin{equation*}
c_{D}[n]=c[n+1]-c[n] \tag{9}
\end{equation*}
$$

where $c_{D}$ is the difference signal, as depicted in Fig. 5(a).
Additionally, sequentially passing the ECG signal output from the SDU through the averaging and difference modules can provide a second type of signal for input into the CNN. These processes are described by the following Eqs. (10) and (11):

$$
\begin{align*}
& c_{A}[n]=\frac{1}{N_{i}} \sum_{i=1}^{N_{i}} c[n N+i],  \tag{10}\\
& c_{A D}[n]=c_{A}[n+1]-c_{A}[n], \tag{11}
\end{align*}
$$

where $c_{A}$ and $c_{A D}$ are the average and average difference signal, respectively. $N_{i}$ represents the average number, which was set to 5 in this work. Because of the averaging operation, the random noise in $c_{A}$ and $c_{A D}$ is further attenuated compared with that in $c_{D}$, as


Fig. 5. Waveform examples of SDU processed ECG undergoing (a) difference, (b) average, and (c) average difference operations.
depicted in Fig. 5(b) and (c).

### 2.4. Feature extraction and QRS position determination

To obtain one-dimensional signal segments for input into the CNN, a sliding detection window should be applied to the preprocessed ECG. For the signal after the differencing operation, a fine-grained segment is extracted by combining the preceding 22 samples and subsequent 33 samples around the current detection point, which serves as the center. After the averaging and differencing operations, the signal is resampled within a window comprising 280 sampling points to acquire coarse-grained segments that match the length of the fine-grained segments. As shown in Fig. 6, fine- and coarse-grained segments are input into two onedimensional CNNs with different depths. As described in Section 2.1, part-level and object-level CNNs are utilized for feature extraction on $c_{D}$ and $c_{A D}$, respectively. Extracting features at different levels of the target signal using CNNs with varying depths is an effective structure that has been widely applied and is also the approach we adopted in this work [27-29]. Table 1 presents the specific parameter configurations for both types of CNN.

Within each layer of the CNN, the convolutional layer performs convolutional computations on the input using shared weights to obtain feature maps. Subsequent downsampling combines the computed results of clustered neurons using average downsampling and outputs them to the next stage. The computation process for the output of the $k$-th neuron at the $l$-th layer of the CNN can be described by the following Eqs. (12) and (13):

$$
\begin{align*}
& a_{k}^{l}=F\left(\sum_{i=1}^{N_{l-1}} 1 D \operatorname{conv}\left(w_{k i}^{l-1}, s_{i}^{l-1}\right)+b_{k}^{l}\right),  \tag{12}\\
& s_{k}^{l}=1 D \operatorname{downs}\left(a_{k}^{l}\right) \tag{13}
\end{align*}
$$

where $w_{k i}^{l-1}$ is the one-dimensional weight kernel connecting the $k$-th neuron at the $l$-th layer and $i$-th neuron at the $(l-1)$-th layer. $s_{i}^{l-1}$ is the down-sampled result of the $i$-th neuron at the $(l-1)$-th layer. $a_{k}^{l}$ and $b_{k}^{l}$ denote the convolutional output and bias of $k$-th neuron at the $l$-th layer, respectively. The rectified linear unit is selected as the activation function represented by $F()$. Next, the MLP receives all the features $s_{k}^{l}$ extracted by the CNN, which can be mathematically described as the following Eq. (14):

$$
\begin{equation*}
s_{j}^{m}=F\left(\sum_{k=1}^{N_{I}} w_{j k}^{l} s_{k}^{l}+b_{j}^{m}\right) . \tag{14}
\end{equation*}
$$

The first layer of the MLP comprises 20 neurons, while the second layer comprises 4 neurons. To distinguish between QRS complexes and non-QRS segments, the output layer of the MLP employs the Softmax function for probability discrimination. During the training process, the backpropagation algorithm is utilized to adjust the weights and biases, and its update rules are as follows:

$$
\begin{align*}
& w_{k i}^{l}(t)=w_{k i}^{l}(t-1)-\eta \frac{\partial B}{\partial w_{k i}^{l}(t-1)},  \tag{15}\\
& b_{k}^{l}(t)=b_{k}^{l}(t-1)-\eta \frac{\partial B}{\partial b_{k}^{l}(t-1)}, \tag{16}
\end{align*}
$$

where $B=\sum_{j=1}^{N}\left(y_{\text {true. } j}-y_{\text {pred. } .}\right)^{2}$ in Eqs. (15) and (16) is the objective function which describes the deviation between the true output $y_{\text {true } j}$ and predicted output $y_{\text {pred.j. }} . \eta$ denotes the learning rate, which is firstly set as 0.005 and gradually decreased by $0.0001 \%$ during each learning iteration. The optimizer used for the CNN training process is selected as ADAM.


Fig. 6. Structure of one-dimensional CNN for feature extraction and MLP for QRS position determination.

Table 1
Configuration details of two CNNs.

|  |  | Part-level CNN |
| :--- | :--- | :--- |
| CNN layer 1 | Convolution kernel length | 5 |
|  | 2 | 5 |
| CNN layer 2 | Downsampling factor | 5 |
|  | Neuron number | - |
| 2 | 5 |  |
|  | Convolution kernel length | - |
|  | - | 5 |
|  | Downsampling factor |  |
|  | Neuron number |  |

### 2.5. Databases for testing

In this study, three widely used open-source ECG databases, i.e., MIT-BIH Arrythmia [30], European ST-T (EDB) [31], and MIT-BIH Noise Stress Test (NST) [32] databases were adopted to benchmark the performance of our proposed QRS detection method. The related database details are given in Table 2. For each database, 5 -fold randomized cross-validation were adopted for performance testing. Notably, the ECG signals in the EDB database should be upsampled to 360 Hz to ensure uniformity in the sampling frequency across the three databases.

### 2.6. Noise robustness testing and evaluation approach

In the selected databases, the primary source of noise in the ECG stemmed mainly from the noise inherent in the acquisition process. However, in real-world scenarios, the noise conditions may be worse than those in the test datasets due to variations in the measurement environments and equipment. To assess the robustness of the algorithm, it is necessary to evaluate the performance of our proposed method under the condition of additional injected noise. Additional noise injection is described by the following equation:

$$
\begin{equation*}
E_{\text {raw }}^{\prime}(t)=E_{\text {raw }}(t)+D * \text { noise }(t), \tag{17}
\end{equation*}
$$

where $E_{\text {raw }}(t)$ in Eq. (17) is the original ECG signal obtained from the testing database. noise $(t)$ and $D$ are the injected noise and its noise intensity, respectively. In this study, the injected noise comprised three of the most commonly encountered noises in real-world ECG measurements, namely baseline drift noise (BDN), electrode motion noise (EMN) within the $0-20 \mathrm{~Hz}$ range, and muscle noise (MN) within the $20-50 \mathrm{~Hz}$ range. These noise profiles can be found in the MIT-BIH NST database.

For detection tasks, sensitivity and precision are usually regarded as the most important performance metrics [33,34]. Therefore, the following three metrics obtained by the following Eqs. 18-20 were used as primary performance evaluation metrics in this study:

$$
\begin{align*}
& \text { Sensitivity }=\frac{T P}{T P+F N},  \tag{18}\\
& \text { Precision }=\frac{T P}{T P+F P},  \tag{19}\\
& F 1 \text {-score }=\frac{2 * \text { Sensitivity } * \text { Precision }}{\text { Sensitivity }+ \text { Precision }}, \tag{20}
\end{align*}
$$

where TP denotes true positive. FP and FN represent false positive and false negative, respectively.

## 3. Results

### 3.1. Test on three databases

Tables 3-5 present the performance of the proposed algorithm on the MIT-BIH arrhythmia, EDB, and MIT-BIH NST databases, respectively. It is evident that, compared to the CNN without SDU, the SDU-assisted CNN significantly reduces both FP and FN in QRS complex detection. Taking the MIT-BIH arrhythmia database as an example, Fig. 7 illustrates some instances of error detection in record 203. In Fig. 7(a), at the annotation of the second QRS complex, there is an atypical waveform. This atypical morphology, which may be caused by premature ventricular contractions, leads to erroneous detections by the CNN both with and without SDU, resulting

Table 2
Details of the three open-source ECG databases used for testing.

| Database | \# of subjects | Sampling frequency (Hz) | Total beats for testing |
| :--- | :--- | :--- | :--- |
| MIT-BIH Arrhythmia | 48 | 360 | 109494 |
| EDB | 90 | 250 | 788050 |
| MIT-BIH NST | 12 | 360 | 25590 |

Table 3
Detector performance on the MIT-BIH arrhythmia database.

| QRS detection method | Total beats | TP | FP |
| :--- | :--- | :--- | :--- | :--- |
| CNN without SDU | 109494 | 109090 | 240 |
| SDU-assisted CNN | 109494 | $\mathbf{1 0 9 3 3 0}$ | $\mathbf{5 5}$ |

Table 4
Detector performance on the EDB database.

| QRS detection method | Total beats | TP | FP |
| :--- | :--- | :--- | :--- | :--- |
| CNN without SDU | 788050 | 786036 | 2987 |
| SDU-assisted CNN | 788050 | $\mathbf{7 8 7 7 3 6}$ | $\mathbf{8 6 7}$ |

Table 5
Detector performance on the MIT-BIH NST database.

| QRS detection method | Total beats | TP | FP |
| :--- | :--- | :--- | :--- | :--- |
| CNN without SDU | 25590 | 25109 | 594 |
| SDU-assisted CNN | 25590 | $\mathbf{2 5 2 0 1}$ | 496 |



Fig. 7. Incorrect detection instances on record 203 of the MIT-BIH arrhythmia database, including ECG segments with (a) atypical waveforms and (b) heavy noise contamination. The red triangles at the top represent the annotated QRS complex positions in the database. The gray triangles in the middle represent the QRS complex positions detected by the CNN without SDU, while the orange triangles at the bottom represent the positions of the QRS complexes detected by the SDU-assisted CNN. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
in one FN and one FP. Other cardiac diseases such as left and right bundle branch blocks may also lead to unexpected atypical waveform appearances in ECG, consequently resulting in erroneous detections [35]. Besides the atypical waveform morphology, noise in the record can also affect the performance of the QRS detector. As shown in Fig. 7(b), noise-induced fluctuations cause false detections by the CNN without SDU. In contrast, owing to the attenuation of noise energy, the SDU-assisted CNN generates fewer such false detections.

Table 6
Testing performance of QRS detectors on the MIT-BIH arrhythmia database.

| Works | QRS detection method | Sensitivity (\%) | Precision (\%) |
| :--- | :--- | :--- | :--- | :--- |
| Martinez, 2010 [36] | Phasor transform | 99.69 | 99.96 |
| Merah, 2015 [37] | Stationary wavelet transform | 99.84 | 99.88 |
| Yakut, 2018 [38] | Pan-Tompkins-based | 99.83 | 99.83 |
| Burguera, 2019 [10] | Peak-valley detector | 99.87 |  |
| Peimankar, 2021 [15] | CNN and Long short-term memory | 99.61 | 99.86 |
| Rahul, 2021 [13] | Dynamic thresholding | 99.52 |  |
| Pander, 2022 [33] | Fuzzy c-median clustering | 99.82 | 99.85 |
| Lee, 2022 [39] | Empirical mode decomposition | 99.82 | 99.88 |
| Morshedlou, 2023 [40] | Energy operator | 99.83 | 99.92 |
| Martínez-Suárez, 2024 [41] | Continuous wavelet transform | 99.13 | 99.41 |
| This work | CNN without SDU | 99.72 | 99.87 |
| This work | SDU-assisted CNN | $\mathbf{9 9 . 6 3}$ | 99.84 |

### 3.2. Performance comparison with other $Q R S$ detectors

Table 6 presents a comparison of performance metrics between our proposed algorithm and other QRS detectors on the MIT-BIH arrhythmia. When our proposed algorithm operates without the SDU module, the test results for QRS detection show a sensitivity of $99.63 \%$, precision of $99.78 \%$, and F1-score of $99.71 \%$. This performance is only slightly better than that achieved in Refs. [10,15]. In contrast, the utilization of the SDU enhances the performance of the CNN to achieve a sensitivity of $99.85 \%$, precision of $99.95 \%$, and F1-score of $99.90 \%$, surpassing other QRS algorithms.

Table 7 presents a comparison of performance metrics between our proposed algorithm and other QRS detectors on the EDB dataset. Without the SDU module, our proposed CNN achieved test results with a sensitivity of $99.62 \%$, precision of $99.74 \%$, and F1score of $99.68 \%$. This performance ranks within the mid-range among all compared QRS detection algorithms. However, the SDUassisted CNN achieved a sensitivity of $99.89 \%$, precision of $99.96 \%$, and F1 score of $99.93 \%$, making it state-of-the-art.

Table 8 illustrates a comparison of performance metrics between our proposed algorithm and other QRS detectors on the MIT-BIH NST dataset. Due to the severe noise pollution present in the MIT-BIH NST database, the performance of the QRS detection algorithm exhibited a noticeable decline compared to the results obtained on the two preceding databases. Without the assistance of the SDU module, our CNN-based QRS detector achieved a sensitivity of $98.12 \%$, precision of $97.69 \%$, and F1 score of $97.91 \%$. In contrast, the use of SDU enhanced the performance of the CNN, achieving a sensitivity of $98.48 \%$, precision of $98.07 \%$, and F1 score of $98.28 \%$. Among all compared algorithms, the SDU-assisted CNN exhibited the best comprehensive performance.

### 3.3. Noise robustness testing

To quantify the noise robustness, we define the minimum noise intensity, denoted as $D_{0}$, at which the performance of the QRS detector starts to decrease compared to its performance without noise injection. We refer to this as the robustness boundary. Fig. 8(a-c) illustrates the robustness boundaries of the proposed algorithm when injecting different noise levels across the MIT-BIH arrhythmia, EDB, and MIT-BIH NST databases, respectively. When the injected noise is BDN, the use of SDU can increase the robustness boundary of the CNN by $0.3-0.4$. For EMN, the SDU-assisted CNN exhibited a robustness boundary only 0.2 to 0.3 higher than that of the CNN without SDU. Regarding MN noise, the SDU can aid the CNN in improving the robustness boundary by $0.2-0.4$. When these three noises are mixed, the SDU-induced enhancement in the noise robustness of the CNN-based QRS detector does not surpass the increment observed when injecting pure EMN. Overall, it was demonstrated that the SDU-assisted CNN can maintain its optimal QRS detection performance in an environment with a higher noise level than the CNN without SDU.

### 3.4. Computational time

Our testing platform is a notebook computer equipped with an RTX 1050 GPU with 6 GB of memory. The computer system has a memory capacity of 16 GB , and the algorithm is configured to undergo training using Python. On the above platform, the average processing time for detecting a 1-min ECG segment is approximately 0.225 s , with 0.025 s attributed to SDU computations. Despite the additional processing time introduced by the inclusion of the SDU, the increased computational overhead is not substantial. Compared to several other algorithms $[45,46]$, our proposed method maintains a computational speed advantage even when utilizing the SDU.

## 4. Discussion

Based on various performance metrics, the outcomes of this study demonstrate the exceptional performance and noise robustness of the proposed SDU-assisted CNN in QRS detection. The improvement in system performance may be attributed to the nonlinear dynamics of the SDU in the processing of ECG data, which is akin to introducing a nonlinear mapping step. In neural networks, the inclusion of nonlinearity is preferred and usually contributes to enhancing network performance [47]. In addition, the ability of the SDU to dissipate noise energy through simulated degradation dynamics significantly enhances the noise robustness of the CNN. Because these advantages of the SDU are independent of the CNN, this implies that combining the SDU with other neural network architectures also has the potential to enhance QRS detection performance and noise robustness.

Notably, our research has certain limitations in the optimization process of the algorithm. First, in comparison with the parameters that require optimization in the CNN parts, the SDU module involves the optimization of only two parameters. This implies that integrating the optimization of the SDU parameters with those of the CNN into a single optimizer could reduce the computational overhead of optimization. Second, among the numerous optimization algorithms available, there is still room for further exploration to identify the most suitable optimization algorithm for our proposed QRS detector. As the primary focus of this work is not the design of optimization algorithms, delving deeper into these related issues in future research endeavors is deemed important.

## 5. Conclusion

In this study, we proposed an automatic QRS wave detection algorithm based on an SDU-assisted CNN. Performance comparisons with other algorithms on three widely used open-source databases confirmed the state-of-the-art performance of the SDU algorithm. In addition, the proposed algorithm, benefiting from SDU-induced effective attenuation of the excessive noise impact, possesses stronger robustness than the CNN without SDU.

Considering the nonlinear dynamics of the SDU and its capability to attenuate noise, its integration with a CNN also holds potential

Table 7
Testing performance of QRS detectors on the EDB database.

| Works | QRS detection method | Sensitivity (\%) | Precision (\%) | F1-score (\%) |
| :---: | :---: | :---: | :---: | :---: |
| Martinez, 2010 [36] | Phasor transform | 99.67 | 99.73 | 99.70 |
| Burguera, 2019 [10] | Peak-valley detector | 99.88 | 99.98 | 99.93 |
| Nayak, 2019 [42] | Digital fractional order differentiator and Hilbert transform | 99.87 | 99.86 | 99.87 |
| Xiong, 2021 [43] | Energy segmentation | 99.77 | 99.65 | 99.71 |
| Rahul, 2021 [13] | Dynamic thresholding | 99.71 | 99.80 | 99.76 |
| Pander, 2022 [33] | Fuzzy c-median clustering | 99.67 | 99.86 | 99.76 |
| Morshedlou, 2023 [39] | Energy operator | 98.93 | 99.12 | 99.03 |
| Martínez-Suárez, 2024 [41] | Continuous wavelet transform | 99.92 | 99.55 | 99.74 |
| This work | CNN without SDU | 99.62 | 99.74 | 99.68 |
| This work | SDU-assisted CNN | 99.89 | 99.96 | 99.93 |

Table 8
Testing performance of QRS detectors on the MIT-BIH NST database.

| Works | QRS detection method | Sensitivity (\%) | Precision (\%) | F1-score (\%) |
| :--- | :--- | :--- | :--- | :--- |
| Merah, 2015 [37] | Phasor transform | 95.3 | 93.98 |  |
| Khamis, 2016 [44] | Smoothing and Peak-valley detector | 93.14 | 86.23 | 94.63 |
| Rahul, 2021 [13] | Dynamic thresholding | 97.58 | 89.55 |  |
| Pander, 2022 [33] | Fuzzy c-median clustering | 95.27 | 96.04 |  |
| This work | CNN without SDU | $\mathbf{9 8 . 1 2}$ | 94.70 | 9.80 |
| This work | SDU-assisted CNN | $\mathbf{9 8 . 4 8}$ | $\mathbf{9 7 . 6 9}$ | $\mathbf{9 8 . 9 7}$ |

(a) MIT-BIH arrhythmia database


Fig. 8. Robustness boundary $D_{0}$ of CNN without SDU and SDU-assisted CNN on (a) MIT-BIH arrhythmia database, (b) EDB database, and (c) MITBIH NST database with different additional noise injected.
as a robust intelligent diagnostic system in other clinical scenarios [48-50]. Furthermore, it is worth emphasizing that the dynamic process of the SDU can be implemented not only within algorithms but also in physical systems [23]. This implies that our research could offer valuable insights into the development of hardware systems to support clinical decisions. For instance, physical systems embodying SDU dynamics could be combined with neuromorphic devices [51-53], facilitating faster and more energy-efficient

## in-sensor intelligent diagnostics.
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