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NANOS2 suppresses the cell cycle
by repressing mTORC1 activators
in embryonic male germ cells

Ryuki Shimada,1,2,5 Hiroko Koike,1,6 Takamasa Hirano,2 Yuzuru Kato,1,2 and Yumiko Saga1,2,3,4,7,*

SUMMARY

During murine germ cell development, male germ cells enter the mitotically ar-
rested G0 stage, which is an initial step of sexually dimorphic differentiation.
The male-specific RNA-binding protein NANOS2 has a key role in suppressing
the cell cycle in germ cells. However, the detailed mechanism of how NANOS2
regulates the cell cycle remains unclear. Using single-cell RNA sequencing
(scRNA-seq), we extracted the cell cycle state of each germ cell in wild-type
andNanos2-KO testes and revealed thatNanos2 expression starts in mitotic cells
and induces mitotic arrest. We identified Rheb, a regulator of mTORC1, and Ptma
as possible targets of NANOS2. We propose that repression of the cell cycle is a
primary function of NANOS2 and that it is mediated via the suppression of
mTORC1 activity through the repression of Rheb in a post-transcriptional
manner.

INTRODUCTION

The sexually differentiated gametes sperm and eggs originally differentiate from common precursors, pri-

mordial germ cells (PGCs). PGCs are specified at the posterior end of gastrulating embryos at E7.25 and

migrate toward the gonads in mice (Hayashi et al., 2007; Anderson et al., 2000). After colonizing the

gonads, PGCs start sex-specific differentiation by responding to factors supplied from surrounding

somatic cells. In ovaries, retinoic acid (RA) from the mesonephros induces the expression of meiosis initi-

ators, Stimulated by RA gene 8 (Stra8) and Meiosis initiator (Meiosin), in germ cells to start meiosis (Kou-

bova et al., 2006; Anderson et al., 2008; Ishiguro et al., 2020). On the other hand, in testes, RA is degraded

by CYP26B1 produced in somatic cells (Saba et al., 2014b; Bowles et al., 2006), thus germ cells cannot enter

meiosis. Instead, male germ cells enter mitotic arrest from E13.5 and most are arrested at the G1/G0 phase

at E15.5 (Western et al., 2008). Therefore, sexual differentiation of PGCs is closely associated with distinct

cell cycle regulation.

Although the initiation mechanism of mitotic arrest in male germ cells remains unclear, several factors have

been identified as regulators of the cell cycle. Retinoblastoma 1 (RB1), a major cell cycle regulator involved

in cell proliferation, apoptosis and cell differentiation in somatic cells (Zacksenhaus et al., 1996), and p38

mitogen-activated protein kinase (MAPK), which is activated by several types of cellular stress (Ono and

Han 2000), were previously suggested as regulators of mitotic arrest in male germ cells (Spiller et al.,

2010; Ewen et al., 2010). However, the relationships among these cascades are unclear.

An evolutionarily conserved RNA-binding protein, NANOS2, was previously identified as an essential fac-

tor for male germ cell differentiation (Tsuda et al., 2003). NANOS2 protein is expressed in the testes from

E13.5 and promotes male-type gene expression such as DNMT3L and TDRD9 (Suzuki and Saga 2008; Su-

zuki et al., 2016). NANOS2 is also involved in cell cycle regulation. In the absence of NANOS2, male germ

cells are arrested at G0 at E14.5 but resume the cell cycle at E15.5 (Suzuki and Saga 2008; Saba et al., 2014a).

Therefore, NANOS2 was suggested to function in maintaining the arrested cell cycle.

NANOS2 interacts with another RNA-binding protein, DND1, and a deadenylation component, CNOT1,

and localizes to processing bodies, by which the expression of recruited RNAs may be repressed (Suzuki

et al, 2010, 2012, 2016; Parker and Sheth 2007; Decker and Parker 2012; Shimada et al., 2019). In this

cascade, DND1 is involved in the target recognition together with NANOS2. We also reported that the
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Figure 1. NANOS2 has functions separate from the suppression of Dazl

(A and B) Immunofluorescence analyses of testes from control, Nanos2 �/� and Dazl; Nanos2-dKO at E15.5. Tamoxifen was injected at E12.5. Control

includes both Nanos2 +/+ and Nanos2 +/�. Markers used for (A) are the male differentiation marker, DNMT3L (red, upper), meiosis marker, STRA8 (red,

lower), and germ cell marker, CDH1 (green). Markers used for (B) are the mitosis marker, Ki67 (white) and germ cell marker, CDH1 (green). Magnified images

in squares are also shown in (B). The quantified data shown below are represented asmean with SD (B). ***p < 0.001 and *p < 0.05 (Dunnett’s test). Scale bars:

20 mm.

(C) Classification of male germ cells by immunofluorescence analysis with meiosis, REC8 (green), mitosis, pH3 (magenta), and germ cell, GCNA (red) markers.

Representative images were collected from E15.5 samples ofNanos2 +/� andNanos2 �/�. Quantification ofNanos2 +/� andNanos2 �/� germ cells based on
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association between NANOS2 and DND1 is important to maintain DND1 protein stability because the

DND1 protein level decreases in the absence of NANOS2 even though its mRNA is unaffected (Wright

et al., 2021). Possible target RNAs regulated by NANOS2 have been searched by several strategies,

including NANOS2-IP to detect interacting RNAs, and expression change analyses using Nanos2-KO

and Nanos2-overexpression. However, only two genes have been identified as bona fide NANOS2 targets

(Kato et al., 2016; Zhou et al., 2015). One is Dazl, which is strongly expressed in germ cells just after colo-

nizing the gonads in both males and females (Seligman and Page 1998). DAZL was reported to act as a

licensing factor for germ cells to initiate sexual differentiation (Gill et al., 2011). It is required for germ cells

to acquire competence to respond to RA to enter meiotic prophase in ovaries, whereas its expression is

repressed by NANOS2 once germ cells enter the testes. As mitotic activity is resumed and STRA8 is upre-

gulated in the absence of NANOS2, Nanos2�/� germ cells were thought to be feminized (Suzuki and Saga

2008). However, it is unclear whether the repression of DAZL by NANOS2 is responsible for the mainte-

nance of mitotic arrest and repression of feminization.

To address the above question, we first conducted double KO of NANOS2 and DAZL, and found that DAZL

is not the sole factor responsible for cell cycle repression. To explore more factors responsible for cell cycle

regulation, we conducted single-cell RNA sequencing (scRNA-seq) analyses and revealed that NANOS2

functions not only to maintain the arrested cell cycle but also to induce mitotic arrest.

RESULTS

Dazl suppression by NANOS2 is not sufficient to repress mitotic resumption

In the previous study, we demonstrated that DAZL expression is suppressed by NANOS2 in a Dazl 30UTR-
dependent manner (Kato et al., 2016). The forced expression of DAZL by deleting its 30-UTR led to the fail-

ure of male-type gene expression, meiosis initiation and resumption of mitosis, similar phenotypes of

Nanos2�/� germ cells even in the presence of NANOS2 (Kato et al., 2016). Therefore, Dazl suppression

by NANOS2 is hypothesized to regulate cell differentiation and the cell cycle in male germ cells. To address

this issue, we generated Nanos2 and Dazl double knockout (dKO) germ cells only after E12.5 by injecting

tamoxifen at E12.5 (see STAR Methods). If Dazl suppression by NANOS2 is the main driver of male-type

gene expression and cell cycle arrest, the dKO should rescue the phenotype. We stained DNMT3L as a

marker of male differentiation, STRA8 as a marker of meiosis initiation and Ki67 as a marker of active

mitosis. Contrary to our expectation, DNMT3L expression was not detected and STRA8 was still positive

in dKO germ cells (Figure 1A), suggesting that the suppression of Dazl by NANOS2 is not sufficient to pro-

mote male germ cell differentiation. Importantly, a previous report demonstrated that excess DAZL

expression increased the responsiveness of germ cells to RA (Kato et al., 2016). However, the dKO cells ex-

hibited STRA8 expression, suggesting that DAZL is dispensable for germ cells to respond to RA at this

point. In addition, dKO cells exhibited positive signals for Ki67 (Figure 1B). After quantification, the propor-

tion of mitotically active cells in the dKO was similar to that in Nanos2�/� testes (Figure 1B). This suggests

that there are gene targets of NANOS2 other than Dazl.

NANOS2 is required for the initiation of cell cycle arrest

To investigate the mechanism of cell cycle regulation by NANOS2, we re-examined cell cycle states dur-

ing male germ cell development in Nanos2+/� and Nanos2�/� testes from E13.5 to E15.5. The progres-

sion of mitosis and meiosis was examined in each single germ cell by spreading germ cells and co-stain-

ing with anti-phosphorylated histone H3 (pH3), a marker of mitotic cells, and anti-REC8, a marker of

meiosis, antibodies. In Nanos2+/� testis, we observed two types of cells exhibiting (1) negative signals

for both REC8 and pH3, and (2) punctate signals only for pH3 (Figure 1C). The former type likely includes

mitotically arrested cells (negative in Figure 1C), whereas the latter type is mitotic cells (mitotic in Fig-

ure 1C); the antibody we used exhibits punctate signals in the G2 phase (Hayashi-Takanaka et al.,

2009). The majority of cells were classified as negative at E13.5 (97.1%), E14.5 (97.7%), and E15.5

Figure 1. Continued

the classification at E13.5, E14.5 and E15.5. The bar graph is composed of negative (REC8-/pH3-: including mitotic arrest, orange), mitotic (REC8-/pH3+,

white), meiotic (REC8+/pH3-, purple), and abnormal (REC8+/pH3+, blue). Scale bars: 1 mm.

(D) Flow cytometric analysis of germ cells obtained from wild-type testes at E13.5 and E14.5. Cells were stained with anti-NANOS2 and anti-Ki67 antibodies.

The blue dashed lines indicate the threshold of NANOS2 signal (see also Figures S2 and S3). The red dashed lines indicate the threshold of Ki67 signal.

According to NANOS2 signal intensities, plots were aligned from left to right to reflect germ cell development. Each plot indicates a biological sample.

Three biological replicates are shown for both E13.5 and E14.5. The table below the plots indicates the percentage of cells plotted on each I-IV region.
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(97.6%) (Figure 1C), suggesting that mitotic arrest was initiated by E13.5, as previously reported (Western

et al., 2008).

We next examined NANOS2�/� germ cells. In addition to negative and mitotic cells, NANOS2�/� germ

cells consisted of (3) REC8-single-positive cells and (4) REC8 and pH3-double-positive cells (Figure 1C). The

former type is most likely meiotic cells (meiotic in Figure 1C), whereas the latter type was never observed

among normal male and female germ cells (Figures 1C and S1). It may be abnormal or dying cells (abnormal

in Figure 1C). Based on quantification analysis, the difference between NANOS2+/� and NANOS2�/� germ

cells was already evident at E13.5; 24.2% of cells were classified as meiotic or mitotic, although 75.8% of

NANOS2�/� germ cells were REC8/pH3-double-negative (negative) (Figure 1C). This raised the possibility

that NANOS2 functions not only in the maintenance of mitotic arrest but also in its initiation. Importantly,

the proportion of REC8/pH3-double-negative cells did not greatly increase at E14.5 (79.1%). However, it

decreased to 56.5% at E15.5 and that of mitotic cells increased (Figure 1C), which is accompanied by

the reduction of abnormal cells probably due to the apoptotic cell death.

Although the spreading method is useful to examine the characteristics of each single cell, it may not be

accurate to classify cell cycle populations due to the loss of cells and spreading of nuclear components dur-

ing M phase. To further examine cell cycle states more precisely, we stained germ cells with antibodies

against NANOS2, GCNA, and Ki67, and analyzed their signal intensities by fluorescence-activated cell sort-

ing (FACS) at E13.5 and E14.5. Owing to the variation in developmental timing, the results varied at these

stages among samples: approximately 20% of cells were identified as germ cells based on the expression

of germ cell markers GCNA and NANOS2 in the testes, and the number of NANOS2-positive cells grad-

ually increased with development (Figures S2 and S3). Of note, NANOS2 was detected in the Ki67-positive

mitotic cells, suggesting that NANOS2 expression begins prior to the downregulation of Ki67 (Figure 1D).

Once NANOS2 was expressed, Ki67 was strongly reduced, supporting the idea that NANOS2 is involved in

the initiation of cell cycle arrest.

Characterization of gonadal cell types and their sexual properties based on scRNA-seq data

During embryonic germ cell development, the cell cycle status dynamically changes (Western et al., 2008;

Miles et al., 2010). Upon sexual differentiation in particular, marked changes must be induced asynchro-

nously in the transition period from E12.5 to E14.5. To analyze gene expression changes in this transition

period and identify the initiation mechanism of mitotic cell cycle arrest, we analyzed the cell cycle state

and gene expression profile at single-cell resolution.

We constructed scRNA-seq libraries using E11.5 to E15.5 testes and ovaries and conducted transcriptome

analyses. As an excess cell number reduces the sequence depth per cell, we did not conduct deep

sequencing for E14.5 female library (see STAR Methods for detail). We summarized the basic information

in Figure S4, which includes cell numbers analyzed and read numbers. As we used whole gonads as mate-

rials, our data contained information for numerous cell types. The t-SNE plot analysis separated the cells

into at least 10 distinct clusters (C1 to C10 in Figure 2A). To identify the cell types of each cluster, we exam-

ined representative gene expression in each cluster (Figure S5). Several representative specific cell type

markers, such as Acta2 in C1, Dppa5a, Dppa3 and Dazl in C3, Aldh1a1 in C6, Epcam in C7, C1q genes in

C8, Rhox genes in both C3 and C9, hemoglobin genes in C10 and Fst in C11, were listed. In addition,

many genes exhibiting certain cell population-specific expression were observed, demonstrating our

scRNA-seq data to be useful to analyze the cell population in developing gonads. Using known distinct

genes as markers, we identified the germ cell population and other somatic cell populations (Figure 2B).

Importantly, we were able to observe the heterogeneity of gene expression within each cluster, especially

in C1, suggesting that more careful analysis can separate more detailed cell types. To evaluate whether our

data can be useful to analyze detailed differentiation pathways, such as sexual differentiation, we extracted

4 major cell types in the gonad: germ, supporting, interstitial/stromal, and endothelial cell populations,

Figure 2. Cell type identification in scRNA-seq data

(A) A tSNE plot for all cells. Each dot indicates a single cell. Cells are colored for each cluster.

(B) Relative expression of selected marker genes is shown. Gene names are written in italic and cell types are indicated in parentheses. Cells with high

expression are colored darker red (upper panel). The heatmap also shows the relative expression of each gene in each cell. Yellow indicates strong

expression and purple indicates weak expression. Cluster numbers are indicated below the plot (lower panel). The gene names surrounded by rectangles are

shown in the heatmap in Figure S5.

(C) tSNE plots for supporting, interstitial/stromal, endothelial or germ cells. Cells are colored by embryonic stage.
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and performed clustering analysis for each separately (Figure 2C). Based on the tSNE plot, some of the

E11.5 male supporting cells were already separated from female cells and located closer to E12.5 male cells

(Figure 2C), indicating that male-type differentiation already started via SRY. Unfortunately, Sry itself was

not called in our scRNA-seq data. Recently, however, it was reported that Sry has an additional exon down-

stream of the classical exon (Miyawaki et al., 2020). Indeed, our scRNA-seq detected many reads from exon

2 (Figure S6A). In addition to this Sry isoform, the downstream genes of SRY, Sox9 and Fgf9, were activated

in these cells (Figure S6B). As a counterpart of Fgf9, female supporting cells are known to expressWnt4 to

make an ovary (Kim et al., 2006; Jameson et al., 2012). In addition, Bmp2was identified as an essential factor

to induce female germ cell development and is expressed in female supporting cells (Miyauchi et al., 2017;

Wu et al., 2016; Yao et al., 2004; Jameson et al., 2012). We confirmed that Wnt4 and Bmp2 expression

increased in female supporting cells (Figure S6C). The interstitial/stromal cell population at later stages

(E14.5 and E15.5) was clustered based on sex, but these cells were still clustered in a similar position at

E12.5, suggesting that their sexual features were determined after the sexual differentiation of supporting

cells. The endothelial cells did not exhibit clear segregation based on sex, suggesting that they do not have

a clear sexual difference within this time window. At E11.5, germ cells from testes (male, light green) and

ovaries (female, light yellow) had almost identical properties, but after E12.5, they exhibited a clear sex-

specific differentiation trajectory (Figure 2C). These data confirm the previous report that sex determina-

tion occurs in supporting cells at E11.5 and is followed by the sexual differentiation of other cell types,

including germ cells (Jameson et al., 2012). This observation is consistent with the previous reports that

SRY activates SOX9 expression in supporting cells (Sekido et al., 2004), and these male supporting cells

promote the male-type differentiation of surrounding cells and germ cells by secreting FGF9 (Bowles

et al., 2010; Kim et al., 2006; Colvin et al., 2001; Jameson et al., 2012), whereas WNT4 and BMP2 expressed

in female supporting cells, together with RA secreted from the mesonephros, act on germ cells to promote

the female pathway (Miyauchi et al., 2017; Wu et al., 2016). Therefore, we concluded our scRNA-seq data to

be sufficiently reliable to analyze the sexual differentiation of each cell type.

The expression pattern of sex-specific genes

As we focused on germ cell properties, we evaluated the data quality by extracting the germ cell popula-

tion. We examined early sexual differentiation pathways by the expression of marker genes, Lefty1, Lefty2,

Nanos2, and Dnmt3l for the male cascade (Wu et al., 2013; Tsuda et al., 2003; Sakai et al., 2004), and Zglp1,

Stra8, Rec8, and Figla for the female cascade (Nagaoka et al., 2020; Menke et al., 2003; Bannister et al.,

2004; Liang et al., 1997) (Figure S7). Lefty1 and Lefty2 expression increased at E12.5, that of Nanos2

increased at E13.5 and that ofDnmt3l increased at E15.5 in mostly in males, whereas the increase in expres-

sion of Zglp1, Stra8, and Rec8 (from E12.5) and Figla (from E13.5) occurred mostly in females. These data

support our germ cell data being useful to analyze the sex-specific differentiation events.

Cell cycle changes during the differentiation of germ cells

To characterize the cell cycle state of each germ cell, we conducted cell cycle analysis using a previously

reported method (Macosko et al., 2015; Kashima et al., 2018). As germ cells have a specific cell cycle phase,

meiosis, we further modified the method to apply to germ cells (see STAR Methods for details). This

method enabled the visualization of each cell cycle state during germ cell differentiation. As expected,

most germ cells were mitotically active at early stages (E11.5 and E12.5) (Figure 3A). After segregation

into a sex-specific direction, cell cycle states demonstrated sex specificity. In the female trajectory, meiotic

cells accumulated from E13.5 and reached almost 100% at E15.5. In the male trajectory, unclassified cells

accumulated from E13.5 and most cells were assigned as unclassified at E14.5 (Figures 3A and 3B). E13.5 is

the time point when the cells enter G0 arrest (Western et al., 2008); therefore, we considered these unclas-

sified cells to mainly consist of G0 arrested cells (hereafter we call this group G0). This is consistent with

previous reports (Western et al., 2008; Miles et al., 2010), supporting the use of our scRNA-seq data to

analyze cell cycle regulation during germ cell development.

Nanos2 expression precedes cell cycle arrest

As shown in Figure 1D, NANOS2 expression may precede mitotic arrest. To validate this observation using

scRNA-seq data, we examined the relationship between Nanos2 expression and the cell cycle in detail.

Nanos2 expression was detected mostly in male germ cells at E13.5 and E14.5 (Figure 3C). To correlate

Nanos2 expression with the cell cycle status, we measuredNanos2 expression levels in each cell cycle state

at E13.5 (Figures 3D–3F). Nanos2 expression was not detected in G1 or G1/S but was noted in G2/M/G-

phase cells at E13.5, and when Nanos2 expression peaked, G0 population accumulated (Figure 3F). This
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Figure 3. Relationship between cell cycle arrest and Nanos2 expression

(A and B) Cell cycle estimation of germ cells. (A) shows the tSNE plot for germ cells. Cells are colored by the estimated cell cycle phase. Differentiation

directions estimated by embryonic stage and sex of each cell (refer to Figure 2C) are indicated as arrows. The quantified data are shown in (B).

(C) Relative expression ofNanos2 is shown. Cells with high expression are colored darker red. Violin plot on the right panel shows Nanos2 expression. Black

dots indicate the median in each stage.

(D) An enlarged tSNE plot to focus on E13.5-E15.5 male germ cells. Cells are colored by the estimated cell cycle stage.

(E) Relative expression of Nanos2 is visualized on the tSNE plot of (D).

(F) Violin plot for Nanos2 expression at E13.5 in each cycle phase. Black dots indicate the median in each phase.
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correlation was also visualized by pseudo-time analysis (Figure S8). These data suggest that Nanos2

expression starts before cells enter an arrested state. Although Nanos2 mRNA expression declines after

E14.5 (Figure 3E), NANOS2 protein exists for a longer period (Suzuki et al., 2016). Therefore, the arrested

state of the cell cycle can be maintained by NANOS2. These results are consistent with FACS analysis

(Figure 1D), which prompted us to further investigate the importance of NANOS2 for the induction of

cell cycle arrest.

Cell cycle regulation in Nanos2�/� cells

If NANOS2 is involved in the induction of cell cycle arrest,Nanos2�/� germ cells should fail to enter mitotic

arrest. On the other hand, our cell spreading experiment, shown in Figure 1C, and previous immunostain-

ing (Suzuki and Saga 2008; Saba et al., 2014a) revealed that a substantial proportion of Nanos2�/� germ

cells are negative for cell cycle markers. To clarify this contradiction, we next performed scRNA-seq

using Nanos2�/� testes at E13.5 and E14.5 to analyze cell cycle states in Nanos2�/� germ cells. We re-per-

formed cell cycle analyses by including scRNA-seq data of Nanos2�/� germ cells. More than 80% of

Nanos2�/�germ cells at E13.5 were not categorized as G0, similar to wild-type male germ cells at E12.5

(Figures 4A and 4B). This suggests that Nanos2�/� germ cells failed to enter the arrested stage at E13.5.

However, approximately 70% ofNanos2�/� cells were assigned to G0 at E14.5 (Figure 4B), being consistent

with previous reports (Suzuki and Saga 2008; Saba et al., 2014a) and implying that NANOS2-independent

mechanisms also function to repress cell cycle progression in male germ cells. Consistent with these cell

cycle changes in Nanos2�/� germ cells, gene enrichment analysis demonstrated cell cycle-related genes

to be highly upregulated in Nanos2�/� germ cells at E13.5; however, these terms were not listed at

E14.5 (Figure S9, Tables S1 and S2). We previously reported that RB function is active at E14.5 but not at

E15.5 in Nanos2�/� (Saba et al., 2014a). This suggests that NANOS2 expression is required to repress

the cell cycle at E13.5, but there are other mechanisms, such as RB regulation, to compensate for or func-

tion in parallel with NANOS2 for complete repression of the cell cycle.

Figure 4. NANOS2 is required for the initiation of cell cycle arrest

(A–D) tSNE plot for wild-type and Nanos2 �/� germ cells. Cells are colored by cell cycle phase in (A), and embrynic stage

and genotype in (C). The quantified data (A) are shown in (B). (D) RNA velocity was projected on the tSNE plot. Arrows

indicate directions of cell differentiation, and the strength was estimated by the expression profile of spliced and

unspliced forms of RNAs.
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AsNanos2�/� cells exhibited meiotic marker gene expression, such as STRA8 and SYCP3 (Suzuki and Saga

2008), which are widely used as female markers at embryonic stages, we expected Nanos2�/� male germ

cells to be plotted closer to the wild-type female trajectory. However, Nanos2�/� germ cells were plotted

to the male side, indicating that these cells retained male properties (Figure 4C). The UMAP plot yielded

the same result (Figure S10). To examine the cell fate ofNanos2�/� germ cells, we conducted RNA velocity

analysis, which estimates the future cell fate by analyzing unspliced nascent RNAs, enabling visualization of

the direction and strength of differentiation (La Manno et al., 2018). This analysis supported the idea that

Nanos2�/� germ cells are not feminized because the arrows of each mutant germ cell did not point to the

female side (Figure 4D).

Identification of NANOS2 targets involved in regulation of the cell cycle

We assume that NANOS2 targets are recognized by both NANOS2 and DND1 but not only by DND1

because the recognitionmotif of DND1 is U-rich sequences, which are observed in many transcripts (Yamaji

et al., 2017). Therefore, to understand themechanism of NANOS2-mediated cell cycle arrest, it is important

to identify the NANOS2 targets involved in cell cycle regulation. As NANOS2 localizes only in the cyto-

plasm, we expected NANOS2 to suppress spliced transcripts but not unspliced transcripts (Figure S11A).

Therefore, we focused on genes exhibiting expression changes only in spliced transcripts to identify

possible direct targets of NANOS2. For this purpose, we examined gene expression changes in spliced

and unspliced transcripts separately using our scRNA-seq data. To analyze the expression changes of un-

spliced transcripts, we calculated the expression value of unspliced transcripts from UMI counts, which

were counted during the estimation of RNA velocity (see STAR Methods for details). We first identified

differentially expressed genes (DEGs) of spliced transcripts in Nanos2�/� male germ cells at E13.5 and

E14.5 and extracted 834 and 1,678 DEGs, respectively (Tables S3 and S4). This population also contained

transcriptionally regulated genes. To obtain only post-transcriptionally regulated genes, we selected

genes without expression changes in unspliced transcripts (nDEGs). As the number of UMIs for unspliced

transcripts was limited (Figure S12), most genes were identified as unchanged. However, we identified 743

and 1,358 gene candidates at E13.5 and E14.5, respectively, and 319 genes were shared between gene lists

(Figure 5A and Table S5). Among 319 shared genes, 187 and 111 were consistently up- or downregulated in

Nanos2�/� germ cells between E13.5 and E14.5 (Figure 5B and Table S6).

To identify gene candidates involved in cell cycle arrest, we searched for genes exhibiting expression dif-

ferences between G0 (arrested) and mitotically active cells at E13.5 in wild-type male germ cells. Among

187 upregulated genes in Nanos2�/� germ cells, 76 were suppressed in wild-type arrested cells, and

among 111 downregulated genes, 21 were activated in wild-type arrested cells (Figure 5C and Table

S9). We reasoned that NANOS2 target genes exhibit correlated gene expression changes with Nanos2

expression during male germ cell differentiation. Thus, we conducted pseudo-time analysis for the ob-

tained gene candidates (Trapnell et al., 2014; Qiu et al., 2017a). In this analysis, male germ cells were

aligned to make a single-direction trajectory, enabling gene expression changes along cell differentiation

to be visualized (Figure 5D). By selecting genes exhibiting expression changes just after Nanos2 expres-

sion, we obtained 25 and 7 genes as candidates being suppressed and activated by NANOS2, respectively

Figure 5. Identification of target gene candidates suppressed by NANOS2

(A) Venn diagrams comparing nDEGs of unspliced forms and DEGs of spliced forms inNanos2 �/� germ cells at E13.5 (left) and E14.5 (right). In total, 743 and

1,358 genes were listed as spliced form-specific DEGs in E13.5 and E14.5, respectively, and 319 genes were shared.

(B) The scatterplot to compare the log2 fold change inNanos2 �/� samples at E13.5 (y axis) and E14.5 (x axis). Upregulated genes in the KO both at E13.5 and

E14.5 (Up-genes) are colored in yellow and downregulated genes in the KO (Down-genes) are colored in green. Red dashed lines were drawn at 0.

(C) The gene expression of 187 upregulated genes identified in (B) in G0 arrested (x axis) and mitotic (y axis) male germ cells at E13.5 is shown. Average

expression levels were calculated for each condition and plotted. Light blue dots were suppressed and orange dots were activated in G0 cells. The number

of cells used for average calculation is indicated in parentheses on each axis.

(D) The gene expression patterns of the 76 obtained gene candidates suppressed by NANOS2 along the developmental pseudo-time of male germ cells.

The point when Nanos2 expression started is indicated as a vertical line. Genes surrounded by a red rectangle exhibited downregulation just after Nanos2

expression.

(E) The expression changes of identified genes in (D) inNanos2 �/� (red) and Ddx6 �/� (orange) male germ cells at E16.5. The log2 fold changes are shown as

bar graph. The red under line indicates differentially expressed genes in both Nanos2�/� and Ddx6�/�. ***p < 0.001, **p < 0.01 and *p < 0.05 (Wald test).

(F) The expression changes of NANOS2 target candidates, Rheb, Anp32b, and Ptma, which showed significant changes only in the spliced form at E13.5 and

E14.5. Red underlines indicate mTORC1-related genes (see Figure 6 for details). Black dots indicate the median. ***p < 0.001 (Wilcoxon rank-sum test). The

p value for each spliced and unspliced transcripts are as follows; Rheb 5.83 3 10�25 (E13.5, spliced), 0.958 (E13.5, unspliced), 5.01 3 10�28 (E14.5, spliced),

and 0.0842 (E14.5, unspliced); Anp32b 1.51 3 10�12 (E13.5, spliced), 0.939 (E13.5, unspliced), and 3.97 3 10�29 (E14.5, spliced), 0.309 (E14.5, unspliced) and

Ptma 2.96-30 (E13.5, spliced), 0.0630 (E13.5, unspliced), 3.97 3 10�29 (E14.5, spliced), and 0.110 (E14.5, unspliced).
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(Figures 5D and S13). As the main function of NANOS2 is the suppression of target genes, we further

focused on the 25 suppressed candidates.

To identify more reliable targets, we used our previous data set obtained fromDdx6-KO germ cells (Shimada

et al., 2019). NANOS2 and DDX6 colocalize to processing bodies in which RNA may be suppressed. As

NANOS2 suppresses the cell cycle in a DDX6-dependent manner (Shimada et al., 2019), we expected

commonly upregulated genes in both Nanos2�/� and Ddx6�/� germ cells include candidates involved in

cell cycle regulation. To obtain such genes, we re-purposed RNA-seq data obtained from E16.5 inNanos2�/�

andDdx6�/� germ cells (Shimada et al., 2019). We found 7 genes, Rheb,Anp32b, Ptma,Hells,Naa50, Papola,

andGlud1, whose expression was significantly upregulated in bothNanos2�/� and Ddx6�/� germ cells (Fig-

ure 5E). Among them, only spliced transcripts of Rheb, Anp32b, and Ptma were upregulated in Nanos2�/�

germ cells (Figures 5F and S11B). Importantly, all 3 genes are involved in cell proliferation (Bianco and Mon-

tano 2002; Vareli et al., 1996; Sun et al., 2001; Yang et al., 2016; Hao et al., 2018; Sancak et al., 2008). We

concluded these 3 genes to be strong candidates of NANOS2 targets involved in cell cycle regulation.

NANOS2 directly suppresses target candidates in cultured cells

NANOS2 was reported to repress mTORC1 activity in spermatogonial stem cells (Zhou et al., 2015), and

RHEB is an activator of mTORC1 (Sancak et al., 2008; Hao et al., 2018). In addition, Akt can activatemTORC1

via the inhibition of TSC function and ANP32B is known to activate Akt (Skeen et al., 2006; Inoki et al., 2002;

Yang et al., 2016) (Figure 6A). Therefore, we expected that NANOS2 suppresses mTORC1 activity via the

suppression of Rheb and Anp32b, and this repression may function in cell cycle arrest. To test this possi-

bility, we first examined mTORC1 activity using phosphorylated ribosomal protein S6 signals (pS6), a key

output of mTORC1 signaling, and Ki67 as a marker of the active cell cycle in Nanos2+/� and Nanos2�/�

testes. In Nanos2+/� testes, no germ cells exhibited positive signals for pS6 or Ki67 at E15.5. In contrast,

approximately 15% of Nanos2�/� germ cells had strong pS6 signals (Figure 6B), confirming that mTORC1

signaling was suppressed under the control of NANOS2. Among the pS6-positive germ cells, approxi-

mately 65% exhibited Ki67 signals, whereas only 9% of pS6-negative cells had Ki67 signals (Figure 6B), sug-

gesting a strong correlation between cell cycle progression and mTORC1 activity in male germ cells.

Next, we conducted RNA-IP analysis to assess whether NANOS2 directly regulates these candidate mRNAs.

As the germ cell number is limited in the testes, we utilized a cultured cell system with NIH3T3 cells devel-

oped in our laboratory in which cell cycle arrest can be induced upon doxycycline (Dox)-inducible NANOS2

and DND1 expression. In this system, 3xFlag-tagged NANOS2 and its essential partner, HA-tagged DND1,

are induced by the addition of Dox, and NANOS2 target RNAs should be co-precipitated using anti-FLAG

antibody. We confirmed that DND1 was co-precipitated with NANOS2 by anti-FLAG antibody (Figure S14A)

and all three genes, Anp32b, Rheb, and Ptma are expressed in NIH3T3 cells according to scRNA-seq data

(the data were downloaded from the homepage of 10 x Genomics) (Figure S14B). Therefore, we reasoned

that NANOS2 expressed in cultured cells can interact with endogenously expressed mRNA. We used Actb

as a negative control. Although Actb may be bound by DND1 (Yamaji et al.), it was not precipitated or

repressed by NANOS2-DND1. Co-precipitated RNAs were quantified by RT-qPCR. Compared with the

negative control Actb, Rheb, and Ptma were enriched in the IP sample (Figure 6C), indicating that Rheb

and Ptma are possible direct targets of NANOS2.

Lastly, to examine the effects of NANOS2 on the bound RNAs, we conducted NANOS2 functional analyses

using this cultured cell system.We previously reported that NANOS2 regulatesDazl expression by binding to

its 30UTR (Kato et al., 2016). Thus, we expected these candidates to also be regulated through the binding of

NANOS2 to their 30UTR. We cloned the 30UTR of gene candidates into a dual-fluorescence reporter vector

(Figures S15A and S15B), in which mCherry serves as an internal control and EmGFP reports the activity of

the 30UTR of target RNAs. In the absence of NANOS2 and DND1 (DMSO treatment), EmGFP containing

the candidate 30UTR did not exhibit significant expression reduction compared with Actb control 30UTR (Fig-

ure S15C). In contrast, in Dox-treated cells, all constructs (containing the 30-UTR of Rheb, Ptma, or Anp32b)

exhibited significant downregulation comparable with the repression level of theDazl 30UTR (Figure 6D), sug-

gesting that NANOS2 suppresses the expression of these genes in a 30UTR-dependent manner.

DISCUSSION

Arrest of the cell cycle is known as the first step of male-type differentiation in germ cells. It was previously

suggested that NANOS2 repressesDazl to maintain cell cycle arrest by regulating RA responsiveness (Kato
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et al., 2016). However, we revealed that Dazl is not the sole target of NANOS2 to stop the cell cycle, and

scRNA-seq confirmed that NANOS2 plays a role in both the maintenance and initiation of cell cycle arrest.

In this regard, we identified additional targets, Rheb and Anp32b, which function in the mTORC pathway

separately from DAZL (Figure 7). Although Anp32b was not significantly enriched in the IP sample, it ex-

hibited spliced form-specific expression changes in Nanos2�/� cells (Figure 5) and 30UTR-dependent

Figure 6. NANOS2 suppresses mTORC1 activity via the suppression of its activators

(A) A scheme of the regulatory pathway for mTORC1 activation. ANP32B and RHEB can activate mTORC1, and their mRNA expression is suppressed under

the control of NANOS2 in male germ cells.

(B) Immunofluorescence analyses of testes from Nanos2+/� and Nanos2 �/� at E15.5 using the active mTORC1 marker pS6, germ cell marker CDH1 and

active cell cycle marker Ki67. Yellow arrowheads indicate pS6 and Ki67 double-positive cells. The quantified bar plot is shown on the right. White indicates

the total population of pS6-positive germ cells and red indicates pS6 and Ki67 double-positive germ cells. Four independently prepared samples were

analyzed. *p < 0.05 (t test). Scale bar = 20 mm

(C) RNA-IP experiments conducted using the cell culture system (see STAR Methods for details). Data are represented as mean with SD. The endogenous

mRNAs were detected using RT-qPCR. n = 5. **p < 0.01 and *p < 0.05 (Dunnett’s test).

(D) The relative expression value of Emgfp is shown. The Emgfp value was normalized by the mCherry value, and the relative value to the Actb 30UTR was

calculated. Data are represented as mean with SD. **p < 0.01 and *p < 0.05 (Dunnett’s test).
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downregulation by NANOS2 (Figure 6D), suggesting that it is recruited to P-bodies by other mechanisms

and repressed in a similar manner to NANOS2 targets. NANOS2 was previously reported to suppress

mTORC1 activity by anchoring MTOR protein in P-bodies in spermatogonial stem cells (Zhou et al.,

2015). This report and our current study suggest that NANOS2 can regulate mTORC1 activity in multiple

ways. However, we observed positivity of the active mTORC1 marker pS6 in some Nanos2�/� germ cells.

Thus, there may be another pathway to mediate the effects of NANOS2. As one candidate, we identified

Ptma as a NANOS2 target. PTMA is ubiquitously expressed in mice (Eschenfeldt and Berger 1986) and its

expression is regulated by E2Fs (Vareli et al., 1996). Inhibition of Ptma by antisense oligomers prevents cell

division (Sburlati et al., 1991). As mTORC1 activity promotes Cyclin D1 protein expression (Averous et al.,

2008), which activates E2F function via the inhibition of RB1 (Resnitzky and Reed 1995), Ptma may be sup-

pressed both transcriptionally (mTORC1-dependent) and post-transcriptionally (mTORC1-independent)

under the control of NANOS2. PTMA expression peaks at around the late S or G2 phase (Vareli et al.,

1996); therefore, it is expected to function at these cell cycle phases. Taken together, NANOS2 may regu-

late different cell cycle regulatory machineries at different cell cycle phases to effectively suppress the cell

cycle (Figure 7).

Our study also suggested that a NANOS2-independent mechanism suppresses the cell cycle (Figures 4A

and 4B). In our previous report, p38 MAPK signaling was identified as a NANOS2-independent pathway to

suppress RA signaling (Wu et al., 2015). The p38MAPK pathway is activated by numerous extracellular stim-

uli and is considered to lead to mitotic arrest in male germ cells (Ewen et al., 2010). Although we were un-

able to demonstrate a relationship between NANOS2 and p38MAPK, it is a candidate cascade to suppress

the cell cycle in parallel with NANOS2.

In addition to cell cycle regulation, NANOS2 represses meiotic initiation by repressing STRA8, keeps germ

cells in the seminiferous tubules and, importantly, promotes male-type gene expression (Saba et al., 2014a;

Suzuki and Saga 2008). We believe that other NANOS2 targets function in these important events. Based

on our pseudo-time expression data, many other genes are downregulated just after Nanos2 expression.

However, there may not be a single responsible gene, as demonstrated for cell cycle regulation, which

makes further functional analyses difficult.

Figure 7. Gene network for cell cycle regulation during male germ cell development

Schematic drawing of the model proposed in this and previous studies. In the absence of NANOS2, DAZL, and STRA8 are

upregulated and both mitotic and meiotic pathways are promoted. Dazl was identified as the direct target of NANOS2

and DAZL may increase RA responsiveness. The forced expression of DAZL promotes both mitotic and meiotic pathways

(Kato et al., 2016). Double KO of NANOS2 and STRA8 represses only the meiotic pathway not the mitotic pathway (Saba

et al., 2014a). Our dKO study revealed that Dazl is not the sole target of NANOS2 responsible for cell cycle regulation.

NANOS2 also downregulates mTORC1 activity via the suppression of its activator(s), Rheb, Amp32b. This results in the

downregulation of CyclinD1 and activates RB1, which suppresses E2F function. As an independent pathway, NANOS2

may also suppress Ptma.
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Apart from NANOS2 function, our scRNA-seq data are useful to analyze the sex determination mecha-

nism of germ cells occurring between E11.5 and E12.5 in male gonads. Although the genetic cascades

leading to the sexual differentiation of somatic cells are well studied, somatic factors to induce male

germ cell determination have not been identified. As our data include whole gonad information and

we confirmed that sexual differentiation starts earlier in supporting cells than in germ cells (Figure 2C),

further studies focusing on the signal transduction pathways are expected to clarify causative reciprocal

interactions.

Although we focused only on genes repressed by NANOS2 associated with cell cycle arrest in this study,

scRNA-seq identified many genes that are upregulated following NANOS2 expression. As the major

function of NANOS2 is considered to be the repression of gene expression, such upregulation may be a

secondary effect. Further functional analyses will delineate a gene network by which male germ cell differ-

entiation is orchestrated.

Limitations of the study

By the analysis of single-cell RNA-seq data, we concluded that NANOS2 acts as a potent cell cycle

repressor. Although we identified possible target RNAs that could suppress mTORC1 pathway leading

to cell cycle arrest, the functional relevancy is still unknown. Since NANOS2 may suppress many RNAs

together, it would be difficult to clarify the cause of phenotype by focusing single gene. In addition, the

function of NANOS2 is not limited for repressing cell cycle. NANOS2 is a major male promoting factor,

but the mechanism is currently unknown. The identification of key targets of NANOS2 and decoding those

contributions to each phenotype are critically important to understand the mechanism of male-type differ-

entiation of germ cells in mammal.

Materials and data availability

All unique/stable reagents generated in this study are available from the lead contact with a completed

Materials and Transfer Agreement.

The scRNA-seq data generated during this study are included in this article (and its supplementary infor-

mation files). Sequence data were deposited in the DNA Data Bank of Japan: DRA011172.
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REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

Rat Anti-GCNA (IF, 1:4000) A gift from Dr. Nishimune

(Tanaka et al., 1998)

N/A

Rabbit Anti-REC8 (IF, 1:100) A gift from Dr. Ishiguro

(Ishiguro et al., 2011)

N/A

Mouse Anti-phospho-histone H3 (ser10) A gift from Dr. Kimura

(Hayashi-Takanaka et al.,

2009)

N/A

Goat Anti-Human/Mouse E-Cadherin Antibody

(IF, 1mg/ml)

R&D Cat#AF748; RRID: AB_355568

Rabbit Anti-DNMT3L (IF, 1:500) A gift from Dr. Yamanaka N/A

Mouse Anti-NANOS2 (IF, 1:200) Suzuki et al. (2007) N/A

Rabbit Anti-STRA8 antibody (IF, 1:200) abcam Cat#ab49602; RRID: AB_945678

Rabbit Anti-Ki-67 Recombinant Monoclonal

Antibody (SP6) (IF, 1:200)

Invitrogen Cat#MA5-14520; RRID: AB_10979488

Rat Anti-Ki67 Monoclonal Antibody (SolA15) (IF, 1:100) Invitrogen Cat#14-5698-82; RRID: AB_10854564

Mouse Anti-phospho-histone H3 (ser10) (IF, 1:200) Millipore Cat#06-570; RRID: AB_310177

Rabbit Anti-phospho-S6 Ribosomal Protein

(Ser235/236) (IF, 1:200)

Cell Signaling Technology Cat#2211; RRID: AB_331679

Mouse Anti-ACTB (WB, 1:1000) Sigma-Aldrich

Rabbit Anti-DND1 (WB, 1:1000) A gift from Dr. Suzuki

(Suzuki et al., 2016)

N/A

Mouse Anti-FLAG M2 Monoclonal HRP-

conjugated (WB, 1:5000)

Sigma-Aldrich Cat#A8592; RRID: AB_439702

Donkey Anti-Rat IgG Alexa 488 (IF, 1:1000) Invitrogen Cat#A-21208; RRID: AB_2535794

Donkey Anti-Rat IgG Alexa 594 (IF, 1:1000) Invitrogen Cat#A-21209; RRID AB_2535795

Donkey Anti-Mouse IgG Alexa 594 (IF, 1:1000) Invitrogen Cat#A32744; RRID: AB_2762826

Donkey Anti-Goat IgG Alexa 488 (IF, 1:1000) Invitrogen Cat#A32814; RRID: AB_2762838

Donkey Anti-Rabbit IgG Alexa 594 (IF, 1:1000) Invitrogen Cat#A-21207; RRID: AB_141637

Donkey Anti-Mouse IgG Alexa 588 (IF, 1:1000) Invitrogen Cat#A32766; RRID: AB_2762823

Donkey Anti-Rabbit IgG Alexa 647 (IF, 1:1000) Invitrogen Cat#A32795; RRID: AB_2762835

Donkey Anti-Rabbit IgG Alexa 594 (IF, 1:1000) Invitrogen Cat#32754; RRID: AB_2762827

Donkey Anti-Mouse IgG Alexa 647 (IF, 1:1000) Invitrogen Cat#A32787; RRID: AB_2762830

Donkey Anti-Rat IgG Alexa 488 (IF, 1:1000) Invitrogen Cat#A32790; RRID: AB_2762833

Goat Anti-Rabbit IgG HRP-conjugated (WB, 1:3000) Cell Signaling Technology Cat#7074; RRID: AB_2099233

Horse Anti-mouse IgG HRP-conjugated (WB, 1:3000) Cell Signaling Technology Cat#7076; RRID: AB_330924

Bacterial and Virus Strains

E.coli Strain DH10B NEB Cat#C3019

Chemicals, Peptides, and Recombinant Proteins

M2 medium Sigma-Aldrich Cat#M7176

Trypsin-EDTA (0.5%), no phenol red Gibco Cat#15400054

DMEM Gibco Cat#12430054

Penicillin-Streptomycin (5000U/ml) Gibco Cat#15140122
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Continued

REAGENT or RESOURCE SOURCE IDENTIFIER

FBS HyClone/Cytiva Cat#SH30070.03

Triton X-100 Sigma-Aldrich Cat#T9284

Tissue-Tek O.C.T. Compound Sakura Finetek Cat#4583

Target Retrieval Solution (10x) Dako Cat#S1699

Tween 20 Sigma-Aldrich Cat#P9416

CellStain DAPI (4’, 6’-Diamidino-2-phenilindole

Dihydrochloride)

FUJI FILM Cat#342-07431

Bovine Serum Albumin Sigma-Aldrich Cat#A7030

Lipofectamine2000 Thermo Fisher Scientific Cat#11668019

Opti-MEM | Reduced Serum Media Thermo Fisher Scientific Cat#319085070

Doxycyclin hyclate Sigma-Aldrich Cat#D9891

Recombinant RNase inhibitor Takara Bio Cat#2313

cOmplete Mini, EDTA-free Protease Inhibitor Roche Cat#4693159001

Nonidet P40 Nakarai Cat#23640-94

Anti-FLAG-M2 affinity gel Sigma-Aldrich Cat#A2220

RNAiso Plus Takara Bio Cat#9190

Critical Commercial Assays

NEBuilder HiFi DNA Assembly Master Mix NEB Cat#E2621

Chromium Single Cell 3’ Reagent Kit v2 10x Genomics Cat#PN-120237

RNeasy Mini Kit QIAGEN Cat#74104

Super script IV Thermo Fisher Scientific Cat#18090050

KAPA SYBR Fast qPCR kit KAPA Biosystems Cat#KK4618

Deposited Data

Raw sequence data of scRNA-seq data This paper DNA Data Bank of Japan: DRA011172

RNA-seq of Nanos2-KO male germ cells and

Ddx6-cKO

Shimada et al. (2019) DNA Data Bank of Japan: DRA007505

Data set of scRNA-seq for NIH-3T3 10x Genomics https://www.10xgenomics.com/resources/datasets?query=

&page=1&configure%5Bfacets%5D%5B0%5D=chemistry

VersionAndThroughput&configure%5Bfacets%5D%5B1%5D=

pipeline.version&configure%5BhitsPerPage%5D=500

Experimental Models: Cell Lines

NIH/3T3 ATCC CRL-1658

ciN2D1-3T3 Hirano et al., in revision N/A

Experimental Models: Organisms/Strains

Mouse: MCH CLEA Japan N/A

Mouse: floxed-Dazl: Dazltm2a(KOMP)Wtsi Fukuda et al. (2018) N/A

Mouse: Oct4dPE-CreERT2 A gift from Dr. Suzuki N/A

Mouse: Nanos2-KO Tsuda et al. (2003) N/A

Mouse: Nanos2-mCherry Wright et al. (2021) N/A

Oligonucleotides

Primers for genotyping and RT-qPCR See Table S11 N/A

Recombinant DNA

CS-dual-EmGFP This study N/A

CS-dual-EmGFP-Actb 3’UTR This study N/A

CS-dual-EmGFP-Dazl 3’UTR This study N/A

(Continued on next page)

ll
OPEN ACCESS

iScience 24, 102890, August 20, 2021 19

iScience
Article

https://www.10xgenomics.com/resources/datasets?query=&amp;page=1&amp;configure%5Bfacets%5D%5B0%5D=chemistryVersionAndThroughput&amp;configure%5Bfacets%5D%5B1%5D=pipeline.version&amp;configure%5BhitsPerPage%5D=500
https://www.10xgenomics.com/resources/datasets?query=&amp;page=1&amp;configure%5Bfacets%5D%5B0%5D=chemistryVersionAndThroughput&amp;configure%5Bfacets%5D%5B1%5D=pipeline.version&amp;configure%5BhitsPerPage%5D=500
https://www.10xgenomics.com/resources/datasets?query=&amp;page=1&amp;configure%5Bfacets%5D%5B0%5D=chemistryVersionAndThroughput&amp;configure%5Bfacets%5D%5B1%5D=pipeline.version&amp;configure%5BhitsPerPage%5D=500
https://www.10xgenomics.com/resources/datasets?query=&amp;page=1&amp;configure%5Bfacets%5D%5B0%5D=chemistryVersionAndThroughput&amp;configure%5Bfacets%5D%5B1%5D=pipeline.version&amp;configure%5BhitsPerPage%5D=500


RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources and reagents should be directed to and will be fulfilled by

the lead contact, Yumiko Saga (ysaga@nig.ac.jp).

Materials availability

All unique/stable reagents generated in this study are available from the Lead Contact with a completed

Materials and Transfer Agreement.

Data availability

Raw data sequence data generated in this study and previous study (Shimada et al., 2019) were

publicly available. Accession numbers are listed in the key resources table. The scRNA-seq data for

NIH/3T3 cells were available from the homepage of 10x Genomics. URL were listed in the key resources

table.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Animals

All mouse experiments were approved by the National Institute of Genetics (NIG) Institutional Animal Care

and Use Committee. Mice were housed in a specific pathogen-free animal care facility at NIG. To recover

embryonic samples, we crossed reproductively active female (8-20 weeks-old) with over 8 weeks-old male

mice. For the analysis of Nanos2-KO, Nanos2 KO (Tsuda et al., 2003) or Nanos2-mCherry (Wright et al.,

2021) mice lines were used. The embryos were collected from pregnant female at E13.5, E14.5 and

E15.5. To generate Dazl-cKO embryo, floxed-Dazl (Fukuda et al., 2018) homozygous female were crossed

with floxed-Dazl;Oct4dPE-Cre-ERT2 (provided by A. Suzuki, Yokohama National University) male mice and

500 ml of 10 mg/ml tamoxifen (Sigma-Aldrich, T5648) was intraperitoneally injected to pregnant female at

E12.5 and collected sample at E15.5. For scRNA-seq analysis, MCH (provided by CLEA Japan, Inc.) females

were crossed with male and embryos were collected at E11.5, E12.5, E13.5, E14.5 and E15.5. Whenever

possible, each mutant mouse was compared to control littermates or age-matched non-littermates from

the same colony. All mice were handled and propagated in accordance with the guidelines of the National

Institute of Genetics (NIG), and all experimental procedures were approved by the Committee for Animal

Care and Use of NIG.

Continued

REAGENT or RESOURCE SOURCE IDENTIFIER

CS-dual-EmGFP-Rheb 3’UTR This study N/A

CS-dual-EmGFP-Anp32b 3’UTR This study N/A

CS-dual-EmGFP-Ptma 3’UTR This study N/A

Software and Algorithms

ImageJ/Fiji ver. 2.1.0/1.53c Schindelin et al. (2012) https://imagej.net/software/fiji/

ApE- A plasmid Editor v2.0.61 M. Wayne Davis https://jorgensen.biology.utah.edu/wayned/ape/

Cellranger 10x Genomics https://support.10xgenomics.com/single-cell-gene-

expression/software/overview/welcome

R ver. 3.6.2 R Core Team (2019) https://www.r-project.org/

R studio RStudio Team (2018) https://www.rstudio.com/

Python 3.7.3 Van Rossum and Drake

(2009)

https://www.python.org/downloads/

Seurat v2.3.4 Butler et al. (2018) https://satijalab.org/seurat/

monocle v2.14.0 Trapnell et al. (2014),

Qiu et al., 2017a, 2017b

http://cole-trapnell-lab.github.io/monocle-release/

Velocyto La Manno et al. (2018) http://velocyto.org/
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Cell lines

In this study, we used the Dox-inducible NANOS2-DND1 NIH-3T3 cell line (ciN2D1-3T3), which was estab-

lished in our laboratory using the piggyBac transposon system (Hirano et al., manuscript in preparation).

ciN2D1-3T3 were cultured in high-glucose DMEM (Thermo) containing 10% FBS and Pen Strep (Gibco).

METHOD DETAILS

Preparation of germ cell spreads

Germ cell spreads were prepared from E13.5 to E15.5 testes and E15.5 ovaries. Gonads were collected in

700 ml of M2 medium, passed through an 18-G needle and washed with PBS. The samples were incubated

with 1 mg/ml of collagenase Type I (Invitrogen) at 37�C for 15-30 min, washed with PBS and incubated with

0.15% Trypsin-EDTA for 1 min at 37�C. After washing with 500 ml of DMEM containing 10% (v/v) FCS and

with PBS, hypotonic buffer (30 mM Tris-HCl (pH 7.5), 50 mM sucrose, 17 mM trisodium citrate dehydrate,

5 mM EDTA, 0.5 mM DTT and 0.5 mM PMSF) was added and incubated for 30 min at room temperature

(RT). After spinning for 3 min at 400 3 g, cells were resuspended in 100 mM sucrose containing 1 mM so-

dium hydroxide. The cell suspension was spread on slide glasses with 1% PFA containing 0.5% Triton X-100.

Slide glasses were placed in a humidified slide chamber and incubated at 37�C overnight and then sub-

jected to the immunostaining procedure. The spread germ cells were reacted with primary antibodies

overnight at 4�C at the following dilutions: 1:4,000 for rat anti-GCNA (a gift from Dr. Nishimune) (Tanaka

et al., 1998), 1:100 for rabbit anti-REC8 (a gift from Dr. Ishiguro, Kumamoto University) (Ishiguro et al.,

2011) and 1:200 for mouse anti-phospho-histone H3 (ser10) (a gift from Dr. Kimura, Osaka University) (Hay-

ashi-Takanaka et al., 2009). Secondary antibodies labeled with Alexa Fluor 488, 594 or 647 (1:1,000, Thermo

A21209, A32790 and A32787) were used. DNA was counter-stained with DAPI (100 ng/ml). Fluorescence

microscopy was performed using Olympus FV1200.

Gonad sample preparation and immunostaining

Embryonic gonads were fixed in 4% PFA for 30 min at 4�C. Gonads were next submerged in 10 and 20%

sucrose in PBS for 1 h each at 4�C, and in 30% sucrose in PBS overnight at 4�C. The gonads were then

embedded in Tissue-Tek O.C.T. compound (Sakura Finetek) and frozen in liquid nitrogen. Six-micro-

meter-thick sections of each gonad were applied to glass slides and autoclaved in TRS (Dako). After

pre-incubation with 3% skim milk in PBS-T (PBS with 0.1% Tween20 (Sigma-Aldrich)) at RT for 30 min, the

sections were reacted with primary antibodies overnight at 4�C at the following dilutions: 1:200 for mouse

anti-phospho-histone H3 (ser10) (1:200, Sigma-Aldrich, 06-570), goat anti-CDH1 (1mg/ml, R&D, AF748),

rabbit anti-DNMT3L (1:500, provided by Dr. Yamanaka), rabbit anti-STRA8 (1:200, abcam #ab49602), rabbit

anti-Ki67 (1:200, Invitrogen #MA5-14520), rat anti-Ki67 (1:100, Invitrogen AB_10854564) and anti-pS6 (1:200,

CST #2211). Secondary antibodies labeled with Alexa 488, 594 or 647 (1:1,000, Invitrogen A21207, A21208,

A21209, A32766, A32814, A32754, A32744 and A32795) were used. DNA was counter-stained with DAPI

(100 ng/ml). Fluorescence microscopy was performed using Olympus FV1200 and images were processed

with ImageJ/Fiji (Schindelin et al., 2012).

Flow cytometry

Single-cell suspensions were prepared from testes from E13.5 and E14.5 embryos by incubation with 0.15%

trypsin-EDTA at 37�C for 5 min, and then washed with DMEM containing 0.5% BSA (wash medium). After

discarding the supernatant, cells were fixed in 100 ml of 4% PFA for 10 min at RT, followed by the addition of

900 ml of cold 100% EtOH and incubated at 4�C overnight. After spinning down for 5 min at 400 3 g, cells

were washed with wash medium and reacted with primary antibodies for 1 h at RT at the following dilutions:

mouse anti-NANOS2 (1:200, (Suzuki et al., 2007)), rabbit anti-Ki67 (1:200, Invitrogen #MA5-14520) and rat

anti-GCNA (1:4,000, a gift from Y. Nishimune, Osaka University). Then, cells were washed with wash me-

dium and reacted with secondary antibodies labeled with Alexa Fluor 488, 594 or 647 (1:1,000, Invitrogen

A32766, A21209 and A32795) for 30 min at RT. Next, washed cells were re-suspended in 0.1% BSA-contain-

ing PBS and analyzed by a JSANDesktop Cell Sorter or SH800 (SONY). The data were visualized using flow-

Core package (Ellis et al., 2019).

Single-cell RNA-seq

Single-cell suspensions were prepared from 6-26 gonads from E11.5-E15.5 embryos by incubation with

0.15% trypsin-EDTA at 37�C for 5-10 min. The E11.5 embryos were genotyped to determine the sex using

primers to detect Ube1, as described in a previous report (Chuma and Nakatsuji 2001). After incubation,
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wash medium was added to inhibit trypsin and cells were filtered through a 35-mm sieve (BD

Bioscience). Cells were re-suspended in DMEM containing 10% FBS and the cell density was adjusted

to 1.03106 cells/ml. We aimed to load 3,000 cells on the Chromium� Controller (10x Genomics Inc.)

and constructed the scRNA-seq libraries using Chromium� Single Cell 3’ Reagent Kits v2 following the

manufacturer’s instructions. Each library was read at a depth of 1 million per sample for cell number esti-

mation and 100 million per sample for analysis using Hiseq2500. After cell number estimation, we found

that the library derived from E14.5 ovarian cells contained over 10,000 cells. This may have been due to a

technical issue. As an excessive cell number reduces the sequence depth per cell, we did not conduct

deep sequencing for the E14.5 female sample.

RNA immunoprecipitation and reverse-transcription quantitative PCR

For RNA immunoprecipitation followed by reverse-transcription quantitative PCR (RT-qPCR) analysis,

NANOS2-DND1 expression was induced by Dox (0.5 mg/ml) addition into ciN2D1-3T3 in f10-cm dishes.

After collecting cells by trypsin (0.15 mg/ml) treatment for 3 min at 37�C, cells were washed with PBS

and lysed in 1 ml of Buffer A (50 mM Tris-HCL (pH 7.4), 150 mM NaCl, 0.5% NP40, 7.5 mM b-glycerophos-

phate, 1 mM EDTA, 1 mM DTT and 400 units/ml of Recombinant RNase Inhibitor (TaKaRa)) with cOmplete

(Roche) on ice for 10 min and spun at 150,000 rpm for 10 min at 4�C. Twenty microliters of anti-FLAG M2

affinity gel (Sigma) was added to the supernatant and incubated for 3 h at 4�C. After 5 washes with Buffer

A, co-precipitated RNAs were purified using the RNeasyMini Kit (Qiagen). After the synthesis of first-strand

cDNAs with 200 U of Superscript IV reverse transcriptase (Invitrogen) and 0.25 mg of oligo dT primer, RT-

qPCR analyses were carried out with KAPA SYBR FAST qPCR kits using a Thermal Cycler Dice Real Time

System (TaKaRa) according to the manufacturer’s instructions. The expression level of mRNA of interest

was normalized by Gapdh. Then, the fold enrichment of each mRNA in the IP compared with the input

was calculated. We repeated 5 independent experiments and analyzed the data using Dunnett’s compar-

ison by employing the glht function from the multcomp package (Hothorn et al., 2008). The immunoprecip-

itated proteins were run on 12% acrylamide gel and Western blotting was performed using mouse anti-

ACTB (1:1,000, Sigma) followed by HRP-conjugated secondary antibody or HRP-conjugated anti-FLAG

M2 (1:5,000, Sigma A8592). After ACTB detection, the membrane was directly used to detect DND1 with

rabbit anti-DND1 (a gift from A. Suzuki, Yokohama National University), followed by the HRP-conjugated

secondary antibody.

Functional assessment of 3’UTR using the dual reporter system

The 3’UTR of each gene was cloned downstream of the Emgfp sequence in the dual reporter vector and the

transgenes were introduced into ciN2D1-3T3 cells. One day after transfection of 1 mg of the vector using

Lipofectamine 2000 (Invitrogen), cells were treated with Dox (0.5 mg/ml) or DMSO for 1 day. Then, cells

were collected using RNAiso Plus (TaKaRa) and RNAs were purified. After the synthesis of first-strand

cDNAs with 200 U of Superscpript IV reverse transcriptase (Invitrogen) and 0.5 mg of oligo dT primer,

RT-qPCR analyses were performed according tomanufacturer’s instructions. The expression level of Emgfp

was normalized by that of mCherry and the fold change of each 3’UTR to Actb 3’UTR was calculated. We

repeated 3 independent experiments and analyzed the data using Dunnett’s comparison by employing the

glht function from the multcomp package (Hothorn et al., 2008).

QUANTIFICATION AND STATISTICAL ANALYSIS

Statistical analysis was performed using R.

Figure 1B: The proportion of Ki67-positive germ cells (Control: n=18, Nanos2 -/-: n=12 and dKO n=6). Bar

graph indicates mean with SD. P-value (Dunnett’s test) less than 0.05 were considered as statistically sig-

nificant difference. Asterisks indicate p-value less than 0.001 (***) and 0.05 (*).

Figures 3C and 3F: The gene expression of each population was shown as violin plot andmedian was shown

as dot.

Figure 5E: The expression changes inNanos2 -/- andDdx6 -/- male germ cells. Bar graph indicates log2 fold

change. P-value (Wald test) less than 0.05 were considered as statistically significant difference. Asterisks

indicate p-value less than 0.001 (***), 0.01 (**) and 0.05 (*).
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Figure 5F: The expression of each population was shown as violin plot and median was shown as dot.

P-value (Wilcoxon rank-sum test) less than 0.05 were considered as statistically significant difference.

*** indicates p-value less than 0.001. The p-value for each spliced and unspliced transcript are as follows;

Rheb 5.83e-25 (E13.5, spliced), 0.958 (E13.5, unspliced) and 5.01e-28 (E14.5, spliced) and 0.0842 (E14.5, un-

spliced); Anp32b 1.51e-12 (E13.5, spliced), 0.939 (E13.5, unspliced) and 3.97e-29 (E14.5, spliced), 0.309

(E14.5, unspliced) and Ptma 2.96-30 (E13.5, spliced), 0.0630 (E13.5, unspliced), 3.97e-29 (E14.5, spliced)

and 0.110 (E14.5, unspliced).

Figure 6B: The proportion of pS6 single positive and pS6 and Ki67 double-positive germ cells (Nanos2 +/-:

n=4 and Nanos2 -/-: n=4). Bar graph indicates mean with SD. P-value (t test) less than 0.05 were considered

as statistically significant difference. * indicates p-value less than 0.05.

Figure 6C: The Fold enrichment of target genes in IP sample (Actb: n=5, Rheb: n=5,Anp32b: n=5 and Ptma:

n=5). Bar graph indicates mean with SD. P-value (Dunnett’s test) less than 0.05 were considered as statis-

tically significant difference with Actb. Asterisks indicate p-value less than 0.01 (**) and 0.05 (*).

Figure 6D: The relative expression of GFP to mCherry (3’UTR of Actb: n=3, Dazl: n=3, Rheb: n=3, Anp32b:

n=3 and Ptma: n=3). Bar graph indicates mean with SD. P-value (Dunnett’s test) less than 0.05 were consid-

ered as statistically significant difference with 3’UTR of Actb. Asterisks indicate p-value less than 0.01(**)

and 0.05 (*).

Figure S11C: The expression of each population was shown as violin plot and median was shown as dot.

P-value (Wilcoxon rank-sum test) less than 0.05 were considered as statistically significant difference.

*** indicates p-value less than 0.001.

Figure S14B: The gene expression in NIH-3T3 was shown as violin plot and median was shown as dot.

Figure S15C: The relative expression of GFP tomCherry (3’UTR ofActb: n=3,Dazl: n=3, Rheb: n=3,Anp32b:

n=3 and Ptma: n=3). Bar graph indicates mean with SD. P-value (Dunnett’s test) less than 0.05 were consid-

ered as statistically significant difference with 3’UTR of Actb. * indicate p-value less than 0.05.

Statistical analysis of scRNA-seq

Fastq files were processed and aligned to the mouse mm10 transcriptome using the 10X Genomics Cell

Ranger v2.1.1 pipeline. Further analyses were conducted on R (ver. 3.6.2) and RStudio (ver.1.2.1335) (R

Core Team, 2019; RStudio Team 2018). Quality assessment of scRNA-seq data and analyses were conduct-

ed using the Seurat package for R following the developer’s tutorial (Butler et al., 2018). Briefly, all data

were merged into a single data set and log normalization was performed. The cells in which the detected

gene number was less than 10% among all cells and those that contained more than 5% mitochondrial

genes were eliminated. Then, only cells that expressed more than 200 genes were used for further analysis

to remove the effects of low-quality cells. For clustering analysis, significant principal components were

estimated using JackStrawPlot and PCElbowPlot functions built in Seurat, and those with a P < 0.01

were selected from PC1-20 and used for clustering. Using the FindMarkers function in Seurat, differentially

expressed genes were identified using the threshold of an adjusted P-value of 0.1 and log fold change of

0 in addition to default settings. Pseudo-time analyses were conducted using the monocle package for R

following the developer’s tutorial (Trapnell et al., 2014; Qiu et al. 2017a, 2017b). RNA velocity analysis was

conducted using the RNA velocyto package for python (Python 3.7.3 (Van Rossum and Drake 2009)) and R

(La Manno et al., 2018) with default settings, and visualized on tSNE plots built in Seurat.

Cell cycle analysis of germ cells

Cell cycle estimation using scRNA-seq data was conducted using the method previously reported by Ma-

cosko et al. and Kashima et al. (Macosko et al., 2015; Kashima et al., 2018). Five cell cycle phases (G1/S, S,

G2, G2/M andM/G1) reflecting gene sets were obtained fromWhitfield et al. (Whitfield et al., 2002). Genes

assigned to the GO term, ‘‘meiosis I cell cycle process’’ were also obtained. From these obtained genes, we

excluded those with a low correlation with all genes in the same group in the wild-type germ cells (R<0.2).

The selected genes are listed in Table S10. The average expression of the selected genes in each cell was

calculated to define the score for each phase. These scores were scaled to obtain a pattern of phase-spe-

cific scores for all germ cells. Then, we compared the pattern of phase-specific scores with 13 potential
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patterns. We generated 6 simple potential patterns (G1/S, S, G2, G2/M, M/G1 and meiosis), all positive, all

negative and 5 intermediate patterns (G1/S-S, S-G2, G2-G2/M, G2/M-M/G1 andM/G1-G1/S) using the 75th

and 25th percentiles of scores as positive and negative signals, respectively. Each cell was assigned a phase

with the highest correlation score. Cells assigned to G1/S and G1/S-S were finally assigned to G1/S, those

in S to S, those in S/G2 to S/G2, those in G2 to G2, those in G2-G2/M, G2/M, G2/M-M/G1, M/G1 to G2/M/

G1, those in M/G1-G1/S to G1, those in meiosis to meiosis, and those in all positive and all negative to un-

classified (G0). In Figure S16, each cell cycle score is shown as a heat plot (A) and tSNE-plot (B) using genes

listed in Table S10.

Identification of post-transcriptionally regulated gene candidates

To identify post-transcriptionally regulated genes, gene expression changes inNanos2-/- cells at E13.5 and

E14.5 compared with control were examined for both spliced and unspliced transcripts. For this purpose,

we merged unspliced transcript-derived UMI counts contained in the output file of velocyto with the raw

count matrix of a Seurat object, and then normalized it using the NormalizeData function in Seurat. Using

the FindMarkers function in Seurat, expression changes for both spliced (Table S3 for E13.5 and S4 for

E14.5) and unspliced transcripts (Table S7 for E13.5 and S8 for E14.5) were calculated. To identified

post-transcriptionally regulated genes, we only focused on genes detected in both spliced and unspliced

form. Therefore, our analysis does not contain genes which lack the unspliced form (e.g. single exon genes

and weakly expressed genes). The genes identified as differentially expressed among spliced but not un-

spliced transcripts were obtained as primary candidates of post-transcriptionally regulated genes. Genes

regulated by NANOS2 are expected to exhibit consistent changes at both E13.5 and E14.5 in Nanos2-/-.

Therefore, we further focused on genes up-regulated at both time points as suppressed candidates and

those down-regulated at both time points as activated candidates.

Gene enrichment analysis

To characterize the major gene expression changes in mutant cells, we utilized Metascape (Zhou et al.,

2019) with default settings and visualized the results using the GOplot package for R (Walter et al., 2015).

RNA-seq re-analysis

The previously reported RNA-seq data were prepared as previously described (Shimada et al., 2019). Gene

expression changes were calculated using DESeq2 (Love et al., 2014) and visualized using the ggplot pack-

age for R.
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