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Abstract
Pneumonia is one of the hazardous diseases that lead to life insecurity. It needs to be diagnosed at the initial stages to

prevent a person from more damage and help them save their lives. Various techniques are used to identify pneumonia,

including chest X-ray, blood culture, sputum culture, fluid sample, bronchoscopy, and pulse oximetry. Chest X-ray is the

most widely used method to diagnose pneumonia and is considered one of the most reliable approaches. To analyse chest

X-ray images accurately, an expert radiologist needs expertise and experience in the desired domain. However, human-

assisted approaches have some drawbacks: expert availability, treatment cost, availability of diagnostic tools, etc. Hence,

the need for an intelligent and automated system comes into place that operates on chest X-ray images and diagnoses

pneumonia. The primary purpose of technology is to develop algorithms and tools that assist humans and make their lives

easier. This study proposes a scalable and interpretable deep convolutional neural network (DCNN) to identify pneumonia

using chest X-ray images. The proposed modified DCNN model first extracts useful features from the images and then

classifies them into normal and pneumonia classes. The proposed system has been trained and tested on chest X-ray images

dataset. Various performance metrics have been utilized to inspect the stability and efficacy of the proposed model. The

experimental result shows that the proposed model’s performance is greater compared to the other state-of-the-art

methodologies used to identify pneumonia.
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1 Introduction

Pneumonia is an infectious disease caused by viruses,

germs, fungi, and bacteria. It inflames the lungs’ air sacs,

which can be extremely hazardous and life-intimidated if

not identified at the early stages [1]. The lung infection

then affects the pulmonary alveoli, which rapidly deterio-

rates the health conditions of a person. Pneumonia has

numerous types, such as viral pneumonia, bacterial pneu-

monia, and mycoplasma pneumonia, among others. Bac-

teria or fungi cause bacterial pneumonia, while viral

pneumonia occurs due to different viruses such as flu and is

accountable for almost one-third of all pneumonia cases.

Mycoplasma pneumonia, also called atypical pneumonia,

is caused by a bacterium and generally affects people of all

ages and is more dangerous for smokers, alcoholics, recent

surgical patients, asthma, viral infected, and people with

frail immune system. Viral pneumonia is considered

extremely dangerous; one is at more risk of having
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bacterial pneumonia than when attacked by viral pneu-

monia. Pneumonia has various symptoms, including cough,

fever, tiredness, heavy sweating, squatness of breath, chest

pain, shivering, loss of appetite, confusion, and turning of

nails and lips color blue. It is considered a harmful disease

that may lead to death worldwide, particularly in China

[2, 3].

In South Asia and Sub-Saharan, the death ratio due to

this disease is very high. According to a report, in 2017,

approximately 0.9 million people died from this disease.

About one million people were detected as having pneu-

monia, and about 50 k people die from this disease in a

country like United States (US) every year. The death ratio

in Pakistan, India, Ethiopia, Nigeria, and the Republic of

Congo was more than half of the deaths from childhood

pneumonia and was called the ultimate disease of poverty

[4]. In Portugal, after lung cancer, the second leading cause

of mortality is pneumonia, leading people to face a respi-

ration problem [5]. In Japan, pneumonia is one of the top

three deadliest diseases where the number of deaths due to

this disease is very high, especially in old age people

having age above 75 [6]. Pneumonia is a curable disease

and does not spread from one country to another; its

transmission is generally across local communities and

controlled through basic health measures [7]. It can be

controlled by washing the hands regularly, proper exercise,

proper and enough sleep, avoiding smoking, using more

vegetables and the right food, etc.

Pneumonia is deliberated one of the lethal diseases and

the leading cause of mortality for children and older people

worldwide. Different techniques are used to identify

pneumonia, including pulse oximetry, bronchoscopy, spu-

tum culture, blood culture, and chest X-ray images. Chest

X-ray is an essential and most widely used technique for

the identification of pneumonia across the globe. There is a

need for an expert radiologist who possesses experience in

the desired domain to study the X-ray images accurately

and effectively. According to a report, still, two-third of the

world population does not have access to the radiologist.

The method of detecting pneumonia by studying X-ray

images can also be timewasting and less precise. One of the

reasons for this is that many other medical disorders such

as lung cancer shows the same opaqueness in images.

Hence, precise and reliable reading of these images is

extremely necessary. The influence of computation models

is recognized worldwide. Creating a diagnosis model for

identifying the causes of pneumonia in clinical images can

help interpret X-ray images accurately and effectively.

Medical image analysis plays a significant part in

diagnosing various diseases like MERS, Covid-19, pneu-

monia, etc., and is considered one of the promising

approaches. Therefore, to identify pneumonia, chest x-ray

images are utilized by various medical consultants.

Accurate and effective X-ray image examination is con-

sidered to be a critical task for radiologists. Different sci-

entists have proposed various algorithms for the analysis of

X-ray images [8, 9]. Various researchers have developed

different computer-assisted diagnostic tools to provide

insights into the X-ray images [10–12]. However, these

tools and techniques fail to supply appropriate information

about medical images to the physicians to decide. Machine

Learning (ML) is playing a significant role in identifying

various diseases [13]. An ample amount of work has been

done to diagnose the lungs and chest disorders using these

approaches. Though the ML approaches showed good

performance, it fails to achieve high accuracy, low error

rate, and low computation power. Deep Learning (DL) had

already proved its significance in terms of higher accuracy

and is being used for various purposes like text classifi-

cation, image classification, object detection, segmentation,

etc. Deep learning has also shown the ability for target

recognition and segmentation in medical image processing,

such as radiology image analysis, to analyse biological or

abnormal configurations of the human body [14–16].

Besides, deep learning approaches and algorithms give

higher accuracy compared to conventional state-of-the-art

ML algorithms and techniques.

This study proposes a novel Deep Convolution Neural

Network (DCNN) DL framework to diagnose pneumonia

disease efficiently and effectively to overcome the issues

mentioned above. The proposed model has been trained

and tested on chest X-ray and CT image dataset [17]. The

performance of the proposed DL framework has been

tested with the help of various performance metrics,

namely; accuracy, sensitivity, specificity, error rate, and

ROC curve. It is expected that the suggested system will

assist medical practitioners in efficiently diagnosing

pneumonia disease.

The remaining paper is structured as follows. Section 2

demonstrates the review of literature, Sect. 3 represents the

methodology, and Sect. 4 illustrates the results and dis-

cussion. At last, Sect. 5 concludes our paper.

2 Review of literature

It remains a big challenge for the practitioners to identify

and locate the cause of diseases in a reasonable period to

minimize the patients’ sufferings. Medical image analysis

and DL algorithms have produced promising results. Liang

et al. [18] proposed a DL framework for diagnosing

childhood pneumonia and attained promising results. They

trained and tested their proposed model on the image

dataset. Ge et al. [19] investigated the prediction of pneu-

monia disease using ML and DL algorithms such as Sup-

port Vector Machine (SVM), Recurrent Neural Network
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(RNN), K-Nearest Neighbor (KNN), and Multilayer Per-

ceptron (MLP). They attained good results in terms of

accuracy, but over-fitting in their proposed approach

degrades the efficiency of their work. Behzadi et al. [20]

presented a method based on DL, specifically CNN, using

chest x-rays images and produced good results in terms of

accuracy. To increase the model’s accuracy, they used a

CNN pre-trained model on the ImageNet data. Also, they

proposed a three-step preprocessing method to enhance the

generality of the model. Their proposed model was good in

terms of accuracy, but it takes a very long time in training.

Jaiswal et al. [21] proposed a DL procedure for diag-

nosing pneumonia using chest x-ray images data. Their

proposed model was based on Mask-RCNN and achieved

an accuracy of 91.02%, showing the robustness and

effectiveness of the model. Kholiavchenko et al. [22]

proposed a computerized system for the forecast of pneu-

monia on chest x-rays using ML algorithms. They used two

types of CNN, i.e., Mask R-CNN and RetinaNet, and

achieved satisfactory results by attaining accuracy of

91.86%. Toğaçar et al. [23] have used x-ray images of

lungs to identify pneumonia. They used CNN as a feature

extractor by utilizing the existing models of CNN, such as

VGG-16 and AlexNet. These models extract a large num-

ber of features from images. Further, they applied classical

ML classifiers like DT, LDA, and linear regression to

identify pneumonia. They achieved good results, which

show the importance of DL and ML classification

algorithms.

Prabhu et al. [24] proposed another healthcare frame-

work based on DL to diagnose and detect cancer and

pneumonia. They used two DL approaches, in which

modified AlexNet was the first one. It was envisioned to

separate and classify the chest X-ray images into normal

and abnormal classes using SVM. The performance of the

proposed scheme was validated on pre-trained DL transfer

learning functions (VGG16 and AlexNet). On the other

hand, the second approach implements a synthesis of

handcrafted and learned features to increase lung cancer

accuracy during the valuation. Kermany et al. [25] used a

CNN model to identify pneumonia and attained the clas-

sification accuracy of 92.18%. In another study, Stephen

et al. [26] used a DL model with four convolution and two

dense layers to classify pneumonia using a chest X-ray

image dataset and attained an accuracy of 92.37%.

Sarvaiva et al. [27] investigated the pneumonia disease

using a DL model with six convolutional and three dense

layers. They attained promising results in terms of accuracy

by attaining accuracy of 93.25%. Liang et al. [18] proposed

a CNN model having 40 convolutional and two dense

layers and conquered an accuracy of 94.02%. Zhang et al.

[28] developed a predictive model based on the conven-

tional DL CNN model and ML Random Forest (RF) model.

They achieved promising results in terms of accuracy by

attaining accuracy of 94.34%. They used CNN for

extracting useful features from the images and then present

them to the RF classification algorithm to classify them

into two classes, i.e., pneumonia and normal.

Goldbaum et al. [25] have used CNN to identify pneu-

monia disease and attained good results in terms of accu-

racy by achieving the classification accuracy of 92.80%. In

another study, Sain et al. [26] have proposed a DL model

consisting of 4 convolution layers and two dense layers and

achieved a classification accuracy of 93.70%. Ferreira et al.

[27] have used almost the same architecture as [26], but

they used three dense layers and attained the classification

accuracy of 95.24%. In another research study, Zhang et al.

[18] have used DL architecture along with 42 convolu-

tional layers and two dense layers and attained promising

results in terms of classification accuracy by achieving the

accuracy of 95.90%.

3 Methodology

This section represents the experiments accomplished and

the assessment steps taken to track the efficiency and

effectiveness of architecture of our proposed model. We

proposed a deep convolutional neural network (DCNN)

with 52 convolution layers and two dense layers for the

identification of pneumonia using a chest X-ray image

dataset. All the experiments were carried out on chest

X-ray images utilized in [29]. Keras DL framework is

deployed that uses TensorFlow at the backend for building

and training our proposed deep convolutional neural net-

work (DCNN) model. The libraries and packages used in

the implementation of the work include TensorFlow,

Keras, Sklearn, matplotlib, Seaborn, NumPy, etc. All the

experiments were performed using the Jupyter NoteBook

of the Anaconda integrated development environment

(IDE).

3.1 Dataset

Problem-specific dataset has a great impact on the devel-

opment of an intelligent system. In this study, chest X-ray

and CT Image dataset was used which is available on the

UCI Kaggle databases. The dataset consist of a total of

5856 images of two categories/classes i.e., pneumonia and

normal images. The dataset contains 1583 normal and 4273

pneumonia images, all the images are in jpeg format. The

dataset is distributed in two parts (train and test), where

70% data are used to train the model while the 30% data

are used to test and validate the model. In the 30% data,

20% is used for testing while the rest of 10% is used for the

validation of the model. Figure 1 represents a sample of
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normal while Fig. 2 demonstrates an example of chest

X-ray images having pneumonia disease.

3.2 Data augmentation and preprocessing
techniques

After loading the dataset, there is need of some prepro-

cessing techniques that helps in improving the visual-in-

formation and quality of the input images (remove noise,

improve quality via increasing contrast, deletion of high

and low frequencies from the input image, etc.). In our

work, we investigated intensity normalization and CLAHE,

two well-known preprocessing techniques. Intensity nor-

malization is considered to be one of the auspicious image

processing applications. MinMax preprocessing technique

is used in order to present the image data in a normalized

form to the model. Equation (1) represents the mathemat-

ical representation of MinMax. In addition, CLAHE is used

to increase the contrast level of the input image before

giving it to the model [30, 31]. Figure 3 represents a

sample of the original and images after applying the pre-

processing techniques.

Xnorm ¼ x� xmin

xmax � xmin

As discussed earlier, the dataset is distributed in two

parts i.e., training and validation, where the data used for

training will never be used for testing and vice versa. From

the dataset, we observe that it is imbalanced i.e., almost

75% images illustrates pneumonia while the rest of 25%

represents normal images as shown in Fig. 4. Indeed this is

a serious issue, in order to tackle this issue we used data

augmentation for resampling of our dataset. Data aug-

mentation helped in the generation of almost two images

from a single image via different augmentation methods,

and hence, assists in dataset balancing and avoiding over-

fitting problem. Figure 5 shows the balanced dataset after

applying the preprocessing and data augmentation tech-

niques. Further, the data augmentation techniques used

includes the geometric transformation are shown in

Table 1.

3.3 Proposed deep convolutional neural
network (DCNN) architecture

The first step for the determination and development of an

optimal architecture of the model is to have knowledge

about the nature of the problem. In our paper, we proposed

a modified DCNN model for the diagnosis of pneumonia

disease using chest X-ray images. An image has various

features and the most common among those are shape,

color, spatial relation, and texture. Pneumonia has several

types, and the main distinction among them is due to one

feature i.e., lung texture. Unlike image color features such

as RGB and gray-scale, textures of an image are illustrated

by the gray-scale distribution of the pixels’ closest col-

lection and the area around it. Texture can also be defined

as, a constant replication of the local pixels in the image

global region. Figure 6 illustrate the architecture of the

proposed DCNN model. The proposed architecture mainly

consists of two parts i.e., feature extractor and classification

part. In the feature, extraction layers every layer takes the

output of the preceding layer as an input and produces

output which is then considered as input for the succeeding

layer. From Fig. 6, it is obvious that the architecture of the

proposed model comprises of the combination of convo-

lutional layers, max-pooling layers, and a classification

layer. The feature extraction part is composed of 52 con-

volution layers, along with the max-pooling having size of

2*2 and ‘Relu’ activation function at each layer. After

processing, the output produced as a computation of the

convolution and max-pooling operations is then accumu-

lated into 2D planes known as feature maps. It may be

noted that every plane of each layer in the network was

attained by one or more planes of the preceding layers.

The classifier is putted at the last of the proposed DCNN

model. It works like a simple MLP algorithm and is mostly

known as a dense layer. The classifier needs distinct fea-

tures i.e., vectors to do operations like the other classifiers

Fig. 1 A sample of normal chest X-ray images
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that mostly work on 1D data or vector. Hence, the output

produced by the feature extractor i.e., CNN part is trans-

formed to 1 dimensional features vector before presenting

to the classifier. The result of the convolution process is

converted to a long one dimensional feature vector for the

dense layer to use it in the classification, this method is

known as flattening. The classification layer consists of a

flatten layer having dropout size of 0.5, and two dense

layers where dense 1 having size of 512 and dense 2 of size

1. The two dense layers uses ‘Relu’ activation function,

and finally for the classification the activation function

used is sigmoid, which is considered to be a go-to method

for the binary classification.

3.4 Performance measures

The last step after feature extraction and classification is to

check the efficiency of the model in terms of various per-

formance evaluation metrics that assists in tracking the

performance of the model. In this study, the four most

common and important performance measures such as

accuracy, specificity, sensitivity, f1-measure are computed

Fig. 2 A sample of chest X-ray images having pneumonia disease

Fig. 3 A samples of original image and after applying preprocessing techniques

Fig. 4 Imbalanced dataset before augmentation Fig. 5 Balanced dataset after applying data augmentation techniques
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with the help of confusion matrix. ROC curve is used to

measure the efficiency of the proposed system graphically.

Following are the formulas through which these measures

are computed:

Accuracy :
TP þ TN

TP þ TN þ FP þ FN
i ð1Þ

Sensitivity :
TP

TP þ FN
ð2Þ

Specificity :
TN

TN þ FP
i ð3Þ

F1� Score :
2 Precision * Recallð Þ
Precisionþ Recall

ð4Þ

All of the above-mentioned formulas are carried out

from the confusion matrix which consists of the following

basic components.

True positive (TP): TP shows that the prediction of the

model is positive and in actual the individual has pneu-

monia. So, a pneumonia subject is diagnosed correctly by

the model.

True negative (TN): TN shows that the prediction of the

model is negative and in actual the individual does not

have the pneumonia disease. Hence, a fit person is diag-

nosed appropriately by the classification model.

False positive (FP): It means that the model did wrong

prediction by classifying a healthy person as pneumonia

patient. This is also known as type-I error.

False negative (FN): It means that the model did wrong

prediction by classifying a pneumonia patient as healthy.

This is also known as type-II error.

4 Results and discussion

This subsection signifies the simulation outcomes attained

via performing multiple experiments. To validate the effi-

ciency and significance of the proposed methodology, we

performed 15 experiments where each experiment took

almost 3.5 h. To upgrade the performance of the proposed

model, the parameters used in the modified DCNN were

tuned frequently in order to get the highest possible vali-

dation results. By performing multiple experiments,

Table 1 Image augmentation settings

Augmentation procedure Parameter value

Rescale 1/255

Rotation-range 45o

Width-shift 0.25

Height-shift 0.25

Shear-range 0.25

Zoom-range 0.25

Horizontal-flip True

Fill-mode Nearest

Fig. 6 Proposed deep convolutional neural network (DCNN) architecture
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different results were achieved but the most valid and

optimum one is reported here in this section.

Figures 7 and 8 represent the results attained by using

various techniques like data augmentation, annealing, other

parameters tuning like learning rate, etc., and feeding the

dataset in a well-organized manner to the proposed DCNN

architecture. This helped in attaining the promising results

such as the training accuracy of 98.02%, and validation

accuracy of 96.09%, respectively. Figure 7 demonstrates

the training and validation accuracies while Fig. 8 illus-

trates the training and validation loss of the proposed

model.

All the frameworks of convolutional neural network that

we want to train on images, needs images of fixed size, i.e.,

all the images should be of the same size and dimension

before feeding into the model for training. In order to check

the training and validation accuracies and to attain the most

promising results while using the proposed model multiple

experiments were performed using various size of image

dimensions. The images were reshaped to the sizes of 300 *

300, 250 * 250, 200 * 200, 150 * 150, and 100 * 100,

respectively. All these experiments take almost 3.5 h for a

single experiment. Figure 9 shows the graphical represen-

tation of the training accuracies and training loss, while

Fig. 7 Training and testing

accuracy of the proposed model

Fig. 8 Training and testing loss of the proposed model
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Fig. 10 illustrates the validation accuracies and validation

loss all the experiments performed using various image

size and dimensions.

From the above experiments, we observed that the val-

idation accuracies vary with the size of the images, the

good performance was observed for small sized images.

But it does not mean that smaller size images will take less

time for training, almost all the image size takes same time.

The same accuracy results were observed for the 150*150

Fig. 9 Training accuracies (a) and training loss (b) on various image dimensions

Fig. 10 Validation accuracies (a) and Validation loss (b) on various image dimensions

Table 2 Confusion matrix

Actual Predicted

Normal Pneumonia

Normal 1705 24

Pneumonia 111 1618

Table 3 Performance of the proposed DCNN model

Model Accuracy Sensitivity Specificity

DCNN 96.09 93.58 98.61
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and 200*200 dimension images. In our study, we select the

200*200*3 image dimensions that help in attaining the

better training and testing accuracies of 98.02% and

96.09%, respectively, as shown in Figs. 9 and 10.

To track the efficiency of an intelligent model, numer-

ous performance measures are utilized. In this study, we

used 4 well-known and most common performance mea-

sures for checking the efficiency of our proposed DCNN

model. The performance measures include accuracy, sen-

sitivity, specificity, and ROC curve. All the performance

metrics were premeditated from the confusion matrix as

illustrated in Table 2.

Table 3 notifies all the experimental results attained

using the proposed DCNN model. All the results were

attained using the image dimensions of 200 * 200 * 3.

From Table 3, we observed that the proposed DCNN

model performed exceptionally well in terms of all the

utilized performance measures by attaining the accuracy of

96.09%, sensitivity of 93.58%, and specificity of 98.61%.

Figure 11 represents the graphical representations of all

the utilized performance measures (Accuracy, sensitivity,

and specificity), while Fig. 12 illustrates the ROC curve

obtained via the proposed DCNN model.

We also used the DL pre-trained models i.e., VGG16,

AlexNet, and ResNet50 for the classification of pneumonia

using the same dataset and attained good results in terms of

accuracy and other performance indicators. Figure 13

shows the training and validation accuracy of VGG16

model. From the experimental results, we observed that

VGG16 attained good performance by attaining the

Fig. 11 Performance (Accuracy,

sensitivity, and specificity) of

the proposed DCNN model

Fig. 12 ROC curve of the proposed DCNN model
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training accuracy of 95.12% and validation accuracy of

92.34%. Figure 14 illustrates the training and validation

loss of the VGG16 model.

Figure 15 shows the training and validation accuracy of

AlexNet model. From the experimental results, we

observed that AlexNet attained good performance by

attaining the training and validation accuracy of 96.80%

and 93.67%, respectively. Figure 16 illustrates the training

and validation loss of the AlexNet model.

Figure 17 demonstrates the training and validation

accuracy of DL ResNet50 model. The experimental result

shows that ResNet50 performed really well and attained

the training and validation accuracy of 97.20% and

94.59%. Figure 18 shows the training and validation loss of

the ResNet50 model.

Table 4 represents the training and validation accuracies

of all the utilized DL free-trained models (VGG16, Alex-

Net, and ResNet50) and the proposed DCNN model.

Further, a comparison of the proposed system is

accomplished with other state-of-the-art ML and DL

methods. Table 5 demonstrates a short summary of the

classification accuracies of the earlier techniques.

This study proposes a modified DCNN model for the

identification of pneumonia disease using the chest X-ray

and CT image dataset. At first step, the proposed model

was trained on a set of chest x-ray images. The model

Fig. 13 Training and validation accuracy of the VGG16 model

Fig. 14 Training and validation loss of the VGG16 model
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extracts useful features from these images and trained the

model on the extracted features by deciding the category of

the image that whether it is normal or the person is a

pneumonia patient. After training, a set of images is pro-

vided to the model in order to classify them into two

classes whether the given image of the person chest x-ray is

normal or the person has pneumonia. From the assessment

with the previous techniques, it is founded that our model

performed significantly well than the other approaches and

techniques.

5 Conclusion

Pneumonia is an infective disease and highly hazardous to

almost all age people, specifically for elders above

70-years-old and children of less than five years. The death

ratio caused by this disease can be reduced if the patients

are identified at the initial phases, and on-time medication

and treatment are provided to them. In this study, we

proposed a modified DCNN model to diagnose pneumonia.

For training and testing the proposed model, a chest X-ray

database has been used. To enhance the quality of visual

information of input images, various preprocessing tech-

niques such as intensity normalization, CLAHE, and Min–

Fig. 15 Training and validation accuracy of the AlexNet model

Fig. 16 Training and validation loss of the AlexNet model
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Max normalization have been utilized in this study. The

proposed DCNN consists of 52 convolution layers (the

‘Relu’ activation function follows every convolution layer)

and two dense layers. To reduce the cross-entropy loss,

Adam optimizer has been used. The classification at the

last layer uses the sigmoid activation function, which is

considered a go-to method for binary classification prob-

lems. The performance of the proposed system has been

measured with the help of 4 performance metrics which

include: accuracy, sensitivity, specificity, and ROC curve.

The proposed DCNN model performed exceptionally well

by attaining the training accuracy of 98.02%, and the val-

idation accuracy of 96.09%, which is much higher than the

existing approaches and techniques. It is anticipated that

this framework will be of great interest and value for the

doctors and other caregivers.

Fig. 17 Training and validation accuracy of the ResNet50 model

Fig. 18 Training and validation loss of the ResNet50 model

Table 4 Training and validation accuracies of all the utilized models

Model Training accuracy Validation accuracy

VGG16 95.12 92.34

AlexNet 96.80 93.67

ResNet50 97.20 94.59

Proposed (DCNN) 98.02 96.09
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