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Introduction: We assessed ChatGPT-4 vision (GPT-4V)'s performance for image interpretation, diagnosis formulation,
and patient management capabilities. We aim to shed light on its potential as an educational tool addressing real-life
cases for medical students.
Methods: Ten of the most popular orthopaedic trauma cases from OrthoBullets were selected. GPT-4V interpreted
medical imaging and patient information, providing diagnoses, and guiding responses to OrthoBullets ques-
tions. Four fellowship-trained orthopaedic trauma surgeons rated GPT-4V responses using a 5-point Likert
scale (strongly disagree to strongly agree). Each of GPT-4V's answers was assessed for alignment with current
medical knowledge (accuracy), rationale and whether it is logical (rationale), relevancy to the specific case (rele-
vance), and whether surgeons would trust the answers (trustworthiness). Mean scores from surgeon ratings were
calculated.
Results: In total, 10 clinical cases, comprising 97 questions, were analyzed (10 imaging, 35 management, and 52 treat-
ment). The surgeons assigned a mean overall rating of 3.46/5.00 to GPT-4V's imaging response (accuracy 3.28, rationale
3.68, relevance 3.75, and trustworthiness 3.15). Management questions received an overall score of 3.76 (accuracy 3.61,
rationale 3.84, relevance 4.01, and trustworthiness 3.58), while treatment questions had an average overall score of 4.04
(accuracy 3.99, rationale 4.08, relevance 4.15, and trustworthiness 3.93).
Conclusion: This is the first study evaluating GPT-4V's imaging interpretation, personalizedmanagement, and treatment
approaches as a medical educational tool. Surgeon ratings indicate overall fair agreement in GPT-4V reasoning behind
decision-making. GPT-4V performed less favorably in imaging interpretation compared with its management and treat-
ment approach performance. The performance of GPT-4V falls below our fellowship-trained orthopaedic trauma surgeon's
standards as a standalone tool for medical education.
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Introduction

Artificial intelligence (AI) development has rapidly increased
with potential applications in clinical decision support,

medical documentation, and patient education1-3. However, its
use also raises concerns about accuracy, privacy, and ethical
considerations2-4. Despite these limitations, AI tools such as
ChatGPT have the potential to revolutionize healthcare deliv-
ery by providing personalized, data-driven insights and sup-
porting the work of healthcare professionals5.

ChatGPT is a large language model (LLM) trained on
immense amounts of textual data, allowing it to generate
human-like responses to users' questions. Since its release, it
has gained attention, with a significant increase in publications
exploring its use in the medical field across various special-
ties6-10. Since the study conducted by Kung et al. demonstrated
that ChatGPT can complete and pass the United States Medical
Licensing Examination (USMLE) without prior program-specific
training, widespread conversation about its potential applications
in medical education began11. The study found that ChatGPT's
responses had a high concordance and low self-contradiction,
which authors deemed sound clinical reasoning. These findings
sparked inquiries about ChatGPT's potential in clinical decision-
making and educating future clinicians. ChatGPT provides
instant information on medical topics such as diseases, treat-
ments, and procedures. It allows students to engage in simulated
dialogues, discuss medical case management, and receive per-
sonalized, adaptive tutoring that aligns with precision medical
education principles12,13. Moreover, ChatGPT can be used as a
testing tool, explaining why certain answers to multiple choice
questions (MCQ) are correct or incorrect14. The American
Medical Association (AMA) has supported AI's role in
generating USMLE-style questions and simulating patient
interactions and acknowledges its integration into medical
curricula to enhance clinical skills, including diagnosis of
medical conditions15. A survey of international students
entering residency programs showed that 57% would use
ChatGPT for examination preparation and 53.2% believed
it improved their learning14. As of today, ChatGPT-4 excelled
in orthopaedic MCQ performance, outperforming average
Post Graduate Year 5 (PGY-5) orthopaedic residents in Ortho-
paedic In-Training Examination questions16. It also provided
evidence-based answers to common patient queries about
total hip arthroplasty and surpassed ChatGPT-3.5 and
Google Bard in formulating orthopaedic decisions based on
OrthoBullets cases17,18. Despite these promising aspects,
limitations persisted in the tool's inability to answer image-
based questions16-19.

The major challenge previously explored is benchmark-
ing AI tools against human clinicians for clinical education18.
As of September 25, 2023, ChatGPT has added new voice and
image capabilities, allowing users to input one or more images
in the ChatGPT chatbox20. The introduction of ChatGPT-4
vision (GPT-4V), which can understand text and interpret
images, makes it potentially useful for interpreting medical
images, thereby enhancing its appeal as an educational tool. As
the popularity of ChatGPT continues to surge, medical stu-

dents are increasingly leveraging its capabilities to address
questions and access information on various topics21. Evalu-
ating ChatGPT's clinical reasoning behind decision-making for
orthopaedic cases with multifaceted answers has yet to be
explored. Therefore, we utilized real-life orthopaedic trauma
cases sourced from OrthoBullets, the world's largest ortho-
paedic educational platform22. The platform presents diverse
orthopaedic cases, incorporating radiographs, patient his-
tory, and physical examination findings, along with Ortho-
Bullets uploaded poll questions addressing management
and treatment strategies. Trauma cases were deliberately
selected for their unspecific nature in terms of fracture
locations, encompassing scenarios involving various parts
of the body.

We aim to assess GPT-4V's performance in interpreting
medical images and its ability to rationalize its decision-making
capabilities for different MCQ related to these orthopaedic
trauma cases. With the rise in its use, our study analyzes
whether GPT-4V can be adequately used as a reliable educa-
tional tool for medical professionals.

Methods
GPT-4V Prompting

Ten orthopaedic trauma cases were selected from the Or-
thoBullets website in September 2023. The “Cases” section

of OrthoBullets provides detailed clinical scenarios for ortho-
paedic education, featuring patient histories, radiographic images,
diagnostic information, and treatment options. It includes man-
agement and treatment questions formembers to enhance learning
of orthopaedic principles.We were granted written approval by the
founder of OrthoBullets to use their data, in adherence with their
terms and conditions. All 10 cases were selected from the “Trauma”
category and “Popular” subcategory. Two cases of each fracture
type, including femoral neck, femoral shaft, distal femur, proximal
humeral, and distal radial fractures, were included in the study. As
the femur cases constituted the majority (3 of 5), we intentionally
included cases from the radius and humerus to analyze different
fracture types. The selected cases were chosen based on the clarity
of images, sufficient patient history, and popularity determined by
at least 8,000 poll responses fromOrthoBulletsmembers. Although
this is not an exhaustive list, we included cases with and without
a clear consensus on management and treatment to fully
evaluate ChatGPT-4V rationalizations behind its decision-
making. For our investigation, we specifically utilized the
ChatGPT-4 vision, November 21, 2023, version20. We inputted
medical images and patient details that were uploaded by
surgeons on the OrthoBullets website into GPT-4V's chat box
from September to October 2023. Our first question was to
“Describe the radiology images” for each case (Fig. 1). We then
input the uploaded OrthoBullet's management and treatment
MCQs on each case into the GPT-4V chat box (Figs. 2 and 3).
We defined a management question as one that involves
determining the appropriate strategy for a patient case. A
treatment question focuses on identifying suitable inter-
ventions or surgical options for fractures and assessing the
user's understanding of therapeutic choices. Each case had
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1 question for imaging and a variable number of questions
pertaining tomanagement or treatment categories based on the
specific case on the OrthoBullets website. For example, our
femoral neck fracture was taken from case #C101423 which
consists of 3 management questions (questions 1-3) and 9
treatment questions (questions 4-11). Across 10 cases, 97
questions were input into ChatGPT, composed of 10 imag-
ing, 35 management, and 52 treatment questions. The het-
erogeneity of the number of questions is due to the nature of
questions one can ask for each subcategory, seeing as only
1 imaging question was asked per case by OrthoBullets.

Qualitative Analysis of GPT-4V
Four fellowship-trained orthopaedic trauma surgeons assessed
the GPT-4V explanations in medical image interpretation,
patient management, and treatment MCQs. Each of GPT-
4V's answers was assessed for alignment with current med-
ical knowledge and guidelines (accuracy), whether they were

logical and understandable (rationale), their relevancy to the
specific case or scenario (relevance), and whether the sur-
geons would trust the medical information provided in the
healthcare setting (trustworthiness) (Fig. 4). Surgeons rated
answers on a 5-point Likert scale from “strongly disagree” to
“strongly agree,” providing qualitative assessments of GPT-
4V explanations.

Means, standard deviations, medians, and interquartile
ranges were calculated to summarize surgeon ratings across all
97 questions posed to GPT-4V and categorized separately by
imaging and MCQ. We used the intraclass correlation coeffi-
cient (ICC) employing a 2-way mixed-effects model with single
measures as described by Shrout and Fleiss to assess the level
of agreement between the surgeon ratings of GPT-4V's per-
formance23. We interpreted the ICC values as described by
Cichetti (excellent 0.75-1.00; good 0.60-0.74; fair 0.40-0.59;
poor <0.40)24. This study was conducted from September 2023
to January 2024.

Fig. 1

Imaging interpretation question input into ChatGPT-4 vision screenshot (femoral neck case 2).
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Results

When aggregated across all 97 questions, the mean surgeon
rating was 3.78 for accuracy, 3.95 for rationale, 4.06 for

relevance, and 3.72 for trustworthiness (Table I). Examples of
both a highly rated and poorly rated GPT-4V interpretation from
the surgeons are provided in Supplemental Figure 1 and Sup-

plemental Figure 2. When stratified by imaging, MCQ manage-
ment, and MCQ treatment, the mean rating for each of the 4
characteristics was qualitatively highest for MCQ treatment, fol-
lowed by MCQ management and then imaging questions. The
largest differences were a mean difference of 0.78 points for
trustworthiness and 0.71 points for accuracy for MCQ treatment

Fig. 2

Example of management question input into ChatGPT-4 vision screenshot (femoral neck case 2).
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Fig. 3

Example of treatment question input into ChatGPT-4 vision screenshot (femoral neck case 2).
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vs. imaging. The median surgeon rating for accuracy, rationale,
relevance, and trustworthiness was 4 across all questions, imag-
ing, and MCQs except for trustworthiness for imaging ques-
tions (median 3.5, interquartile range [IQR] IQR 2-4). Surgeon
agreement was fair to poor when ratings were examined across all
questions, and it was stronger overall for imaging vs. MCQ (Table
I). Specifically, interrater agreement of ratings was strongest for
accuracy and trustworthiness for imaging questions.

Discussion

In the orthopaedic domain, where nuanced expertise is cru-
cial, ChatGPT's potential as a clinical decision-support tool

is compelling25. Our study focuses on the latest version, GPT-
4V, which integrates text and image interpretation capabilities20.

Our study is the first to evaluate the quality of GPT-
4V's image interpretations and clinical decision-making, as
assessed by fellowship-trained orthopaedic trauma surge-
ons. Unlike other studies, we focused on questions without
clear-cut answers to reflect real-life scenarios, where clinical
judgment is needed. While AI can handle MCQs, it struggles
with questions requiring reasoning. This highlights why we
would not recommend using AI as a learning tool for medical
students in clinical settings. We included only fellowship-
trained orthopaedic trauma surgeons in the grading process
because their specialized knowledge and experience enable
them to accurately identify errors in GPT-4V's answers,
ensuring a high-quality peer review and reliable assessment
of inaccuracies.

Fig. 4

Likert Scale provided to surgeons to rate ChatGPT-4 vision performance of OrthoBullets cases.
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Imaging Analysis
The capability of GPT-4V to interpretmedical images represents a
significant milestone in orthopaedic education, a domain where
previous studies have not explored image interpretation capabil-
ities16-19. Our surgeons rated the accuracy of GPT-4V image in-
terpretation as 3.28/5.00 with strong agreement between raters.
This suggests that our surgeons rated GPT-4V's performance as
neutral in imaging analysis. The average ratings for the rationale of
the imaging interpretation were between “neutral” and “agree,”
with a moderate agreement between our surgeons. Although our
surgeons rated the relevance of GPT-4V's responses to each case
the highest out of our 4 metrics, we interpret this finding with
caution with poor agreement between our raters. However, sur-
geons fairly agree on a cautious approach to utilizing GPT-4V in
professional settings, with trust scores being the lowest of other
metric or question types.

Examination of ratings for relevance and rationale for
each image interpretation identified areas for improvement.
Our raters scored the relevance of GPT-4V's answers the highest
for image interpretation, showcasing its ability to tailor infor-
mation to the presented scenario. Improvements can be made
such as enhancing clarity and avoiding generalized language when
explaining medical images.

We recognize AI's transformative capabilities, especially
its capacity for learning through repetition, make it a valuable
asset in medical education2. While improvements in radio-
graphic reading accuracy are needed, the positive ‘neutral to
agree' responses suggest potential for future integration into
educational frameworks. However, GPT-4V's image interpre-
tation is not currently ready for integration into medical
education. This consensus aligns with broader research
advocating for rigorous validation and testing of AI algo-
rithms on representative data sets before considering their
implementation25.

Management and Treatment
MCQ were used to evaluate how well GPT-4V could differ-
entiate between answer choices, as OrthoBullets presents their
polls to surgeons around the world in this way. It serves to
simulate possible questions medical students may ask GPT-
4V, therefore analyzing its potential to educate them on each
answer choice. In our analysis for accuracy, rationale, relevance,
and trustworthiness regarding MCQs, we found consistent
mean ratings above 3.5 on a 5-point Likert scale. Notably,
the relevance of management and treatment questions
received the highest ratings on average, but with poor

TABLE I Surgeon Ratings and Intraclass Correlation Coefficients of ChatGPT-4 Vision Ability to Answer OrthoBullets Questions*

Mean
(Standard Deviation) Median (IQR) ICC (Agreement)

All questions

Accuracy 3.78 ± 1.06 4 (3-5) 0.40 (fair)

Rationale 3.95 ± 0.94 4 (4-5) 0.28 (poor)

Relevance 4.06 ± 0.82 4 (4-5) 0.20 (poor)

Trustworthiness 3.72 ± 1.03 4 (3-4) 0.40 (fair)

Imaging questions

Accuracy 3.28 ± 1.22 4 (2-4) 0.75 (excellent)

Rationale 3.68 ± 1.07 4 (3-4) 0.51 (fair)

Relevance 3.75 ± 1.04 4 (3.5-4) 0.29 (poor)

Trustworthiness 3.15 ± 1.23 3.5 (2-4) 0.76 (excellent)

Multiple choice questions

Accuracy

Management 3.61 ± 1.12 4 (3-4) 0.32 (poor)

Treatment 3.99 ± 0.93 4 (4-5)

Rationale

Management 3.84 ± 1.05 4 (3-5) 0.23 (poor)

Treatment 4.08 ± 0.81 4 (4-5)

Relevance

Management 4.01 ± 0.86 4 (4-5) 0.16 (poor)

Treatment 4.15 ± 0.72 4 (4-5)

Trustworthiness

Management 3.58 ± 1.09 4 (3-4) 0.30 (poor)

Treatment 3.93 ± 0.89 4 (3.5-5)

*ICC = intraclass correlation coefficient: excellent: 0.75 to 1.00; good: 0.60 to 0.74; fair: 0.40 to 0.59; poor: <0.40, and IQR = interquartile range.
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agreement among surgeons regarding ChatGPT's perfor-
mance in this area. Examples of poorly rated and well-rated
MCQ from GPT-4V are provided in Supplemental Figures
1 and 2.

All answers for treatment were rated even higher than for
management, which leads us to believe ChatGPT is more
adapted to provide next-step answers than answers for ques-
tions regarding the beginning of a case (Table I). Previous
research examined ChatGPT-4's performance in orthopaedic
questions, finding it agreed with the OrthoBullets majority in
66 of 97 cases (68.0%). However, this study had only evaluated
the frequency that ChatGPT picked the answer choice that the
majority of members in OrthoBullets picked for each question
on their polls, not the quality of reasoning why it picked each
answer18. ChatGPT-3.5 exhibits poorer performance on ques-
tions requiring higher-order thinking compared with lower-
order recall and understanding26. Similarly, in assessments
using sequential “select all that apply” questions from clinical
cases, ChatGPTshows lower accuracy on initial diagnostic steps
and management compared with final diagnosis, indicating
better performance with more information27. Moreover, GPT-4V
struggles to properly navigate clinical scenarios with more ambig-
uous courses of action (e.g., ruling out extra or unnecessary diag-
nostic testing or clinical intervention)27.

Educational Implications
ChatGPT's growing accessibility highlights its emerging role
as a powerful tool inmedical education.Manymedical students
already view AI as beneficial to physicians, helping with quick
access to information and reducing errors28. As ChatGPT be-
comes more integrated into daily tools, such as through Apple's
latest updates, where users can access ChatGPT directly from their
phones, its accessibility in both educational and clinical settings is
growing29,30. As stated, it has been used to assist with test prepa-
ration by explaining correct and incorrect answers to MCQ14. The
AMA has endorsed AI's use in generating questions and simu-
lating patient interactions, recognizing its potential to enhance
clinical skills, including diagnostic reasoning. Students turn to
ChatGPT for answering practice questions, interpreting radio-
graphs, or clarifying complex cases encountered in lectures or
rotations. Given this increasing reliance, it is crucial to evaluate
ChatGPT's accuracy and reliability, particularly in specialized
fields such as orthopaedics, to ensure students are well-informed
of its limitations. As research comparing ChatGPT with tra-
ditional search engines such as Google in medical contexts
grows, the need for a thorough understanding of its
strengths and weaknesses becomes all the more important.

The increased need for personalized learning supports
ChatGPT's integration into education and highlights its strong
accessibility 31. Our fellowship-trained orthopaedic trauma
surgeons, collectively express high agreement that imaging
interpretation is “neutral,” and generally agree with GPT-4V
on the MCQ explanations. However, there is a lack of con-
sensus among them regarding the specific ratings. This
suggests that at its current state, GPT-4V may not perform at
the level needed to be used as a medical educational tool.

Further development of the LLM is needed to consistently
reach “agree” and “strongly agree” evaluations with high
ICC values between raters in all cases, to be considered a
medical education tool for medical trainees. Based on its
previous performance on simple MCQs, ChatGPT has been
proposed as a “decision support” tool in clinical manage-
ment, assisting with treatment suggestions based on patient
symptoms and medical history12. However, the excitement
surrounding its integration into clinical space should be
tempered, acknowledging that explanations behind each
answer fall short of acceptable clinical standards. While the
potential is promising, it should not be used as a current
tool for clinical reasoning in medical education.

This study is not without limitations. Specifically, only 4
board-certified orthopaedic trauma surgeons were used as
graders, given the large number of answers that needed to be
rated. These raters may not be representative of all surgeons.
There was also overall poor interrater agreement for surgeon
ratings, which may reflect differences in practice and training
experiences as well as preference-sensitive decisions. Differences
in ratings between individuals, especially for trustworthiness,
may also reflect differences in biases in perceptions of AI. Future
research should consider evaluating ChatGPT's stability of per-
formance by requesting a response to each prompt several times.
In addition, we are only able to examine the current state of
ChatGPT and are unable to ascertain how close ChatGPT is to
being ready for use as an educational tool for the medical field.

This study lays a foundation for integrating AI tools to
enhance the orthopaedic educational landscape such as Or-
thoBullets and other online platforms. However, we recom-
mend exercising caution with these tools, as we have highlighted
areas of further development and refinement needed to meet the
needs for accurate orthopaedic education. Future studies are
needed to assess specific changes that can be made to ChatGPT's
answers and rationale to satisfy the requirements as an educational
tool. In addition, a comprehensive study evaluating the current
usage of ChatGPT bymedical students would also help further the
literature's understanding of this topic.

Conclusion

GPT-4V is rapidly reshaping medical education, showing
potential as a support tool in orthopaedics trauma cases.

Our analysis indicates a neutral consensus in GPT-4V's imaging
interpretation performance; it demonstrates better capabilities in
management and treatment queries, offering patient-specific
advice effectively. The performance of GPT-4V falls below our
fellowship-trained orthopaedic surgeons' standards as a tool for
medical education. We stress ChatGPT's necessity for continued
refinement to become widely accepted as a reliable medical
education tool. Integrating AI-driven tools into educational
programs presents exciting opportunities but must be meticu-
lously evaluated before its integration.

Appendix
Supporting material provided by the author is posted
with the online version of this article as a data supplement
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