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ABSTRACT

For personalized drug dosing, prediction models may be utilized to overcome the inter-
individual variability. Multiple linear regression has been used as a conventional method 
to model the relationship between patient features and optimal drug dose. However, linear 
regression cannot capture non-linear relationships and may be adversely affected by non-
normal distribution and collinearity of data. To overcome this hurdle, machine learning 
models have been extensively adapted in drug dose prediction. In this tutorial, random forest 
and neural network models will be trained in tandem with a multiple linear regression model 
on the International Warfarin Pharmacogenetics Consortium dataset using the scikit-learn 
python library. Subsequent model analyses including performance comparison, permutation 
feature importance computation and partial dependence plotting will be demonstrated. The 
basic methods of model training and analysis discussed in this article may be implemented in 
drug dose-related studies.
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Clinical Decision Rules; Warfarin

INTRODUCTION

Dose prediction models are beneficial for drugs that have high inter-individual variability. 
Multiple linear regression (LR) models are mainly used to capture the relationship between 
patient characteristics and individual drug doses. However, LR has limitations. For instance, 
the model assumes that the variables are independent and that the dependent variable is 
linearly related to the independent variables. Normality and homoscedasticity are often 
violated in real world data [1]. Machine learning models have advantages over LR models 
in terms of its ability to handle non-linear relationships, and robustness to assumptions 
regarding distribution and correlations between variables [2].

Warfarin is a commonly used anticoagulant that is used to prevent blood clots. This drug has 
a narrow therapeutic window and a high degree of interindividual variability [3]. Therefore, 
warfarin dose prediction has attracted high interest and multiple machine learning-based 
studies have been reported [4-7].
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In this tutorial we will build prediction models using neural network (NN) and random 
forest (RF) models along with a LR model on the International Warfarin Pharmacogenetics 
Consortium (IWPC) dataset. Subsequently, the model performances will be evaluated and 
feature contributions of each model will be analyzed.

DATASET AND PREPROCESSING

IWPC open access dataset was downloaded from PharmGKB website (https://www.
pharmgkb.org/downloads) [8]. This dataset consists of multiple demographic information 
as well as pharmacogenomic information. Stable weekly warfarin dose in milligrams for each 
patient is also provided.

The dataset went through preprocessing steps including:
• Patients with warfarin dose of 0 were removed.
• Patients that did not reach stable dose were removed.
• Patients with unknown age or sex were removed.
• Patients’ age is described in 10-year bins, but a random integer value in the range was 

selected.
• Patients missing both weight and height information were removed.
• Patients with CYP2C9 minor alleles (*5, *6, *11, *13, *14) were removed.
• Other missing values were imputed using MissForest from missingpy library.

Categorical values were converted to discrete values as follows:
• Gender: Female = 0, Male = 1
• Race: Asian = 0, White = 1, Black = 2
• Diabetes: No = 0, Yes = 1
• CHF: No = 0, Yes = 1
• ValveReplacement: No = 0, Yes = 1
• Aspirin: No = 0, Yes = 1
• Tylenol: No = 0, Yes = 1
• Simvastatin: No = 0, Yes = 1
• Amiodarone: No = 0, Yes = 1
• Vitamin: No = 0, Yes = 1
• Smoking: No = 0, Yes = 1
• CYP2C9: *1/*1 = 0, *1/*2 = 1, *1/*3 = 2, *2/*2 = 3, *2/*3 = 4, *3/*3 = 5
• VKORC1_1693: A/A = 0, A/G = 1, G/G = 2

For the sake of simplicity, the genetic data was also converted to discrete values instead 
of using one-hot encoding. The preprocessing steps have been omitted for brevity in this 
tutorial, and the final preprocessed dataset is available at https://github.com/mahlernim/
warfarin_prediction_kscpt_tutorial
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MODEL TRAINING

Importing libraries and data

Python version 3.8.10 and “scikit-learn” library version 1.0.1 has been used in this tutorial. The “scikit-learn” library is a 
widely used Python library for machine learning and data science. In this tutorial “LinearRegression,” “MLPRegressor” and 
“RandomForestRegressor” classes will be used to build predictive models. The functions “permutation_importance” and “plot_partial_
dependence” will be used to analyze how the features are contributing to the predictions. After loading the preprocessed dataset, a 
random 75:25 split is performed, and the dependent variables are denoted X and independent variable is denoted as y. The train dataset 
will be used to train the prediction models and the test dataset will be used to evaluate the models.

Multiple linear regression model
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In the “scikit-learn” library, the fit method is called to train a model with the training data. After training, the predict method can be 
used to predict with the given test data. An LR model has been built and the predictions on the test data have been stored in the variable 
“pred1.” The model parameters including the intercept and coefficients have been printed out in the example.

Neural network model
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Next, we will create a NN model and fit it with the training data. Most machine learning algorithms need hyperparameter tuning, which 
is a step where multiple combination of hyperparameter values for the algorithms are set and trained, and then compared to find out 
the best combination of hyperparameters. In this example, a randomized search approach is used. Other methods including grid search 
and Bayesian optimization are also available. The hyperparameters to tune are “solver,” “max_iter” and “alpha,” which control the NN 
optimizer, number of iterations allowed for training and learning rate, respectively. The “hidden_layer_sizes” determines the structure 
of the hidden layers of the NN. In the output, we can confirm that the selected hyperparameters are 300 iterations, two hidden layers 
with 8 and 6 nodes, alpha value of 10-8. The following output of parameters are weight values for each connection between nodes. 
Predicted weekly warfarin doses using the NN model on the test dataset are stored in the variable “pred2.”

Random forest model

The RF model is built in a similar way, and the hyperparameters that have been tuned are “n_estimators,” “max_depth,” “min_
samples_split,” “min_samples_leaf ” and “bootstrap.” The results of hyperparameter tuning are printed out. In order to visualize 
one of the 400 trees in the RF model, the “graphviz” library has been used. Predicted weekly warfarin doses using the RF model on 
the test dataset are stored in the variable “pred3.”
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MODEL ANALYSIS

Performance comparison

After training the 3 models, the performance of each model is evaluated. The metrics used for evaluation are the root mean square 
error (RMSE), coefficient of determination (R2) and accuracy. Accuracy is conventionally defined as the proportion of instances 
where the predicted dose is within a 20% margin of the actual dose. The results indicate that the RF model has highest accuracy, 
while the LR model and NN model have lower RMSE and R2 scores. In the scatterplots, the x, y axes are the observed dose of the 
test dataset and predicted dose by the prediction models respectively. The red dotted line is the line of unity, where predicted dose is 
equal to the actual dose. Scatterplots of prediction values may help visualize the trend of predictions. In this example, the RF model 
does not make low value predictions and all 3 models tend to underpredict patients with high doses.
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Permutation feature importance

In order to quantify the relationship between each feature and the dependent variable, permutation feature importances were 
obtained using the “permutation_importance” function. The permutation feature importance is defined as the decrease in model 
performance when a single feature is randomly shuffled [9]. If the prediction model is highly dependent on a certain feature, 
the accuracy of predictions made on the permutated dataset will severely decline, resulting in a higher feature importance value. 
This method is referred as a model agnostic method, in contrast to adjusted coefficients or Gini importance, which can be used 
exclusively in LR or tree-based models, respectively. In all 3 models, VKORC1 genotype showed prominently high importance, while 
weight, CYP2C9 genotype and age were the second to forth most important features.

Partial dependence plots (PDPs)
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PDPs can be used to visualize and analyze interactions between a set of input features of 
interest and the dependent variable [10]. While keeping all other features same as the original 
data, the feature of interest is changed across a range and predictions are made with the 
model. Intuitively, we can interpret the partial dependence as the expected target response 
as a function of the input features of interest. The PDPs of the LR model are straight lines 
and in case of the NN model there are curved lines which are similar to the LR model. This 
observation is in line with the fact that the performance metrics and feature importance 
scores are similar between the LR and NN models. However, the RF model shows complex 
patterns which indicates that it is modelling features in a highly nonlinear fashion. Two-
dimensional plots may be used to visualize interactions between two features of interest.

CONCLUSION

In this tutorial, multiple linear regression and machine learning-based models were trained 
on patient features to predict the warfarin dose using an open dataset, and the performance 
and characteristics have been explored. Using machine learning or any type of modelling 
technique with patient data has mainly two purposes: generation of a possibly black box 
model that can make predictions when provided with new patient data, and gaining insight 
into how the features contribute to the dependent variable [11]. When the target of a study 
is to build a predictive model per se, machine learning methods are usually engaged to 
obtain accurate predictions. However, in research with a more exploratory purpose, methods 
such as permutation feature importance and partial dependence analysis can be used after 
training a model to generate and visualize insights of how the model is making predictions. 
The fundamental model training and analysis processes demonstrated in this article may be 
implemented in dose optimization studies based on patient data.
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