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ABSTRACT Phage P1 is a temperate phage which makes the lytic or lysogenic
decision upon infecting bacteria. During the lytic cycle, progeny phages are pro-
duced and the cell lyses, and in the lysogenic cycle, P1 DNA exists as a low-copy-
number plasmid and replicates autonomously. Previous studies at the bulk level
showed that P1 lysogenization was independent of multiplicity of infection (MOI;
the number of phages infecting a cell), whereas lysogenization probability of the
paradigmatic phage l increases with MOI. However, the mechanism underlying
the P1 behavior is unclear. In this work, using a fluorescent reporter system, we
demonstrated this P1 MOI-independent lysogenic response at the single-cell level.
We further observed that the activity of the major repressor of lytic functions (C1)
is a determining factor for the final cell fate. Specifically, the repression activity of
P1, which arises from a combination of C1, the anti-repressor Coi, and the core-
pressor Lxc, remains constant for different MOI, which results in the MOI-inde-
pendent lysogenic response. Additionally, by increasing the distance between
phages that infect a single cell, we were able to engineer a l-like, MOI-dependent
lysogenization upon P1 infection. This suggests that the large separation of coin-
fecting phages attenuates the effective communication between them, allowing
them to make decisions independently of each other. Our work establishes a
highly quantitative framework to describe P1 lysogeny establishment. This system
plays an important role in disseminating antibiotic resistance by P1-like plasmids
and provides an alternative to the lifestyle of phage l .

IMPORTANCE Phage P1 has been shown potentially to play an important role in
disseminating antibiotic resistance among bacteria during lysogenization, as evi-
denced by the prevalence of P1 phage-like elements in animal and human patho-
gens. In contrast to phage l , a cell fate decision-making paradigm, P1 lysogeniza-
tion was shown to be independent of MOI. In this work, we built a simple genetic
model to elucidate this MOI independency based on the gene-regulatory circuitry
of P1. We also proposed that the effective communication between coinfecting
phages contributes to the lysis-lysogeny decision-making of P1 and highlighted
the significance of spatial organization in the process of cell fate determination in
a single-cell environment. Finally, our work provides new insights into different
strategies acquired by viruses to interact with their bacterial hosts in different sce-
narios for their optimal survival.
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Bacteriophages and phage-like plasmids play a prominent role in the dissemination
of adaptive traits that allow stable colonization and persistence of multidrug resist-

ance in pathogenic bacteria (1–12). A better understanding of their contribution to
pathotype spread and adaptation is important. Phage P1 was discovered in a lysogenic
strain of Escherichia coli named Li about 70 years ago (13). In terms of the ability to
inject its DNA, P1 has the broadest known host range, including a variety of Gram-neg-
ative enteric bacteria, e.g., E. coli, Shigella dysenteriae (13), and Salmonella enterica sero-
var Typhimurium (14–17), and soil bacteria, including Pseudomonas aeruginosa (17, 18),
Acetobacter suboxydans (17), and Myxococcus xanthus (19, 20). In the E. coli host, the
infection cycle of P1 begins with adsorption to the cell surface by recognizing the ter-
minal glucose moiety of the lipopolysaccharide (LPS) core region (21). The interaction
of at least three of the six tail fibers with receptor molecules is assumed to be sufficient
to stimulate the injection process (22). Injected viral DNAs can be protected from host
type I restriction-modification (RM) system by P1 antirestriction proteins (23–25).
Following DNA injection, the infected cell enters either the lytic cycle, where progeny
phages are produced and the cell lyses, or the lysogenic cycle, in which the phage
DNA exists as a low-copy-number plasmid and replicates autonomously. At the molec-
ular level, the lysis-lysogeny decision is controlled by the interactions between phage
components of the regulatory network (Fig. 1A). Briefly, the major repressor of P1, C1,
is expressed immediately after phage infection and binds to 22 operator sequences
widely dispersed over the P1 DNA to repress lytic gene expression. For example, C1
controls the expression of RepL, which is responsible for vegetative DNA replication,
and Lpa, which activates the late promoter serving viral morphogenesis and lysis genes
(26–28). Coi (c one inactivation) is an antirepressor that binds to C1 and inactivates its
function (29–31), whereas the corepressor Lxc (lowers expression of c1) increases C1
binding affinity by forming a ternary complex with C1 and operator DNA and inhibits
the ability of Coi to dissociate the operator-C1 complex (32–34). Moreover, the hetero-
dimeric complex of Ant1 and Ant2 proteins also functions as an antirepressor, while
the trans-acting c4 RNA represses the synthesis of Ant proteins (Fig. 1A) (for a detailed
review, see reference 35).

Some studies suggest that the initial choice between lysis and lysogeny relies on the
relative synthesis rate of the main competing players, C1 and Coi (28), but no quantita-
tive evidence has been available to determine the relationship between this competition
and the final lysis-lysogeny decision. In addition, the benefits of P1 acquiring different
regulatory components besides the main competing players are not clear. Regrettably,
studies of P1 regulatory circuitry halted prematurely with the death of their prime mover,
Heinz Schuster (30, 31, 33–38). Furthermore, interest in P1 decreased, since it does not
contain cargo genes of clinical interest (e.g., stress resistance and nutrient acquisition),
and, being a temperate phage, P1 has been not considered for antibacterial therapeutic
applications (phage therapy). However, recent advances in sequencing technologies
have allowed the identification of numerous P1-like plasmids in bacteria and human
pathogens (2, 4–6, 9, 11, 12), suggesting their abilities to serve as specific vehicles for the
spread and the maintenance of virulence and antimicrobial resistance in both clinical
and livestock production settings (1, 9). For example, pTZ20_1P, isolated from a porcine
commensal E. coli strain and carrying multiple antibiotic resistance markers, was able to
lysogenize a commensal E. coli strain with consequent transfer of resistance (9).
Moreover, the sequencing data showed that genes contributing to lysogeny establish-
ment were very similar to the genes of the regulatory network of P1 (9). Therefore, a
thorough study of P1 life cycle and mechanism of its lysogeny establishment is impor-
tant to understand the phage-driven antimicrobial resistance emergence and pathogen
adaptation, which will benefit the development of novel therapeutic methods.

Studies of other temperate phages revealed that the lysis-lysogeny decision is
highly dependent on the host availability in the environment or the virus-cell ratio. For
phage l , one of the best-studied paradigms for cell-fate decision-making, the probabil-
ity of lysogeny increases with multiplicity of infection (MOI; the number of phages
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infecting a cell) and approaches 100% when the MOI is sufficiently high (39–41). Upon
infection of the Vibrio phage 882, a quorum sensing factor expressed from the host cell
is utilized to make the lysis-lysogeny decision (42, 43). Moreover, during infection,
some Bacillus phages produce a 6-amino-acid peptide, designated arbitrium, that accu-
mulates in the medium. In turn, high levels of arbitrium cause subsequent phage infec-
tions to be biased toward lysogeny (44, 45). These and other strategies are used by the
phages to determine whether there are enough host cells for the infection by progeny
phages, ensuring a high efficiency of genome propagation. In contrast, phage P1 has
been reported to lack sensitivity to the virus-cell ratio. Previous studies by Bertani and
Nice (46) and Rosner (47) at the bulk level showed constant probabilities of lysogeny
regardless of MOI: 80 to 90% of S. dysenteriae cells were lysogenized at 20°C when
infected by the P1 strain isolated originally from the lysogenic E. coli strain Li (13);
;30% of the E. coli cells were lysogenized at 30°C by the thermoinducible P1 strain
(P1CMc1-100) (47). The constant probability of lysogeny irrespective of host availability,
together with P1’s capacity for autonomous prophage maintenance, utilizing systems
such as type III RM (48–50), plasmid replication (51, 52) and toxin-antitoxin (53, 54), is a
strategy used by P1 to propagate its genomic information as a plasmid. Furthermore,
the ability to establish and be maintained as a plasmid can also be beneficial to the dis-
semination of the cargo genes carried by P1 or P1 phage-like elements.

In this work, we set out to examine the infection process of phage P1 at the levels
of individual phage and cell with a spatiotemporal resolution sufficient to quantify the
relevant subcellular parameters and to evaluate the contribution of each parameter to
the observed cell-fate decisions. Using our system, we first investigated the mechanism
of P1 MOI-independent lysogenization by linking the regulatory gene expression with
cell fate by a simple genetic model. We also found that MOI dependency can be
imposed by increasing the distances between the coinfecting phages. Taken together,
our results provide a new decision-making model that expands our understanding of
temperate phages. This, in turn, gives us insight into how the fitness of different
phages results in distinctive decision-making behaviors and also allows us to evaluate
their contributions to pathogenicity development.

RESULTS
The probability of lysogeny is independent of the number of infecting phages

at the single-cell level. In order to study P1 lysogenization at the single-cell level, we
constructed a fluorescent reporter system to monitor individual decision-making
events under the microscope, as described previously (55). Briefly, to record the num-
ber of phages infecting each E. coli cell, P1 virions were labeled by fusing fluorescent
proteins to phage capsids. Moreover, during the time-lapse movies, the lytic pathway

FIG 1 The probability of lysogeny is independent of the number of infecting phages at the single-
cell level. (A) Schematic of the P1 lysis-lysogeny regulatory network. (B) Probability of lysogeny as a
function of MOI. The probability of lysogeny remains constant over different MOI for wild-type (WT)
cells at ;14.53% (blue; cell sample sizes for MOI of 1 to 5 are 457, 277, 168, 62, and 68, respectively)
and for Lxc-overexpressing cells at ;26.58% (black; cell sample sizes for MOI of 1 to 5 are 295, 132,
55, 38, and 15, respectively). For cells with more C1 operator sequences (red; cell sample sizes for
MOI of 1 to 5 are 147, 111, 44, 14, and 9, respectively), the probability of lysogeny increases with MOI
at lower MOI and returns to the normal level at MOI of .3. Error bars denote counting errors. (C) The
injected DNA copy number correlates with the prediction very well (see also Fig. S2C). Cell sample
sizes for MOI of 1 to 5 are 83, 33, 17, 14, and 5, respectively. Filled squares, experimental data; red
line, linear regression fit; black dashed line, diagonal indicating the perfect positive correlation. Error
bars denote standard errors of the means.
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was followed through a reporter plasmid expressing mTurquoise2 from the PL23 pro-
moter, which is dependent on the late gene activator, Lpa; the indicator for the lyso-
genic pathway was the expression of C1-mVenus fusion proteins followed by cell divi-
sion (Fig. S1). Using this reporter system, we examined the effect of MOI on the cell
fate. In agreement with previous bulk experiments using P1-carried chloramphenicol
resistance as a readout (47), our single-cell measurements demonstrated that the prob-
ability of lysogeny is constant over different MOI (Fig. 1B).

Considering that some proteins encoded by P1, e.g., the superimmunity protein
Sim, may act to prevent superinfecting phages from injecting their DNAs into the cyto-
plasm of infected cells (56, 57), we first tested if all the phages attached on the cell sur-
face were able to inject their DNAs. To examine the number of injected DNAs, we uti-
lized our established DNA visualization system by taking advantage of the specific
binding of SeqA proteins to the methylated GATC sites (55, 58, 59). In particular, during
phage infection, SeqA-mKate2 fusion proteins constitutively expressed in the methyla-
tion-deficient host cells (LZ1387, a Ddam variant) bind to the methylated P1 DNAs but
not the host DNA, allowing us to track the viral DNAs as fluorescent spots. Then, the
injected-DNA copy number of each infected cell was calculated based on the total fluo-
rescent intensity of all DNA spots in the cell at 0 min divided by the single-DNA inten-
sity (see details in Materials and Methods). Meanwhile, as each phage particle was fluo-
rescently labeled by mTurquoise2, we could count the phages that attached on the
cell surface and predict the injected-DNA number based on failed and dark infection
frequencies (see details in Materials and Methods). From our data, we observed a
nearly perfect positive correlation between the actual injected-DNA number and the
predicted DNA copy number (Fig. 1C and Fig. S2C). This indicated the success of multi-
ple infection and the independence of the DNA injection process from different
phages adsorbing to the same cell.

A simple genetic model to elucidate MOI-independent decision-making. To under-
stand the underlying mechanism of this MOI-independent cell lysogeny, we sought a
minimal genetic model based upon the regulatory network of P1 (Fig. 1A). Given the
central role of the major repressor, we hypothesized that C1 activity is a cell fate deter-
mining factor. Based on P1 regulatory circuitry, C1 activity can be affected by different
parameters, e.g., the expression level of C1 compared with its inhibitor Coi, the level of
the corepressor Lxc, and the number of intracellular C1 binding sites (22 sites per P1
DNA). We first compared C1 expression level in lytic and lysogenic cells by tracking C1-
mVenus intensity using the decision-making reporter system (55). As expected, cells
entering the lysogenic pathway showed higher C1 signals on average than those
entering the lytic pathway, though it was not always true for every single-cell trajectory
(Fig. 2A). Next, we tested whether the decision-making outcome could be manipulated
by varying the intracellular C1 activity. To enhance C1 activity, we overexpressed the
corepressor Lxc from plasmids in host cells. Indeed, host cells with higher Lxc

FIG 2 Influence of C1 activity on the probability of P1 lysogeny. (A) The average expression level of
C1 (mVenus intensity) in lysogenic cells is higher than the level in lytic cells. Bold lines, mean
intensities; light lines, C1 expression trajectories of each individual cell. Blue, lysogenic cells (n = 47);
red, lytic cells (n = 165). (B) Probability of lysogeny upon the infection of E. coli cells with different
expression levels of Lxc at the bulk level (MOI = 1). Lxc was induced with different concentrations of
IPTG from the PLacO promoter on a plasmid. The error bars denote counting errors.
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expression levels exhibit higher probabilities of lysogeny at both the bulk level
(Fig. 2B) and the single-cell level (Fig. 1B). Interestingly, the probability of lysogeny was
still independent of MOI (Fig. 1B). On the other hand, to reduce the C1 activity, we
introduced more C1 operator DNA sequences from plasmids (;15 sites per cell) and
found a reduction of the lysogeny probability at low MOI (1 and 2) (Fig. 1B), although
not at higher MOI, where changes of the number of C1 binding sites were relatively
low and hence showed less effect on C1 function. In summary, these data suggest that
C1 activity is a determining factor of P1 decision-making.

We then hypothesized that the C1 activity of each infecting phage was constant in
cells with different MOI, which led to the MOI-independent lysogenization. Initially, we
defined the total C1 activity in an infected cell as the amount of C1 that is not bound
by Coi (or free C1) based on their antagonistic functions and assumed that the amount
of free C1 per infecting phage was a constant. To test this, we compared mRNA levels
of c1 and coi simultaneously during P1 infection at different bulk MOI (0.2, 1, and 5),
measured by single-molecule fluorescence in situ hybridization (smFISH) (60). DNA
FISH and quantitative PCR (qPCR) data (Fig. S3) suggested that the viral DNA replica-
tion began around 30 min after infection, so we focused on mRNA levels at 20 min and
30 min. Fluorescent probes were designed to target c1 or coi mRNA so that we could
quantify them separately (Fig. 3A and B). According to the Poisson distribution (55), at
bulk MOI of 0.2, 1, and 5, the estimated proportions of infected cells out of total cells
were about 18%, 63%, and 99%, respectively. From the smFISH experiments, the per-
centage of infected cells (cells showing c1 or coi mRNA signal) were consistent with
our predictions (Fig. S4). However, the difference between c1 and coi mRNA per phage,
i.e., free c1 mRNA per phage, decreased with MOI instead of remaining constant
(Fig. 3C), where the mRNA levels of both c1 and coi per phage decreased with MOI
(Fig. S5). This suggested that, in order to achieve MOI-independent lysogenization,
there would be other components that work together to diminish the effect of MOI.

Based on the aforementioned regulated function of Lxc, we decided to define C1
activity considering the expression level of both free C1 and Lxc. Since none of the

FIG 3 The interaction of C1, Coi, and Lxc leads to the constant C1 activity of each phage despite different
MOI. (A) Schematic of the coi-c1 operon and the smFISH method. C1 is expressed from two promoters (P1coi
and Pc1), while Coi is expressed only from P1coi. C1 is able to inhibit both P1coi and Pc1 by binding to the
adjacent operator sequences. Coi forms a 1:1 complex with C1 to inactivate C1 function. Lxc promotes C1
binding affinity to its operators and inhibits the dissociated function of Coi. (B) Representative images showing
mRNA expression at 30 min after infection at bulk MOI of 0.2 (top) and 5 (bottom). Cyan, c1; red, coi; green,
lxc. Bar = 2 mm. (C) Free c1 mRNA per phage decreases with MOI. See also Fig. S5. (D) The level of lxc mRNA
increases with MOI. (E) The C1 activity of each infecting phage, i.e., free c1 mRNA times lxc mRNA per phage, is
similar at different MOI. (F) In Lxc-overexpressed host cells, the lysis-lysogeny decision is determined by the
level of C1 per phage. smFISH experiments show that the level of c1 mRNA per phage is similar at different
MOI. In all plots, error bars denote standard errors of the means.

MOI-Independent Lysogeny upon Viral Infection ®

September/October 2021 Volume 12 Issue 5 e01013-21 mbio.asm.org 5

https://mbio.asm.org


promoters that drive the transcription of gene lxc is under the control of C1 or other
factors, we hypothesized that Lxc is constitutively expressed upon infection and the
Lxc level is positively correlated with MOI. As shown in Fig. 3D, lxc mRNA number
increased with MOI from smFISH experiments. Together with the observation that free
c1 mRNA per phage decreased with MOI (Fig. 3C), our simple model became one in
which the C1 activity of each infecting phage, defined as the expression level of free
C1 times the expression level of Lxc per phage, remained constant over MOI. To test
this, we quantified the mRNA expression of c1, coi, and lxc in the same cell during
phage infection using smFISH. Indeed, our results showed that the C1 activities per
phage were similar at different bulk MOI (Fig. 3E). These data support our model for
MOI-independent lysogeny and indicated the importance of Lxc for maintaining a set
frequency of lysogeny during P1 infection.

Next, we assumed that the proportional expression level of Lxc over MOI was the
key to maintaining the probability of cell lysogeny. To demonstrate this, we overex-
pressed Lxc; hence, its level became a constant in all infection events, which should
have resulted in MOI-dependent lysogeny. However, based on the data from our sin-
gle-cell infection assay, probabilities of P1 lysogeny during the infection of the Lxc-
overexpressed hosts were still independent of MOI (Fig. 2B). The mechanism behind it
would be that, with this saturated Lxc function on C1 activity, the function of Coi in
inactivating C1 was abolished. In this scenario, cell fate should be simply determined
by the level of C1 per phage. From the smFISH experiment upon the infection of Lxc-
overexpressing hosts, we indeed observed a constant level of c1 mRNA per phage at
different MOI (Fig. 3F), which led to the MOI independency. In summary, C1 activity
regulating each phage depends on the expression level and the interaction between
the gene products of c1, coi, and lxc and is a constant during infection with different
numbers of P1 virions, which results in an MOI-independent lysogenic response.

Imposing MOI dependency by increasing the distance between infecting phages.
Recent studies showed that phage l exhibits individual lysis-lysogeny decision-making
by each infecting phage, as evidenced by phage DNA integration into the host chro-
mosome (lysogeny) followed by cell lysis as well as the coexpression of capsid decora-
tion proteins (gpD) from different infecting phages, indicative of lytic pathways, coex-
pression of CI from different infecting phages, indicative of lysogenic pathways, and
coexpression of both gpD and CI, indicative of both lysis and lysogeny in single cells
(59, 61, 62). The decisions by all l phages infecting a single cell are then integrated
into the final cell fate (41, 59). In the meantime, the probability of lysogeny of phage
l increases with MOI (39–41). We speculate that the MOI-dependent lysogenization
of l is correlated with the individual phage lysis-lysogeny decision. Here, the MOI
independency of P1 lysogenization may then imply that the infecting phages make an
ensemble decision. To explore this, we examined P1 DNA interactions inside the cell
using a tetO/TetR-FP DNA visualization system (Fig. S2A and B) (61, 63). Basically, we
replaced darB (23, 64), a gene nonessential for P1 decision-making, with a 120�tetO
array in the phage DNA. Upon infection of the host cell harboring a plasmid constitu-
tively expressing TetR-mNeonGreen fusion proteins, all injected and replicated phage
DNAs are bound and labeled at tetO sites by fluorescent TetR-mNeonGreen proteins,
forming foci or clusters (Fig. 4A and B). During the infection process, some interesting
DNA behaviors were detected (Fig. 4A): (i) one of the phage DNAs replicated earlier or
faster than the other, resulting in an unsynchronized pattern; (ii) phage DNAs physi-
cally moved together; and (iii) viral DNAs located at different cell areas showed
synchronized replication patterns. Asymmetric levels of DNA replication might be due
to the uneven distribution of intracellular machineries, suggesting that phages made
decisions individually, defined as individual DNA behavior. In contrast, DNAs that move
together or show synchronized replication patterns would probably indicate that the
infecting phages shared regulatory products to regulate each other and made deci-
sions as one, i.e., nonindividual behavior. A majority of the cells (;70%) exhibited the
nonindividual behavior (Fig. 4C and Fig. S6A).
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The nonindividual behavior could be due to phages being physically close to each
other and their gene products for lysis-lysogeny decision being easily shared among
them. Therefore, a larger distance between infecting phages would inhibit the efficient
trans regulation and thereby lead to individual decision-making. To test whether this is
the case, we increased the distances of phages by infecting a much longer cell (Fig. 5A
and Fig. S7A and B). Increased cell length was achieved by expressing the Kil protein of
phage l from a plasmid; Kil inhibits E. coli cell division, causing cells to grow into long
filaments (65, 66). For simplicity, we analyzed the infected cells only at an MOI of 2.
Using the tetO/TetR-mNeonGreen DNA visualization system, we observed more
unsynchronized DNA replications during the infection of long filamentous cells
(Fig. 4B), which gave rise to a higher level of the individuality of coinfecting phages
(Fig. 4C and D; Fig. S6C and D). Next, we tested P1 lysogenic response in long cells. In
both bulk and single-cell experiments, the probability of cells undergoing lysogeny
increased with MOI instead of being a constant value (Fig. 5B and C; Fig. S7C and D). In
summary, these data indicate that infecting P1 phages are more likely to make the en-

FIG 5 MOI-dependent lysogenization was increased by increasing the distance between coinfecting
phages. (A) Representative images of normal-sized cells and long cells. Bar = 2 mm. (B) The
probability of lysogeny increases with MOI for long cells (red) and remains constant for normal-sized
cells (blue), tested at the bulk level (see also Fig. S7). Red circles, lKil was induced using 0.05%
arabinose from plasmid pBAD to generate long cells. Blue circles, no arabinose treatment. (C)
Comparison of the probability of lysogeny increasing with MOI upon infection of normal-sized cells
and long cells at the single-cell level. Orange, long cells (cell sample sizes for MOI of 1 to 8 are 22,
20, 20, 32, 21, 19, 19 and 15, respectively); blue, normal-sized cells (see also Fig. 1B). Error bars
denote counting errors.

FIG 4 P1 virions infecting the same host cell make an ensemble lysis-lysogeny decision. (A)
Representative images showing phage DNA behaviors in normal-sized E. coli cells at an MOI of 2 (green
signals represent TetR-mNeonGreen-bound phage DNAs). (Left) One of the phage DNAs replicated earlier
or faster than the other, resulting in an unsynchronized pattern. (Middle) Phage DNAs physically moved
together. (Right) Phage DNAs located at different cell areas showed synchronized replication patterns.
The MOI was determined by the number of mTurquoise2 fluorescent phages (red dots indicated by red
arrows) attached on the cell surface at 0 min. (B) Representative images showing unsynchronized phage
DNA behaviors in long cells with lKil expression at an MOI of 2. Bar = 2 mm. (C) Bar plot showing more
nonindividual DNA behaviors in normal-sized cells (n = 82) versus more individual phage DNA behaviors
in long cells (n = 79). The error bars denote counting errors. (D) Box plot of the distance between
coinfecting phages on the surface of long cells (red, n = 121) is much larger than that in normal-sized
cells (blue, n = 113) at an MOI of 2. *, P , 0.001 as determined by Student's t test. See also Fig. S6.
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semble decision and tend toward MOI-independent lysogenization when they can effi-
ciently regulate each other in the scenario of normal-sized cells; on the other hand,
phages can make individual decisions and tend toward an MOI-dependent lysogenic
response when the distance between them is large enough to diminish trans regulation.

DISCUSSION

In this work, we investigated the underlying mechanism of how P1 enters its lyso-
genic state, in terms of its gene regulatory circuitry, which is conserved in P1-like plas-
mids (9). By taking advantage of single-cell techniques, we first demonstrated the MOI-
independent lysogenic response at the single-cell level (Fig. 1B) and then proposed its
mechanism with a simple model: The C1 activity of each infecting phage, depending
on the relative expression level and interactions between C1, Coi, and Lxc, was regu-
lated to be a constant value over different MOI, resulting in the similar probabilities of
lysogeny (Fig. 6A). When Lxc was overexpressed, Coi function in inactivating C1 was
abolished and the C1 level of each infecting phage became the determining factor for
the lysis-lysogeny decisions, which was a constant value over different MOI, resulting
in MOI independency (Fig. 6B). Given that Lxc has no homologs in phage l , the func-
tion of Lxc in maintaining the probability of lysogeny suggests that phage P1 uses a
totally different gene regulation at the molecular level to guide its lysis-lysogeny deci-
sion. Furthermore, compared with the individuality of phage l for decision-making
(41, 59, 61, 62), the independence of MOI for the phage P1 lysogenic response strongly
signals that the infecting phages make a group decision.

To test this hypothesis, we examined the interaction of injected P1 DNAs in normal-
sized E. coli cells with an MOI of 2 and observed more nonindividual DNA behaviors
(;70%) than the individual ones. Among these, the cases where the unsynchronized
replication of P1 DNAs can be seen as phage individuality; i.e., coinfecting phages
make different decisions due to the uneven intracellular environment. For example,
the bacterial nucleoid is located in the center of the cytoplasm, leaving the polar
regions largely free of DNA, while certain functional proteins, such as the osmosensory
transporter ProP (67, 68), and ribosomes (68) are enriched at the cell poles. After the
individual decision-making of each P1, the decisions by all phages probably integrate
into the final cell outcome as lysis or lysogeny, similar to what occurs with phage l . On
the other hand, the majority of P1 DNAs exhibited nonindividual behaviors as they
moved together or showed synchronized replication patterns. In addition, the propor-
tion of nonindividuality was assumed to be even higher in the cells with higher MOI,
given the increased viral concentration, which results in an overall MOI-independent

FIG 6 Model of the P1 lysis-lysogeny decision-making mechanism. (A) The lysis-lysogeny decision-making of P1 is independent of MOI. All infecting
phages make a group decision inside the host cell due to trans regulation (green double arrow). The constancy of C1 activity of each phage, depending on
the expression levels of C1, Coi and Lxc, results in a robust lysogenic response against the number of phages infecting an individual cell. (B) The lysis-
lysogeny decision-making of P1 is independent of MOI in the Lxc-overexpressing host. When Lxc is overexpressed, Coi function in inactivating C1 is
abolished. The C1 level of each infecting phage becomes the determining factor for the lysis-lysogeny decisions, which is a constant value over different
MOI, resulting in MOI independency. The C1 binding affinity or C1 activity per phage increases and leads to higher probabilities of lysogeny. (C) A different
lysogenic pattern is imposed by increasing phage distances infecting the same host cell. It suggests individuality of the choice between lysis and lysogeny of
individual phages that are not able to share regulatory components effectively. Blue intensities indicate C1 activities of each infecting phage, and darker color
evinces higher activity, which is regulated by the expression levels and interactions between C1 (white pentagons), Coi (black circles), and Lxc (green stars).
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cell outcome. Furthermore, we found that a large separation among P1 virions infect-
ing the same cell prompted the individual decision-making and altered the lysogenic
response to be dependent on MOI (Fig. 6C). This result highlights the important role of
the spatial organization in the process of cell fate determination in a single-cell
environment.

The striking differences between phage P1 and phage l may suggest distinct strat-
egies developed by these two phages for efficient genome propagation, which is
essential for all organisms to survive in the fluctuating environment. Phage l can infect
only a subclass of E. coli strains and may therefore be considered a specialist, implying
the limited availability of host cells under natural conditions. Additionally, phage l

uses the outer membrane protein LamB as its receptor, which shows helical or ring-like
patterns on cell surfaces (69), contributing to the preferential adsorption to cellular
poles (41, 70). The use of polar adsorption augments the infection specificity at the
cost of a higher rate of failed infection (41, 55). Thus, the ability to sense the amount of
host cells for the infection of progeny phages is important: the injected phage DNA is
replicated and packaged into new progeny viral particles under conditions where host
cells are not limiting, whereas viral DNA stays dormant in the host when not enough
host is available. Moreover, the MOI dependency of l has been found to rely on the
individuality of each infecting phage; coinfecting phages make individual lysis-lysog-
eny decisions, and the host cell integrates these decisions to result in lysis, lysogeny, or
lyso-lysis (71).

In contrast, phage P1 can be regarded as a generalist with the ability to inject its
DNA into a very broad spectrum of Gram-negative hosts. It recognizes evenly distrib-
uted LPS molecule as its receptor, leading to the nonspecific adsorption to the cell sur-
face (55). The broad host range and the high probability of successful DNA injection
(55) reduce the need to sense the availability of host bacteria. It may also reflect a
phage’s real-world experience of having to deal with diverse cytoplasmic environ-
ments where the lytic pathway may be problematic and less attractive in terms of fit-
ness, as for the need for different strategies to replicate a large number of viral DNAs,
while the establishment of a stable lysogen becomes preferred. Thus, P1 makes the
lysis-lysogeny decision regardless of MOI and in general with a bias toward lysogeny.
Furthermore, during lysogenization, P1 is maintained as a self-replicating plasmid (51,
52). First, the plasmid format gives P1 prophage more freedom from the host cell’s
control, in processes such as DNA replication, where P1 uses its own origin and replica-
tion system (28), and protein synthesis, considering the effects of the chromosome
position on the gene expression profile in bacteria (72). Second, given the aforemen-
tioned capacities for plasmid maintenance (48–54) and the separate distribution of
genes with related functions on the viral genome (28), P1 may have evolved directly
from an intracellular plasmid by acquiring phage-related elements. These suggest a
distinct evolutionary lineage of P1 with other temperate phages. In sum, the formation
of stable plasmids is probably the priority for phage P1 during infection, and a robust
lysogenic response over host availability helps ensure this process. Essentially, the
autonomy and constant lysogenization make P1 an ideal backbone to carry and spread
cargo genes during virulence dissemination. On the other hand, the P1 phage particle
is more likely to be used in lateral gene transfer between bacterial strains, which is less
essential for P1 propagation.

MATERIALS ANDMETHODS
Media. LB broth contained (per liter of distilled H2O) 10 g Bacto tryptone, 5 g Bacto yeast extract,

and 5 g NaCl and was adjusted to a pH of about 7.5 with NaOH. Derivative media were supplemented
with the following: LBM, 10 mM MgSO4, used for generating crude lysates and in agarose slabs for sin-
gle-cell microscopy; LB plates, 1.5% agar; LBCM plates, 1.5% Bacto agar and 12.5 mg ml21 chlorampheni-
col. SM buffer (50 mM Tris-HCl [pH 7.5], 100 mM NaCl, 8 mM MgSO4) was used as a phage storage buffer.
NZYM (N-Z amine-NaCl-yeast extract-MgSO4) was used for phage titration, supplemented with 1.5% or
0.7% Bacto agar for plates and top agar, respectively. Neidhardt EZ rich defined medium (73) was used
for DNA visualization experiments due to its low background and fluorescence. It contained (per liter of
distilled H2O) 1� MOPS (morpholinepropanesulfonic acid) mixture (Teknova no. M2101), 1.32 mM
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K2HPO4 (Teknova no. M2102), 1� ACGU solution (Teknova no. M2103), and 1� supplement EZ (Teknova
no. M2104). Carbon sources were added when the cell culture was started.

Bacterial strains, phages, and plasmids. All bacterial strains, plasmids, and phages are described in
Table S1.

(i) Construction of Lxc expression plasmids (pLZ1931 and pLZ1933). We constructed the plasmids
containing the P1 lxc gene under the control of the IPTG (isopropyl-b-D-thiogalactopyranoside)-inducible
promoter PLlacO-1. We inserted lxc (primers 1 and 2) into pZE12luc with NcoI and SphI (pLZ1931) and
then transferred the whole fragment from PLlacO-1 to mTurquoise2 (primers 3 and 4) into pACYC177 at
the BamHI and PstI sites to maintain kanamycin resistance (pLZ1933). In order to achieve uniform IPTG
induction, constructed plasmids were transformed into the MG1655 lacIq DlacY strain for Lxc expression.

(ii) Construction of the C1 operator plasmid (pLZ1950). There are 22 C1 binding operators dis-
persed on the P1 genome. The 17-bp operator consensus sequence is asymmetric and is reported in ref-
erence 28 as ATTGCTCTAATAAATTT. One copy of the consensus operator sequence was designed in
primer 5 and amplified with primer 6 from pACYC177. PCR fragments were ligated into pACYC177
between BamHI and PstI. We transformed the plasmid into MG1655 or other strains acting as the host
cell during single-cell infection assays.

(iii) Construction of tetO phage. The tetO recombination plasmid (pLZ1981) was constructed to
replace part of the darB region of P1KL1856. Specifically, a 120�tetO-Kanr array digested from pLAU39
(63) (EcoRI and SalI), a homology region (H1) inside darB (primers 7 and 8), and a kanamycin resistance
gene (primers 9 and 10) with its promoter were ligated into a pUC19 backbone using Gibson assembly.
Another homologous region (H2) inside darB (primers 11 and 12) was then ligated into the assembled
plasmid with SalI and HindIII. Next, we used the lred recombination method (74) to recombine the H1-
Kanr-120�tetO-H2 sequence in the P1 genomic DNA. This DNA sequence was digested from pLZ1981
with NdeI and HindIII and transformed into LZ1856 lysogen with pKD46 under electroporation. Each
electroporation reaction mixture contained 100 ng purified DNA and 100 ml competent cells in a 0.2-cm
cuvette and was transferred in a Bio-Rad MicroPulser electroporator. Cells were recovered in 1 ml SOC
(2% vegetable peptone, 0.5% yeast extract, 10 mM NaCl, 2.5 mM KCl, 10 mM MgCl2, 10 mM MgSO4,
20 mM glucose) solution for 1 to 2 h at 30°C and plated on LB plates containing Cm (12.5 mg ml21) and
Kan (30 mg ml21) at 30°C overnight. The genomic construct was then verified by sequencing.

Bacteriophage assays. (i) Production of phage lysates. Phage lysates were produced by thermal
induction of phage lysogens. Briefly, a single colony of the desired lysogen was grown in 1 ml LB with
appropriate antibiotics overnight at 30°C. The overnight culture was diluted 100-fold in LBM and grown
at 30°C until an optical density at 600 nm (OD600) of ;0.5 was reached. P1 or a P1 mutant was thermally
induced by shifting the culture to 42°C in the shaking water bath (180 rpm) for 30 min. Then, the culture
was shaken at 37°C and 180 rpm for 1 h until an OD600 of ;0.1 was reached. We collected the lysate in a
centrifuge tube and mixed it with chloroform (2%) for about 15 min at room temperature (RT) for thor-
ough lysis. The lysate was centrifuged at 10,000 � g for 10 min at 4°C and sterilized by the passage of
the supernatant through a 0.2-mm filter (VWR International catalog no. 28145-477). The gp23-
mTurquoise2 phages were obtained by inducing the lysogen (e.g., LZ1914 and LZ2504). During lysogen
growth, IPTG was added to a final concentration of 0.075 mM when the OD600 approached 0.1, to pro-
vide the proper amount of gp23-mTurquoise2 for mosaic phage assembly.

(ii) Phage titration assay. An overnight culture of indicator strain MG1655 was diluted 100-fold in
LBM and grown at 37°C to an OD600 of ;0.4. Next, we kept the cell culture on ice and added 5 mM
CaCl2. The phage stock was diluted in SM buffer to an estimated 103 to 104 PFU ml21. We incubated 100
ml of the diluted phages with 300 ml of host solution for 20 min at RT. The phage-cell mixture was then
added into 4 ml of 50°C molten NZYM top agar and plated on predried NZYM agar plates. The plates
were allowed to set for 10 min at RT and incubated overnight at 42°C. The titer was determined as the
ratio of plaques to the dilution factor.

(iii) Phage purification by ultracentrifugation. The crude lysate, obtained from the thermal induc-
tion in 500 ml LBM as described above, was centrifuged in a Sorvall GSA rotor at 10,000 rpm for 20 min
at 4°C. The supernatant was transferred into a new bottle. After incubation with 1 mg ml21 DNase and
1 mg ml21 RNase for 1 to 2 h at RT, the lysate was concentrated by overnight centrifugation (;16 h) in
the Sorvall GSA rotor at 10,000 rpm, 4°C. We soaked the resulting phage pellet in 2 ml cold SM buffer
and extracted the phage solution after a 48-h incubation. Phages were then purified by equilibrium cen-
trifugation in 1.40 to 1.45 g ml21 cesium chloride using the Beckman 70.1Ti rotor at 45,000 rpm for 24 to
26 h at 4°C. The phage band was extracted with 18-gauge needles and dialyzed against SM buffer in
Slide-A-Lyzer 3,500-molecular-weight-cutoff (MWCO) dialysis cassettes (Thermo Scientific).

(iv) Bulk lysogenization probability assay. We measured the probability of lysogeny as a function
of the MOI. An overnight culture of the host strain was grown in LB at 37°C. Cells were diluted 1,000-fold
into LBM, grown at 37°C to an OD600 of ;0.4, and chilled, and CaCl2 was added to a final concentration
of 5 mM. Then, 100 ml of the cells was added to 100 ml of phage solutions with different concentrations.
After a 30-min incubation at 30°C, we transferred 20 ml of the mixture into 980 ml ice-cold LB or SM
buffer to stop the adsorption process. Aliquots in LB medium were plated on LBCM plates and incubated
overnight at 30°C. Lysogen concentrations were determined by counting the number of Cmr colonies.
To examine the concentration of nonadsorbed phages, we centrifuged the aliquots in SM buffer and
titrated the supernatant on MG1655. Total phage and bacterium concentrations were measured using
plate assays as well. Bulk MOI was determined as total phages/total cells. The probability of lysogeny of
all cells or of the infected cells (determined from the bulk MOI using the Poisson distribution with a cu-
mulative probability of $1) was plotted as a function of the MOI on a log-log scale. MOIinfected was calcu-
lated as (total phages 2 nonadsorbed phage)/total cells. lKil expression in strains containing pBAD24-
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lkil was induced with ʟ-arabinose when the OD600 approached 0.08. Lxc expression in strain LZ1931 was
induced with IPTG when the OD600 approached 0.1.

Single-cell infection assay. (i) Decision-making examination. The protocol for single-cell infection
assays was adapted from previous work (55). An overnight culture of LZ1915 was diluted 100-fold in
LBM and grown to an OD600 of ;0.4; then, CaCl2 was added to 5 mM. For infections in Lxc-overexpress-
ing cells, IPTG was added at a final concentration of 0.2 mM to the cell culture (LZ1937) when the OD600

approached 0.1. Purified P1LZ1914 phages were mixed with the cells to reach an MOI of 0.1 to 7, fol-
lowed by incubation for 30 min at 30°C to trigger both phage adsorption and viral DNA injection. One
microliter of the sample was placed on a 1-mm 1.5% LB agarose pad resting on a small coverslip (18 by
18 mm; Fisher Scientific). After 1 to 2 min, a large coverslip (24 by 50 mm; Fisher Scientific) was gently
overlaid, and the sample was imaged under the microscope at 30°C.

To localize all phages surrounding the cells, a series of 7 z-axis images with a spacing of 300 nm
were taken through the cyan fluorescent protein (CFP) channel using a 500-ms exposure for each. Cells
were imaged at multiple stage positions (typically 16) in each experiment. During the time-lapse movie,
the sample was imaged in phase-contrast (100 ms exposure for cell recognition), yellow fluorescent pro-
tein (YFP) (300-ms exposure for phage C1-mVenus expression), and CFP (100-ms exposure for lytic re-
porter signal) channels at intervals of 5 min until cell fate was visible (3 h in total).

(ii) DNA injection on a SeqA-mKate2 strain. The protocol for DNA injection onto a strain express-
ing SeqA-mKate2 (LZ1387) was adapted from our previous work (55). An overnight culture of LZ1387
was diluted for 100-fold in LBM and grown to an OD600 of ;0.4; then, CaCl2 was added to 5 mM. Purified
P1LZ1914 phages were mixed with the cells to reach an MOI of 2, followed by incubation for 30 min at
30°C to trigger both phage adsorption and viral DNA injection. One microliter of the sample was placed
on a 1-mm 1.5% phosphate-buffered saline (PBS) agarose pad resting on a small coverslip (18 by
18 mm; Fisher Scientific). After 1 to 2 min, a large coverslip (24 by 50 mm; Fisher Scientific) was gently
overlaid, and the sample was imaged under the microscope at 30°C.

Cell images were taken at 24 stage positions in the phase-contrast (100-ms exposure for cell recogni-
tion), CFP (500-ms exposure for fluorescent phages), and far-red (100-ms exposure for SeqA-mKate2
foci) channels with 5 z stacks with a spacing of 300 nm.

(iii) DNA injection on a TetR-mNeonGreen strain. An overnight culture of LZ2001 was diluted
100-fold in EZ rich defined medium with 0.2% glucose and 10 mM MgSO4. For long cells with lKil
induction, the overnight culture of LZ2001 with pBAD33-lkil was diluted 100-fold in EZ rich defined
medium with 30% LB and 10 mM MgSO4. ʟ-Arabinose was added to a final concentration of 0.05%
when the OD600 approached 0.08. The cells were grown to an OD600 of ;0.4; then, CaCl2 was added
to 5 mM. Purified P1LZ1914 phages were mixed with the cells to reach an MOI of 2, followed by incu-
bation for 30 min at 30°C to trigger both phage adsorption and viral DNA injection. One microliter of
the sample was placed on a 1-mm 1.5% agarose pad (PBS for cell imaging, EZ rich with 0.2% glucose
for time-lapse movie) resting on a small coverslip (18 by 18 mm; Fisher Scientific). After 1 to 2 min, a
large coverslip (24 by 50 mm; Fisher Scientific) was gently overlaid, and the sample was imaged
under the microscope at 30°C.

A series of 7 z-axis images with a spacing of 300 nm were taken through the CFP channel using a
500-ms exposure for fluorescent phages and the Green2#FISH channel using a 300-ms exposure for
TetR-mNeonGreen-labeled DNA foci. Cells were imaged at multiple stage positions (typically 16) in each
experiment. During the time-lapse movie, the sample was imaged in the phase-contrast (100-ms expo-
sure for cell recognition) and Green2#FISH (300-ms exposure for DNA behavior) channels at intervals of
5 min until cell fate was visible (3 h in total).

RNA FISH. Different probes were synthesized to target different phage transcripts (39 TEG-Amino;
Biosearch Technologies). Probes targeting c1, coi, and lxc were designed as described in a previous study
(60) and labeled with Cy5 (GE Healthcare no. PA15101), 6-carboxytetramethylrhodamine (TAMRA)
(Biosearch Technologies, no. SMF-1001-5), and Alexa Fluor 488 (Thermo Fisher no. A20000), respectively
(Fig. 3A). Probes are listed in Table S3.

To perform RNA FISH on infection samples, the overnight host cells were diluted 100-fold in 65 ml of
fresh LBM and grown at 37°C to an OD600 of ;0.4. For the infections on Lxc-overexpressed cells IPTG
was added at a final concentration of 0.2 mM in the cell culture (LZ1938) when the OD600 approached
0.1. Then, CaCl2 was added to 5 mM. After that, a 750-ml aliquot of cells was separated as a negative con-
trol without phages. The rest of the cell culture was mixed with the purified P1LZ1856 to reach MOI of
0.2, 1, and 5, and the mixture was incubated at 30°C (0 min). At each time point (10, 20, 30, 40, 50, 60,
80, and 100 min) during incubation, a 750-ml aliquot of the mixture was placed in a new 15-ml centri-
fuge tube with 830 ml of 37% formaldehyde. This tube was left to shake on a nutator for 30 min and
then centrifuged at 400 � g for 8 min to pellet the cells. Details of fixation, permeabilization, and hybrid-
ization were presented in previous studies (60, 75). Briefly, after fixation, the cells were washed three
times with 1� PBS. Subsequently, the cells were permeabilized by resuspension in 70% ethanol for 2 h
at room temperature and centrifuged to collect the cells. The pellet was then resuspended in wash solu-
tion (40% formamide, 2� SSC [1� SSC is 0.15 M NaCl plus 0.015 M sodium citrate]), incubated for 5 min
at room temperature, and pelleted again, after which they were ready for hybridization. The cells were
then resuspended in 25 ml hybridization solution (40% formamide, 2� SSC, 1 mg ml21 E. coli tRNA,
2 mM ribonucleoside-vanadyl complex, and 0.2 mg ml21 bovine serum albumin [BSA]) with each set of
probes reaching a final concentration of 1 mM. The samples were then incubated in a 30°C water bath
overnight. The next day, the cells were washed three times using wash solution by incubating the cell
pellet for 30 min in a 30°C water bath. After the final wash, the cells were resuspended in wash solution
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plus 10 mg ml21 DAPI (49,6-diamidino-2-phenylindole) and incubated for 10 min at room temperature.
This suspension was then pelleted and resuspended in 2� SSC. The sample was then ready for imaging.

Two microliters of the cell suspension was pipetted onto the center of a 24- by 50-mm coverslip. A
1.5% PBS agarose pad was laid slowly on top of the cell suspension droplet with a razor blade. The pad
was covered with an 18- by 18-mm coverslip. Under the microscope, images were taken in the phase-
contrast (100 ms), Cy5 (700 ms, c1), Cy3 (1 s, coi), green fluorescent protein (GFP) (2 s, lxc), and DAPI
(30 ms, DAPI) channels at different stage positions.

DNA FISH. For DNA FISH for P1 DNA replication detection, probes were produced by PCR amplifying
;3 kb of P1 DNA (dnafish-P1-for and dnafish-P1-rev primer pair, listed in Table S2), using a phage lysate
as the template, and treating the purified PCR product with a PromoFluor500-dUTP nick translation kit
(PromoCell) to generate DNA-PromoFluor500 fragments ranging from 100 to 500 bp.

To perform DNA FISH on infection samples, the overnight host cells were diluted 100-fold into 50 ml of
fresh LBM and grown at 37°C to an OD600 of;0.4. Then CaCl2 was added to 5 mM. After that, a 5-ml aliquot
of cells was separated as a negative control without phages and mixed with 550 ml of 37% formaldehyde
for fixation. The rest of the cell culture was mixed with the purified P1LZ1856 to reach an MOI of 0.2, fol-
lowed by incubation at 30°C. At each time point (30, 40, 50, and 60 min) during incubation, 5 ml of the mix-
ture was transferred to a 15-ml centrifuge tube with 550 ml of 37% formaldehyde. This tube was left to
shake on a nutator for 30 min and then centrifuged at 4,000� g for 3 min to pellet the cells.

Details of fixation, permeabilization, and hybridization steps are detailed in reference 76. Briefly, the
fixed cells were washed with 1 ml of ice-cold 1� PBS three times and resuspended in 1 ml of GTE solution
(50 mM glucose, 20 mM Tris-HCl [pH 7.5], 10 mM EDTA). For the control sample, three separate 500-ml ali-
quots of the cell suspension were then mixed with 10 ml of 0.01 mg ml21 lysozyme solution and incubated
at room temperature for 2, 4, and 6 min, followed by three washes with GTE, and the cells were pelleted via
centrifugation at 10,000 � g for 30 s. The cells were then resuspended in;150 ml of GTE. For each control
sample, 1 ml of the cells was deposited onto a PBS agarose pad and imaged. The lysozyme treatment time
yielding ;90 to 95% intact cells (;1 to 5% lysed cells) represents the optimal treatment time for the sam-
ples. The actual time point samples, from the initial GTE wash, were then processed as the control was,
using the optimal lysozyme time. For each time point, 10 ml of cells were deposited onto poly-L-lysine-
coated large coverslips (24 by 50 mm) and then covered with a smaller, normal coverslip (22 by 22 mm).
The coverslips were then immersed in 1� PBS, and the smaller coverslip was removed, leaving only the
sample coverslip. The cells were then dehydrated by immersing the coverslip in increasing concentrations
of ethanol (70, 90, and100%). Samples were then ready for hybridization.

For each sample, approximately 160 mg of the probe mixture was combined with 10 ml of hybridiza-
tion solution (50% formamide, 10% dextran sulfate, 50 mM NaPO4 [pH 7], 2� SSC). The double-stranded-
DNA (dsDNA) probes were denatured at 75°C in a thermocycler and then placed on ice. Ten microliters
of the denatured probe mixture was then deposited onto the center of the sample on the coverslip and
overlaid with a small coverslip (22 by 22 mm). The small coverslip was then sealed with nail polish, form-
ing a sample chamber. The chambers were incubated at 80°C for 5 min to denature the cellular DNA
and then placed on Kimwipes over ice for 5 min. The chambers were then incubated in a 37°C incubator
overnight to complete hybridization. The next day, the chambers were immersed in 2� SSC until the
smaller coverslip dislodged. The remaining coverslips were soaked in wash solution (2� SSC, 50% form-
amide) for 20 min at 37°C twice. The coverslips were then washed with SSC in a series of increasing con-
centrations (1�, 2�, and 4�), each for 5 min at room temperature. A DAPI solution was then made by
mixing 1 ml of 10 mg ml21 DAPI with 1 ml of 4� SSC. For each sample, 500 ml of the DAPI solution was
added over the sample, covering it, and incubated for 5 min at room temperature. After the coverslip
was dried, 10 ml of 2� SSC was added over the sample and overlaid with a small coverslip (22 by
22 mm). The samples were then imaged.

Under the microscope, images were taken in phase-contrast (100 ms), GFP (300 ms), and DAPI
(30 ms) channels at different stage positions.

qPCR. The overnight host cells were diluted 100-fold in fresh LBM and grown at 37°C. During cell
growth, methanol was kept at 220°C for cell fixation. When the cell culture reached an OD600 of ;0.4,
CaCl2 was added to a final concentration of 5 mM. We then transferred 2 ml of cells to a 50-ml centrifuge
tube and mixed them with 2 ml ice-cold methanol as the negative-control sample. The rest of the cell
culture was mixed with purified P1LZ1856 to reach an MOI of ;1 and incubated at 30°C (0 min). For
each time point (0, 10, 20, 30, 40, 50, 60, 70, and 80 min), 2 ml of the reaction was aliquoted to 50-ml
tubes, vortexed for 10 s, and then centrifuged at 4,000 � g for 3 min. After removing the supernatant,
we resuspended the cell pellet with 2 ml fresh ice-cold LB solution, added 2 ml ice-cold methanol, and
vortexed it for another 10 s. The mixture was centrifuged at 4,000 � g for 3 min. After removal of the su-
pernatant, the cell pellet was kept at 220°C until DNA extraction using an UltraClean microbial DNA iso-
lation kit (Mo Bio Laboratories no. 12224-50). The DNAs were then diluted and used for qPCR with pri-
mers targeting the phage DNA (qPCR-P1DNA-for/rev). The E. coli DNA number was used as a reference
using primers targeting the dxs gene (dsx-for/rev) (77). Amplification was done using SYBR green PCR
master mix (Applied Biosystems no. 4309155) with a 250 nM concentration of each primer (Table S2).

Microscopy imaging. Imaging was performed on a Nikon Eclipse Ti inverted epifluorescence micro-
scope using a 100� objective (Plan Fluo; numerical aperture [NA], 1.40; oil immersion) with a 2.5� TV
relay lens, within the cage of an incubator (InVivo Scientific) at 30°C, and acquired using a cooled elec-
tron-multiplying charge-coupled device (EMCCD) camera (IXON 897; Andor, Belfast, UK). Cells were
imaged under phase contrast and the following fluorescent filter cubes (parameters are given as excita-
tion filter wavelength and bandwidth; dichroic beam splitter wavelength; emission filter wavelength
and bandwidth; company and product number): CFP (436 nm, 20; 455 nm; 480 nm, 40; Nikon, 96361),
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YFP (539 nm, 21; 556 nm; 576 nm, 31; Chroma no. 49309), far red (592 nm, 21; 610 nm; 630 nm, 30;
Chroma no. 49310), DAPI (350 nm, 50; 400 nm; 460 nm, 50; Nikon no. 96310), Cy3 (545 nm, 30; 570 nm;
610 nm, 75; Nikon no. 96323), Cy5 (615 nm, 70; 660 nm; 700 nm, 75; Nikon no. 96366), and Green2#FISH
(490 nm, 20; 505 nm; 525 nm, 30; Chroma no. 49308 [custom]). For microscopy images in our figures
and movies, uniform contrast settings were applied for each separate channel throughout the figure
subpanels or movie, unless otherwise stated.

Data analysis. (i) Analysis of time-lapse movies. Movie images were analyzed first using the
model created by deep learning with TensorFlow for automatic cell recognition (collaboration with the
lab of Anxiao Jiang, Department of Computer Science & Engineering, Texas A&M University) and then
manually checked using the program Schnitzcells (gift from Michael Elowitz, California Institute of
Technology), in order to generate a cellular index. The numbers of phages attached on cell surfaces, as
well as distances between phages on the cells with an MOI of 2 and cell lengths, were measured man-
ually using the supporting tools of the NIS-Elements program. Cell fates and DNA behavior for each
infected cell was recorded as well. All subsequent data analysis was performed in MATLAB.

(ii) “Failed” infections. We observed that, in some cases, adsorbed phages were seen on the cell
surface, but the cell grew normally with neither lysis nor lysogeny detected, similar to phage l infection
(41). These events were defined as “failed infections.” In our experiments, the rate of failed infection was
defined as the number of failed infections divided by total number of infected cells with an MOI of 1. In
the decision-making reporter system, the failed infection rate was 16.6% (99 of 596). In the SeqA-FP DNA
visualization system, the failed infection rate was 21.6% (19 of 88). In the tetO/TetR-FP system, the failed
infection frequency was 21.5% (31 of 144). A possible explanation for this phenomenon is the failure of
the adsorbed phage to inject its DNA into the cell.

(iii) “Dark” infections. Similar to phage l infection, a fraction of the cells exhibited dark infections:
cells without any observed infecting phages on the cell surface exhibiting lysis or lysogeny. With careful
treatment of the sample, the dark infection rate was ;20% (120 cells at an MOI of 0 showing mVenus
signal, compared to 596 cells at an MOI of 1), testing in the decision-making reporter system. The calcu-
lation is based on the assumption that dark infections were mainly MOI = 1 events. We hypothesize that
these dark infections are mainly due to the phages falling off after injecting their DNA into the host cell.
Another possibility is that some cells may divide into two daughter cells during the 30-min incubation,
resulting in an infected daughter cell without an observed infecting phage. Similarly, in the SeqA-FP
DNA visualization system, the dark infection rate was 15.9% (14 cells at an MOI of 0 showing DNA signal,
compared to 88 cells at an MOI of 1), and in the tetO/TetR-FP system, the dark infection rate was 22.9%
(33 cells at an MOI of 0 showing DNA signal, compared to 144 cells at an MOI of 1).

(iv) Analysis of DNA number and RNA number. Microscope images of the DNA injection in SeqA-
FP or tetO/TetR-PF system and RNA FISH experiments were processed for cell recognition as described
above. Then, the number of viral DNA molecules was analyzed via the procedure reported in reference
60. Basically, fluorescent spots were first identified from the stacks of fluorescence images, using the
Spätzcells program. Then, false-positive spots, corresponding to the unspecific binding of probes to non-
target RNA, were identified by comparison with the negative control and discarded. After that, the spot
intensity corresponding to a single mRNA molecule was identified by examining the single spot inten-
sities in a low-expression sample (20 min), where individual mRNAs are spatially separable. Finally, the
one-mRNA intensity value was used to convert the total spot intensity in cells from other samples to the
number of target mRNA molecules.

(v) Calculation of predicted intracellular DNA number due to failed and dark infection. The fre-
quencies of failed and dark phage infections at an MOI of 1 were designated a and b, respectively, and
the frequencies of failed and dark infection for an infected cell are an and bn, where n is the number of
failed or dark phages. Here, we only considered a value for n of 1, since the frequencies are low when n
is .1. Thus, there are four situations: none failed � none dark, none failed � one dark, one failed � one
dark, and one failed � none dark. The predicted number of injected DNA for an MOI of 1 is calculated as

12að Þ � 12bð Þ12� 12að Þ � b1a� b

That for an MOI of 2 is

2� 12að Þ2 � 12bð Þ13� 12að Þ2 � b12� 2� 12að Þ � a� b12� ð12aÞ � a� ð12bÞ

That for an MOI of 3 is

3� 12að Þ3 � 12bð Þ14� 12að Þ3 � b13� 3� ð12aÞ2 � a� b12� 3� ð12aÞ2 � a� ð12bÞ

That for an MOI of 4 is

4� 12að Þ4 � 12bð Þ15� 12að Þ4 � b14� 4� ð12aÞ3 � a� b13� 4� ð12aÞ3 � a� ð12bÞ

That for an MOI of 5 is

5� 12að Þ5 � 12bð Þ16� 12að Þ5 � b15� 5� ð12aÞ4 � a� b14� 5� ð12aÞ4 � a� ð12bÞ

From our measurements, in the SeqA-FP system we found that a was 21.6% and b was 15.9%.
Therefore, the sum probabilities of these four situations were 1, 0.95, 0.88, 0.79, and 0.70 for MOI from 1
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to 5, respectively. The predictions of DNA number were 0.94, 1.72, 2.38, 2.89, and 3.22, compared with
the quantified data (1.07, 1.70, 2.40, 2.57, and 3.80) using Spätzcells (60). In the tetO/TetR-FP system, a
was 21.5% and b was 22.9%. Therefore, the sum probabilities of these four situations were 1, 0.95, 0.88,
0.80, and 0.71 for MOI from 1 to 4, respectively. The predictions of DNA number were 1.01, 1.79, 2.45,
and 3.21, compared with the quantified data (0.93, 1.55, 2.28, and 3.30) using Spätzcells.
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