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Motivation: We present a user-friendly 3D chromatin simulation model for the human genome based on 
OpenMM, addressing the challenges posed by existing models with use-specific implementations. Our approach 
employs a multi-scale energy minimization strategy, capturing chromatin’s hierarchical structure. Initiating with 
a Hilbert curve-based structure, users can input files specifying nucleosome positioning, loops, compartments, or 
subcompartments.

Results: The model utilizes an energy minimization approach with a large choice of numerical integrators, 
providing the entire genome’s structure within minutes. Output files include the generated structures for 
each chromosome, offering a versatile and accessible tool for chromatin simulation in bioinformatics studies. 
Furthermore, MultiMM is capable of producing nucleosome-resolution structures by making simplistic geometric 
assumptions about the structure and the density of nucleosomes on the DNA.

Code availability: Open-source software and the manual are freely available on https://github .com /SFGLab /
MultiMM or via pip https://pypi .org /project /MultiMM/.
1. Introduction

Chromatin, which exhibits a multi-scale organization [1–4], is com-

posed of nucleosomes as its fundamental units (1; 𝑘𝑏 − 10; 𝑘𝑏). Each 
nucleosome consists of eight histone proteins that interact with DNA 
primarily through electrostatic forces [5–8]. These nucleosomes, often 
referred to as the “quantum” of chromatin, play a key role in the com-

paction of DNA, which wraps around the histone core approximately 1.6 
times, forming the classic “beads-on-a-string” structure. This biophysical 
organization is essential for regulating DNA accessibility, contributing 
to the dynamic nature of chromatin’s role in gene expression, replica-

tion, and repair. At a higher scale (50 𝑘𝑏 − 200 𝑘𝑏) [9–11], loops form, 
driven by Smc complexes with ring-like topology acting as loop extrud-

ers and CTCF proteins serving as extrusion barriers [12]. Large blocks 
of chromatin can be classified as A and B compartments (∼ 2 𝑀𝑏), and 
they imply a phase separation which is highly correlated with differen-

tial densities of loops and nucleosomes, a phenomenon extendable to 
four or five subcompartments [11,13,14]. It is worth noting that com-

partmentalization is highly correlated with epigenetic states and histone 
modifications [15,16] and can influence gene expression [17]. Inter-

estingly, recent high-resolution Hi-C data has provided scientists with 
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the opportunity to detect compartments at kilobase resolution as well 
[14]. Further complexity arises from the interaction of chromosomes 
(50 𝑀𝑏 − 250 𝑀𝑏), each predominantly interacting with itself, within 
the genome [18]. Notably, the nuclear lamina introduces an additional 
layer of intricacy, as specific chromatin regions interact with it [19,20]. 
Consequently, the hierarchical structure of chromatin implies different 
biophysical laws applicable at particular scales.

The resolution-specific impact of experimental data affects the com-

plexity of chromatin analysis. Experiments like MNase-Seq or ATAC-Seq 
can determine the positioning of nucleosomes [21–23], and they can 
make a distinction between open and closed chromatin [24]. Nucleo-

some prositioning is not a trivial problem and special tools have been 
implemented for this task [24–27]. Loop determination relies on 3C-type 
experiments like Hi-C, ChIA-PET, or Hi-ChIP [13,14,28,29], which give 
us information about the genome-wide interactions. At broader scales, 
compartmentalization patterns are revealed by analyzing the sign of the 
first eigenvector in Hi-C data [13,14], while more advanced models like 
Calder can classify or cluster chromosomes into subcompartments [30]. 
Chromosomal territories can be easily observed from 3C-type experi-

ments, which reflect a limited amount of intra-chromosomal interac-

tions.
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Modeling various scales of chromatin structure poses a formidable 
challenge due to the enigmatic nature of biophysical forces within chro-

matin. Nucleosomes, with a relatively higher degree of understanding, 
have been extensively studied through simulations capturing histone 
interactions with DNA mediated by electrostatic forces [5–8,31]. How-

ever, integrating these models for large chromatin regions is computa-

tionally impractical, and this is the reason why geometrical approaches 
for the simulation of nucleosomes have been developed [8,32]. Stochas-

tic models at the loop scale incorporate a rebinding mixing probability 
for Smc complexes diffusing in one dimension, hindered by CTCF barri-

ers [10,12,33–36]. In genome-wide models, fixed harmonic bond forces 
[37] are often assumed to circumvent the computational complexities 
of Monte-Carlo simulations, with equilibrium lengths and spring co-

efficients fine-tuned based on loop strength or PET-count from Hi-C, 
Hi-ChIP, or ChIA-PET data. Compartmentalization forces are frequently 
represented using a block-copolymer model [38], simulating long-range 
attractive interactions between compartments sharing the same com-

partment. Exploring interactions with the nuclear lamina [19,39], such 
as the attraction of the B compartment near the lamina [40,41] or the 
increased density of small chromosomes near the nucleus, provides in-

sights into more realistic structures.

Chromatin modeling is a vibrant field with numerous publications 
each year, reflecting a wide array of modeling approaches. A signifi-

cant subset of chromatin modeling focuses on optimization-based meth-

ods, wherein models are refined to best fit experimental contact data 
from 3C-type assays [42–46]. These optimization procedures not only 
enhance model accuracy but also serve as a form of validation. How-

ever, such models are often primarily mathematical in nature and do 
not contribute substantially to the biophysical understanding of chro-

matin processes. Moreover, they typically apply uniform rules across 
all chromatin scales, which lacks biophysical validity. Conversely, some 
models concentrate on specific chromatin scales, such as stochastic loop 
extrusion models [10,33–36,47–49]. These models consider the stochas-

tic binding and unbinding of loop extrusion factors (e.g., cohesin and 
condensin) and their interactions with boundary elements like CTCF 
proteins. While these stochastic models can reconstruct experimental 
heatmaps through ensembles of structures, they are limited by their 
focus on TAD scales and the computational demands of Monte Carlo 
simulations, which hinder integration with other biophysical processes, 
such as compartmentalization. Furthermore, nucleosome simulations 
[5,6,8,31], which mainly target very high resolutions, but they are dif-

ficult to be generalized for higher scales. Another category encompasses 
models based on biophysical force-fields that operate from random ini-

tial structures [31,37,39,50–53]. These models often utilize data-driven 
forces that yield biophysically reasonable structures, meaning that they 
are optimizing energy functions derived from experimental observa-

tions. Some of these models are made to be applied for specific kind 
of data like single cell Hi-C. Although they can efficiently model data 
across different chromatin scales, they often rely on phenomenological 
approximations, lacking deeper biophysical insights. Furthermore, they 
struggle to effectively represent all chromatin scales, from nucleosomes 
to chromosomal territories and lamina interactions. Benchmarking and 
comparing these models is complex because each focuses on modeling 
different scales or biophysical aspects of chromatin. They employ varied 
validation methods, which are often insufficient due to the limited avail-

ability of experimental data. Additionally, many models lack long-term 
support, are poorly documented, and are difficult to use.

In this context, MultiMM emerges as a novel human-specific model 
classified within the latter category, aiming to concurrently address all 
chromatin scales. To achieve this, we employ cost-efficient strategies, 
such as using Hilbert curves for initial structures and geometrical inter-

polation for nucleosomes. Despite the challenges in chromatin model 
validation, we offer several default working parameters to enhance 
the convenience of our tool. Furthermore, MultiMM aims to provide a 
user-friendly, open-source software platform that allows users to experi-
3538

ment with force parameters, configurations and data. Notably, MultiMM 
Computational and Structural Biotechnology Journal 23 (2024) 3537–3548

can optimize 3D chromatin structures in minutes with minimal input 
data and has been tested across various platforms and datasets, includ-

ing both population-averaged and single-cell 3C-type experiments. Our 
model can be seen as a continuation of our previous chromatin “Spring 
model” [37], made to run for much larger structures taking into account 
the biophysics of each one of the scales.

2. Materials and methods

2.1. The general scheme of the model

In its initial steps, MultiMM adapts the provided loop data to match 
the simulation’s granularity, downgrading the data accordingly. Com-

partmentalization data are imported from Calder [30] or any other 
software that can provide information about compartmentalization, and 
they are converted into a discrete value vector, where positive values 
represent A compartment and negative B compartment. In the case of 
nucleosomes, we assume that their density is inversely proportional to 
the ATAC-Seq signal, where a user-determined maximum amount of nu-

cleosomes is assigned to each bead.

MultiMM constructs an initial structure based on a Hilbert curve af-

ter importing user-provided input data. The Hilbert curve, originating 
from the study of fractals [54], represents a structure characterized by 
self-similarity, a property commonly used to describe natural geome-

tries [55–57]. The central concept of a fractal involves the iterative 
expansion of a one-dimensional line pattern into higher dimensions, usu-

ally non-integer fractal dimensions, resulting in highly folded structures 
that avoid self-intersection. The self-avoiding nature and inherent com-

paction of this initial structure provide significant advantages, notably 
expediting the energy minimization process. Each chromosome is repre-

sented by a distinct polymer chain, with interactions between different 
chromosomal chains being permitted. The initial positions of chromo-

somes on the Hilbert curve can be randomized by shuffling their starting 
and ending points within the initial structure.

Subsequently, a multi-scale molecular force-field is employed, en-

compassing strong harmonic bond and angle forces between adjacent 
beads, along with harmonic spring forces of variable strength to model 
the imported long-range loops. For compartment modeling, a long-

range block-copolymer potential with discrete energy levels is applied, 
where stronger forces denote robust attractive interactions between B 
compartments. The number of energy levels corresponds to the count 
of distinct (sub)compartments. Intra-chromosomal interactions are also 
modeled as long-range harmonic bond forces, with the user responsi-

ble for providing relevant interactions to influence the resultant struc-

ture. The genome is folded within a spherical container with radii 
𝑅2 = 𝜆𝑅1, 𝜆 > 1, where the smaller radius represents a boundary con-

dition for the nucleolus. Addressing lamina interactions is challenging 
due to limited access to publicly available Lamin B1 ChIP-seq data 
[58,59]. Consequently, we model these interactions by assuming that 
the B compartment is primarily attracted to the lamina, where 𝑟 = 𝑅1
or 𝑟 = 𝑅2. To represent this, we utilize a (sub)compartment-specific 
trigonometric potential with minima near the spherical walls for the B 
compartment and in the intermediate region for the A compartment. Ad-

ditionally, acknowledging that smaller chromosomes tend to be closer 
to the nucleolus than larger ones, we incorporate an attractive poten-

tial proportional to the chromosomal size and inversely proportional to 
the distance from the center. By minimizing the energy of this force-

field by using an OpenMM integrator of preference, we can conclude to 
genome-wide structures.

For the implementation of the model, the python front-end of 
OpenMM was used [60]. The energy minimization can be accelerated 
across multiple CPUs, or with platforms CUDA and OpenCL. Appropri-

ate force-field parameters are selected by default, though the users may 
change them according their special preferences.

Following the execution of MultiMM, a file containing the minimized 

genome-wide structure is generated in .cif format. This structure can 
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Fig. 1. Flowchart of MultiMM. The process begins with the user selecting a 3C-type experiment and extracting loop and (sub)compartment interactions. MultiMM 
then takes these data as input and converts them into simulation quantities through unit rescaling. These quantities are imported into the OpenMM force field and 
applied to an initially generated Hilbert curve structure. After a period of simulation, the final genome-wide structures are produced. If ATAC-Seq data is provided, 
MultiMM can also generate structures inclusive of nucleosomes.
be conveniently visualized using the pyvista library [61], with accom-

panying data for chromosome and (sub)compartment coloring readily 
available. Furthermore, distinct .cif structures for each chromosome 
are extracted, facilitating focused examination of individual chromoso-

mal configurations.

2.2. Input data and pre-processing

The minimal set of data that is needed to make our software to 
work, is a 3C-type like Hi-C, ChIA-PET, Hi-ChIP, which can be aver-

aged or single cell. The user needs to prepare data and provide locations 
of interactions across the genome. Usually population averaged data 
are modeled by tuning the distances as an inverse power law of the 
interaction strength, whereas single cell data are modeled as binary in-

teractions.

Firstly, MultiMM imports loop data. The only restriction for these 
data, is to be in the .bedpe format. The first three columns should 
determine the chromosome and genomic coordinates of the left anchor, 
whereas the next three the coordinates of the right anchor. The seventh 
column is the strength of the loop 𝑆𝑖,𝑗 , where 𝑖 and 𝑗 refer to the anchor 
locations. Upon importing the loops, MultiMM calculates the midpoint 
of each anchor, converts these midpoints into genomic coordinates using 
min-max integer normalization, and aggregates the strength of loops 
with identical indices by imputing their values with the average (Fig. 1). 
Then there are two options of modeling, the simplest one is to model 
all loops with fixed equilibrium lengths1 𝑑𝑖,𝑗 = 0.1 𝑢 or alternatively to 
correlate the equilibrium length as inversely proportional to the loop 
count 𝑑𝑖,𝑗 ∼ 1∕𝑆2∕3

𝑖,𝑗
. The equilibrium lengths of the loops are normalized 

1 Distance is measured in simulation units (𝑢) instead of OpenMM nanome-

ters (𝑛𝑚) to distinguish simulation units from real physical distances due to the 
3539

coarse-grained nature of the simulations.
to be within the interval of 0.1 𝑢 < 𝑑𝑖,𝑗 < 0.2 𝑢. An exception are single 
cell data, where all the distances should always be fixed. Loop data are 
essential to run the software, without them it returns an error.

Apart from looping data, MultiMM is capable of importing compart-

mentalization data as well. The user needs to provide a bed file with 
the coordinates of all regions and their (sub)compartment label. The

bed file needs to have four columns with the chromosome of interest, 
the start, end of the region and the compartment label in the third col-

umn (A and B). Alternatively, the user can provide subcompartments 
as input as well (A1, A2, B1, B2). Having imported (sub)compartments, 
MultiMM generates an array with epigenetic spins 𝑠 which takes values 
𝑠 ∈ {−1, 0, 1} in case of compartments and 𝑠 ∈ {−2, −1, 0, 1, 2} in case 
of subcompartments, with the positive values to correspond to A com-

partments. Notably, we assume that in case that the spin 𝑠 = 0, it means 
that it is undefined due to the lack of data, and thus there is not force 
for this region. Useful software that can be used for the generation of 
subcompartments from Hi-C data is Calder [30].

2.3. Benchmarking

As previously stated, MultiMM is capable of modeling chromatin 
structures within minutes. However, computational time is inherently 
dependent on the available resources and the level of granularity re-

quired for the simulation. To prevent structural collapse due to high 
interaction density, larger structures are generally preferable. For in-

stance, modeling 104 loop interactions with 𝑁𝑏𝑒𝑎𝑑𝑠 = 103 would re-

sult in collapse, necessitating the use of higher granularities such as 
𝑁𝑏𝑒𝑎𝑑𝑠 = 104 or 𝑁𝑏𝑒𝑎𝑑𝑠 = 105. Further increases in granularity contribute 
only to computational overhead without yielding significant structural 
changes.

We evaluated computational time on both CPU and GPU using two 
systems: a Lenovo ThinkPad (Fig. 2a) with an Intel i7 processor and 

NVIDIA GPU, and a Lenovo Hopper server (Fig. 2b). Our findings in-
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Fig. 2. Benchmarking of MultiMM based on computational time: (a) performed 
on a Lenovo ThinkPad laptop and (b) on a Lenovo Hopper server. The y-axis 
represents computational time in minutes (logarithmic scale), while the x-axis 
corresponds to varying values of simulation granularity, 𝑁beads. In subfigure 
(b), the server allows simulations of one order of magnitude larger than those 
achievable on the ThinkPad.

dicate that it is feasible to model structures with a granularity of up 
to 𝑁𝑏𝑒𝑎𝑑𝑠 = 5 × 104 on a home laptop within about 8 minutes. Larger 
structures with 𝑁𝑏𝑒𝑎𝑑𝑠 = 105 can be simulated in a home laptop with 
GPU within 1 hour and 18 minutes. While simulations using 12 CPU 
cores are possible, they are significantly slower, taking several hours 
for larger structures. Nonetheless, we consider this granularity sufficient 
for most applications, as it adequately captures the loop interactions ob-

served in 3C-type experiments. On the Lenovo server, we achieved much 
faster results, successfully simulating granularity up to 𝑁𝑏𝑒𝑎𝑑𝑠 = 5 ×105
on a GPU within two hours, producing the detailed images presented in 
this paper. Tests with 64 and 128 CPU cores on the same server demon-

strated that structures with similar amount of monomers can still be 
modeled within a day.

2.4. Initialization of the simulation

To set up the simulation, the user needs to provide a configuration 
file. Within the configuration file, the user needs to define the datasets 
that he uses, and the forces that are enabled. Not all forces are always 
needed. MultiMM can either model specific regions of the data, or the 
whole genome. In case, the user wants to model the whole genome, 
they need to enable additional forces that are related to interactions 
3540

with lamina, compartments and chromosomes. In Table 1 we can see a 
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Table 1

In this table, the names of all forces in simulations are shown. The “De-

fault” column indicates whether the particular force field is enabled by 
default. The other two columns suggest whether the user should enable 
the particular force-field for modeling a specific region or the whole 
genome.

Force-field Name Default Specific Region Genome-wide

Backbone harmonic bonds Enabled Yes Yes

Harmonic angle forces Enabled Yes Yes

Loop forces Enabled Yes Yes

Excluded volume (LJ) Enabled Yes Yes

Container force Disabled No Yes

Chromosomal blocks Disabled No Optional

Compartment blocks Disabled Optional Optional

Subcompartment blocks Disabled Optional Optional

Interaction with lamina Disabled No Optional

Attraction of nucleolus Disabled No Yes

Nucleosome interpolation Disabled Optional Optional

Table 2

Table of default simulation parameters. Values inside brackets represent 
intervals of values.

Parameter Name Symbol Value Units

Harmonic Bond Strength 𝑘𝑏 3 × 105 𝑘𝐽∕(𝑚𝑜𝑙 ⋅ 𝑢2)
Harmonic Bond Equilibrium Distance 𝓁 0.1 𝑠𝑢

Harmonic Loop Strength 𝑘𝑙 3 × 104 𝑘𝐽∕(𝑚𝑜𝑙 ⋅ 𝑢2)
Harmonic Loop Equilibrium Distance 𝑑 [0.1,0.2] 𝑢

Harmonic Angle Strength 𝑘𝑠 102 𝑘𝐽∕(𝑚𝑜𝑙)
Harmonic Equilibrium Angle 𝜗 𝜋 radians

LJ Strength 𝜖 102 𝑘𝐽∕𝑚𝑜𝑙
Length Scale of LJ 𝜎 0.05 𝑢

LJ Power 𝛼 3 −

Container Strength 𝐶 103 𝑘𝐽∕(𝑚𝑜𝑙 ⋅ 𝑢2)
Lamina Attraction Strength 𝐵 4 × 102 𝑘𝐽∕𝑚𝑜𝑙
Attraction of the Nucleolus 𝐺 102 𝑘𝐽∕𝑚𝑜𝑙
Strength of Chromosomal Attraction 𝐸𝑛 10−5 𝑘𝐽∕𝑚𝑜𝑙
Chromosomal Scale Factor 𝑘𝐶 0.3 𝑢−4

Compartment Energy Levels 𝐸𝑐 [1,2] 𝑘𝐽∕𝑚𝑜𝑙

Maximum Nucleosomes per Bead 𝑛𝑚𝑎𝑥 4 −
Nucleosome Radius 𝑟𝑛 10−2 𝑢

Points per Nucleosome 𝑝𝑛 20 −
Zigzag Angle 𝜙𝑛𝑜𝑟𝑚 𝜋∕5 radians

summary of the forces that are enabled by default and the forces that 
are needed in genome-wide simulation. In this manner, forces that are 
connected to the spherical container are essential to reproduce the fi-

nal structure. On the other hand, there are some optional forces that 
can be enabled only if the user provides appropriate data. For instance, 
block-copolymer forces cannot be modeled without data that provide 
information about the compartments, or nucleosome interpolation can-

not run without data that provide information about the nucleosome 
density (i.e. ATAC-Seq or MNase-Seq).

The default parameters of the force-field are provided in Table 2. 
These parameters are tested to work well with the genome-wide sim-

ulation. Users are encouraged to experiment with parameters so as to 
receive results that they agree with their biophysical intuition.

The simulation was tested on Linux Debian, Ubuntu and Red-Hat 
based operating systems, with CPU, CUDA and OpenCL parallelization. 
We suggest users run it in Linux environments. It is possible to run Mul-

tiMM in Windows and Macintosh as well, though users may expect some 
issues. For example, libraries like pybigwig that is used for loading data 
for nucleosome interpolation, do not work with Windows. Similarly, 
although it is possible to run MultiMM in Macintosh computers, their 
technology lacks of CUDA parallelization, and it may result in longer 

computational times.
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2.5. Force-field

To present the force-field of the simulation we must take into con-

sideration that it can be factored in four basic terms,

𝐸 =𝐸pol +𝐸lamina +
∑

𝑖,𝑗∈loops

𝑘𝑖,𝑗 (𝑟𝑖,𝑗 − 𝑑)2 +
∑

𝑐∈{𝐴,𝐵}
𝐸𝑐 exp

(
− 𝑟2

2𝑟20

)

(1)

where 𝐸pol represents terms that are responsible for the formation of the 
main structure of the polymer, 𝐸lamin is the interactions with lamina, 
the third term represents loop interactions, and the fourth one block-

copolymer interactions [38]. In this force-field there are many different 
parameters. In the following text, we describe the default values of them, 
however, the user is able to easily change them by configuring the input 
configuration file.

2.5.1. Polymer interactions

The polymer interactions term includes basic interactions that are 
responsible for the formation of the polymer structure. Therefore, it can 
be described by the following terms,

𝐸pol =
∑
𝑖

𝑘𝑏(𝑟𝑖,𝑖+1 − 𝓁)2 +
∑
𝑖

𝑘𝑠(𝜃𝑖,𝑖+1 − 𝜗)2 + 𝜖
(
𝜎

𝑟

)𝛼
(2)

the first term fixes the distances between adjacent beads. We assume that 
the default value of the equilibrium distance is 𝓁 = 0.1 u, whereas the 
spring strength is 𝑘𝑏 = 3 ×105 kJ/(mol ⋅u2). The second term is an angle 
bond force responsible for the polymer stiffness. Therefore, we assume 
that the equilibrium angle is 𝜗 = 𝜋 and therefore tends to make the 
polymer linear. The strength of the angle force is soft 𝑘𝑠 = 100 kJ/mol. 
The third term represents a repelling Lennard-Jones potential. Usually, 
we assume that 𝜖 = 100 kJ/mol and 𝛼 = 3.

2.5.2. Looping interactions

We described the loop potential as follows,

𝐸loop =
∑

𝑖,𝑗∈loops

𝑘𝑖,𝑗 (𝑟𝑖,𝑗 − 𝑑)2 (3)

where 𝑖 and 𝑗 are locations where we know from the experiment that 
they are in close proximity due to some loop force. At least loops from 
experiment are needed to run MultiMM. The loops should be in the 
format of a .bedpe file. The equilibrium length 𝑑𝑖,𝑗 is inversely pro-

portional to the loop count 𝑑𝑖,𝑗 ∼ 1∕𝑆2∕3
𝑖,𝑗

. The equilibrium lengths of 
the loops are normalized to be within the interval of 0.1 𝑢 < 𝑑𝑖,𝑗 < 0.2 𝑢. 
The harmonic bond strength 𝑘𝑙 is always fixed 3 × 104 𝑘𝐽∕(𝑚𝑜𝑙 ⋅ 𝑢2). In 
case of single cell data modeling, where the interactions are binary and 
the interaction strength takes values 𝑆𝑖,𝑗 ∈ {0, 1}, all distances are fixed 
and equal to 0.1 𝑢.

2.5.3. Block-copolymer interactions

We described compartment forces with the block copolymer poten-

tial [1,38,62]

𝐸block =
∑

𝑐∈{𝐴,𝐵}
𝐸𝑐 exp

(
− 𝑟2

2𝑟20

)
(4)

where we assume that 𝑟0 is the proximity of the long range compartmen-

talization interaction, and 𝐸𝑐 are the energy states for compartments 𝑐. 
Depending on the data that we have, we may have compartments (i.e. 
𝐴, 𝐵) or subcompartments (i.e. 𝐴1, 𝐴2, 𝐵1, 𝐵2). In case that we have 
compartments and 𝑠 ∈ {−1, 0, +1} then we can write

𝐸𝑐 =𝐸𝑎𝛿(𝑠1 − 1)𝛿(𝑠2 − 1) +𝐸𝑏𝛿(𝑠1 + 1)𝛿(𝑠2 + 1) (5)

whereas in case that we have subcompartments 𝑠 ∈ {−2, −1, 0, 1, 2} then 
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we can generalize energy states to four,
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𝐸𝑐 =𝐸𝑎1𝛿(𝑠1 − 2)𝛿(𝑠2 − 2) +𝐸𝑎2𝛿(𝑠1 − 1)𝛿(𝑠2 − 1)

+𝐸𝑏1𝛿(𝑠1 + 1)𝛿(𝑠2 + 1) +𝐸𝑏2𝛿(𝑠1 + 2)𝛿(𝑠2 + 2),
(6)

where the energy levels are set so as to have stronger attraction for 
B compartments which are linked to more condensed regions. There-

fore, we can set the parameters 𝐸𝑎 = −1 kJ/mol and 𝐸𝑏 = −2 kJ/mol

for compartments or 𝐸𝑎1 = −1 kJ/mol, 𝐸𝑎2 = −1.33 kJ/mol, 𝐸𝑏1 =
−1.66 kJ/mol and 𝐸𝑏2 = −2 kJ/mol in case that we have subcompart-

ments. The default proximity parameter for compartmentalization is 
𝑟0 = (𝑅2 −𝑅1)∕20.

In case there are not enough loop interactions (eq. (3)) in our dataset 
and most of the loops have small lengths or compartmentalization data 
are missing, we can use a force to make chromosomes more globular. 
This force does not have a direct biological meaning and this is why it 
is disabled by default. Therefore, there is another one block-copolymer 
kind of potential that operates over chromosomes and it is disabled by 
default. This potential can be described by the equation,

𝐸chrom =
∑

𝐸𝑛(𝑘𝐶𝑟4 − 𝑏𝑟3 + 𝑐𝑟2) (7)

where 𝑘𝐶 = 0.3 𝑢−4 is a parameter that controls how flat the potential is 
near the minimum, and 𝐸𝑛 = 10−5 kJ/mol. By controlling the parameter 
𝐸𝑛 we can have very loose chromosome when it is close to 0 and very 
globular when it is close to 1. We suggest modeling with small values 
of the energy, since chromosomes are considered loose. Parameters 𝑏 =
1 𝑢−3 and 𝑐 = 1 𝑢−2 exist in equations only for the complete definition 
of units.

2.5.4. Lamina interactions

In general case, we assume that the whole genome consists of by 
separate polymer chains that represent chromosomes. The whole chro-

matin structure is enclosed within a spherical container with radius 𝑅2
that represents the wall of nucleus. Furthermore, we assume that there 
is an empty space with radius 𝑅1 in the center of the polymer structure 
that represents nucleolus. In this perspective, we have two walls and 
polymer structure lives between them.

Apart from the spherical boundary walls, we have two other types 
of interactions with lamina: attraction of B compartment to lamina, and 
attraction of smaller chromosomes to the nucleolus (Fig. 3b). Conse-

quently, this potential has the following form,

𝐸lamina =𝐸bc +𝐸Bl +𝐸𝐺 (8)

where the first term represents the lamina boundary condition in the 
walls 𝑅1 and 𝑅2,

𝐸bc = 𝐶
(
max(0, 𝑟−𝑅2)2 +max(0,𝑅1 − 𝑟)2

)
(9)

where 𝐶 is the strength of the wall and it is given value 𝐶 =
1000 kJ/(mol ⋅ u2) by default. The radii 𝑅1 and 𝑅2 can be correlated 
with the simulation length 𝐿 so as to be 𝑅1 = (𝐿∕(5 × 104))1∕3 [𝑢] and 
𝑅2 = 3.5𝑅1 (Fig. 3). Therefore, 𝑅2 represent the outer boundary of the 
nucleus lamina, whereas 𝑅1 represents the inner nucleolus [63,64].

The second term represents the attraction of B compartment with 
lamina [40,65–67] as it is shown in Fig. 3a. This term becomes minimum 
near the walls 𝑅1 and 𝑅2, and thus it has the following functional form,

𝐸𝐵𝑙 =𝐵

(
sin8

(
𝑟−𝑅1
𝑅2 −𝑅1

)
− 1

)
(𝛿(𝑠+ 1) + 𝛿(𝑠+ 2)) (10)

where 𝛿(⋅) represents delta Kronecker function which becomes 1 only 
when the compartment index 𝑠 is negative and therefore the region is 
within the B compartment. We set 𝐵 to be by default 400 kJ/mol repre-

senting a soft boundary effect. The effect of the lamina interactions in 
the final structure can be seen from Fig. 4 where we have plotted the 
distribution of subcompartments in space. In reality, it is not so easy 
to have a perfect phase separation in B compartments near lamina as 
it is presented in Fig. 3a because in many situations A compartment 

segments are in close genomic distance with B compartment segments, 
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Fig. 3. The location of compartments and chromosomes in the genome. (a) Com-

partments are localized in such a way that they are attracted by the outer and 
inner lamina. (b) Chromosomes are localized so that smaller chromosomes are 
closer to the center, whereas bigger ones are localized in the outer regions.

and attraction of B compartment pushes A compartment segments closer 
to the lamina boundaries as well. Nevertheless, we can observe higher 
enrichment of compartment B near boundaries by applying the lamina 
force-field.

Finally, we can model attraction of smaller chromosomes [68–70] to 
nucleolus which is represented by the wall 𝑟 =𝑅1, by writing down the 
following potential,

𝐸𝐺 =𝐺𝑠𝑐

(
sin

(
𝑟−𝑅1
𝓁𝐺

)
−
(
𝑟−𝑅1
𝓁𝐺

)2
)

(11)

where 𝑠𝑐 takes values in the interval [0, 1] and it is 1 for the chromosome 
with smaller length and 0 for the chromosome with a larger length, and 
𝐺 takes small values like 100 kJ/mol. The length parameter 𝓁𝐺 = 1 𝑢
is written in the equation only to resolve issues with units and it does 
not exist as a parameter within the script. By making 𝐺 stronger, it can 
result in very intense attraction to nucleolus, and thus we suggest users 
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keep the value of this parameter low.
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Fig. 4. Direct validation of lamina function and compartmentalization interac-

tions. (a) 2D spartial distribution of compartmentalization. The B compartment, 
which is attracted to the lamina, is concentrated near the nuclear periphery, 
whereas the A compartment is concentrated in the intermediate region between 
the inner and outer laminas. (b) The radial distribution of subcompartments 
demonstrates that the B compartment is attracted to the inner lamina as well 
and exhibits a bimodal distribution.

2.6. Optimization

For the optimization of the model there are many different options of 
OpenMM integrators that are included in the model: Verlet and Langevin 
integrator with fixed and variable steps, Brownian integrator, and AMD 
integrator. In principle, it is enough to run an energy minimization to 
produce the optimized, in terms of energy, structure. If users are not 
user-specified satisfied with that, they implement relaxation dynamics, 
by letting the system evolve for some simulation steps. The software 
outputs the energy and temperature of the simulation and the user can 
diagnose if the simulation works correctly.

2.7. Nucleosome interpolation

Nucleosome scale is included as an interpolation method in Mul-

tiMM by assuming a beads-on-the-string model of nucleosomes [5,7]. 

Therefore, it is assumed that DNA wraps around histones 1.65 times like 
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Fig. 5. Nucleosome interpolation scheme. (A) Three orthogonal projections of 
the generic helix which serve as a nucleosome model. Here, helix makes 1.65
turns. 𝑟 and ℎ denote the nucleosome radius and height respectively. (B) Posi-

tioning of the consecutive nucleosome along the original chromatin fragment 
(red segment). Here, 𝑟 and 𝐿 denote nucleosome radius and half of the linker 
length. Linker length may be constant or is variable in the “random” mode of 
the simulation. The chromatin interpolated with nucleosomes depicted in blue. 
(C) The rotation of consecutive nucleosome positioning in “zigzag” configura-

tion. The red segment represents the chromatin fragment. The position of the 
fist nucleosome is determined by the first “zigzag” vector (cyan). Second vec-

tor (green) is rotated 180◦. Third vector (orange) is rotated 180◦ + 𝜙𝑛𝑜𝑟𝑚 and 
the fourth (pink) another 180◦. In “random” configuration the angles are ran-

domized. (D) Junction between chromatin fragments (red segments). The last 
“zigzag” vector is projected onto the plane orthogonal to the next chromatin 
fragment and reversed. This procedure ensured relative continuity of the zigzag 
pattern when crossing between chromatin fragments.

a counter-clockwise helix. The user imports the ATAC-Seq signal, and 
the simulation places nucleosomes in a coarse-grained manner [25,71]. 
Therefore, regions with weak ATAC-Seq signal will correspond to nucle-

osome rich regions, whereas regions with high ATAC-Seq signal would 
be nucleosome poor. For the purpose of this study, we used the p-value 
of ATAC-Seq data which follows an inverse relation with the density of 
nucleosomes, because low a p-value means that there is a significant 
difference in chromatin accessibility, suggesting changes in nucleosome 
density or other regulatory mechanisms. Therefore, regions with high 
ATAC-Seq p-value correspond to nucleosome dense regions, and low 
ATAC-Seq signal. Consequently, we aggregate the signal so as to fit the 
simulation dimension by computing the average ATAC-Seq p-value for 
each simulation bead. The logarithm of the signal is then normalized to 
[0, 1] and used as a basis for the number of nucleosomes to align in a 
given chromatin segment. The number of nucleosomes is calculated as 
proportional to that normalized signal with the maximum number as-

signed to the segments with the strongest signal and no nucleosomes 
are located in the segments with the weakest. The maximum number of 
nucleosomes allowed in a single bead is inversely proportional to the 
nucleosome diameter.

In order to initialize the nucleosome positions the generic nucleo-

some helix was first created (see Fig. 5A). This generic helix was posi-
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tioned in the particular DNA fragments specified by two points in 3D 
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space: the start 𝑝1 and end 𝑝2 of the nucleosome helix. The function 
translates the generic helix coordinates defined in standard basis of a 
coordinate vector space into the basis defined by a vector between the 
start and end point of the specified nucleosome position ( ⃗𝑝1𝑝2) and two 
other orthogonal vectors. The second vector from this base is defined 
by a perpendicular component of the vector ( ⃗𝑝0𝑝1) where 𝑝0 is a point 
lying on an original segment corresponding to a given nucleosome. The 
third vector is found by cross product of the other two and all of them 
are normalized to form a new orthogonal basis. The coordinates of the 
original generic helix are then written down in the coordinates of this 
basis with the starting point of 𝑝1, producing a desired helix positioning 
along the DNA strand (Fig. 5B). This positioning is defined by a beads-

on-a-string or zigzag model with linker DNA between nucleosomes set 
to 3.45 times the nucleosome radius. Firstly, on each segment equidis-

tant points are determined, one point per nucleosome. From each point 
the nucleosome is going to be located at half the distance of the linker 
DNA away from the segment by the function described above. Conse-

quent nucleosomes are located on the opposite sides of the segment with 
the additional small random angle thus creating a structure roughly cor-

responding to the zigzag model. The angle of the last nucleosome in a 
segment is passed to the next assuring that the consequent nucleosomes 
on a different segment will not be placed on the same side of the seg-

ment (Fig. 5C and D).

The nucleosome helices are initialized based on a couple of assump-

tions about the nucleosome dimensions. Firstly, it is assumed in our 
simulation that chromatin wraps around the nucleosome 1.65 times 
[72]. Secondly, the ratio between the nucleosome radius and its height 
is assumed to be 1 based on the estimates in [73] that the nucleosome 
structure has a height of about 5.5 nm and a diameter of 11 nm. The ra-

tio between the nucleosome radius and average linker DNA length is set 
to 1∕3.45, which was based on the estimate of the average linker DNA 
length of 55 bp [74] and the length of a single DNA base pair of 0.34 nm. 
Finally, the angle 𝜙𝑛𝑜𝑟𝑚, for which the angle through which every sec-

ond nucleosome is rotated in a zigzag configuration, is by default set to 
𝜋∕5 [75].

Furthermore, it is worth comparing the length of the nucleus radius 
with the scale of loops. The sizes of loops can be highly variable, from 
50 𝑘𝑏 to 200 𝑘𝑏 [9], where each 𝑘𝑏 can be considered a 0.34 𝑛𝑚 DNA 
fiber. This means that the average ratio of loop length over nucleosome 
radius is in the order of magnitude of 102−103, because in simulation we 
exclude too small loops that cannot be modeled with long-range forces. 
In our simulation, we assume that a single loop consists of tens of beads 
of 0.1 𝑢, and the radius of a nucleosome is 10−2 𝑢. Considering that each 
loop consists of tens or hundreds of beads, the ratio remains similar to 
the real one.

3. Results

Validating chromatin structure remains a challenging task due to the 
limited availability of experimental data. Nevertheless, it is essential to 
demonstrate that the generated structures exhibit biophysical relevance. 
In this section, we analyze the chromatin structures produced by Mul-

tiMM and compare them to random models. The primary objective is to 
demonstrate that MultiMM, which incorporates biophysical principles, 
reconstructs chromatin structures more efficiently than random models. 
Additionally, we explore specific case studies to further evaluate Multi-

MM’s performance in chromatin modeling.

3.1. Resulting structures

MultiMM is capable of modeling chromatin across multiple scales, 
ranging from nucleosomes to entire chromosomal territories. As demon-

strated in Fig. 7A, at higher resolutions, MultiMM reconstructs nucleo-

some density through a bead-on-a-string representation. Topologically 

associating domains (TADs) are modeled as clusters of loops, while 
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Fig. 6. Changes in chromatin structure resulting from variations in hyper-parameters for chromosomal block strength, central force strength, and B-lamina interaction 
strength. Each structure comprises 50,000 beads. The parameter values are: (A) chromosomal block strength: 10−4, 10−3, 10−2, 10−1 kJ/mol; (B) central force strength: 
10, 100, 500, 1000 kJ/mol; and (C) B-lamina interaction strength: 100, 400, 1000, 5000 kJ/mol.
(sub)compartments are represented as groups of TADs, which are at-

tracted to each other based on their shared (sub)compartmental block. 
This hierarchical modeling strategy ultimately yields the structural or-

ganization of individual chromosomes.

The output of the model provides both the structure of the entire 
genome and the structure of individual chromosomes. Furthermore, the 
model can produce a separate nucleosome-resolved structure if nucleo-

some interpolation is enabled by the user. The results can be visualized 
using the built-in functions based on PyVista [61]. Additionally, the 
model generates output files that provide chromosomal and compart-

mental color-coding.

3.2. Parameter study

Validation through biophysical concepts involves parameters that 
cannot be directly compared with experimental data, necessitating a 
qualitative approach. Such parameters include lamina-related interac-

tions, the attraction of smaller chromosomes to the nucleolus, and chro-

mosomal compaction. These force-field parameters are often determined 
using a grid search and direct observation of the spatial distribution 
of chromosomes and compartments within the nucleus. Direct valida-

tion against experimental data is limited by the scarcity of precise maps 
of compartmentalization and chromosomal territories. However, qual-

itative observations indicate that B compartments are attracted to the 
lamina (Fig. 3a), and smaller chromosomes are drawn to the nucleolus 
(Fig. 3b). These interactions can be tested by observing the behavior 
of our structure under change of the parameters of the force-field. The 
strength of a hypothetical force, noted as 𝜆, should be carefully cali-

brated; a value that is too weak may obscure the biophysical concept, 
while an excessively strong potential can lead to unnatural, collapsed 
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structures lacking biophysical relevance. Consequently, if we exclude 
biophysically unrealistic choices of 𝜆 we can claim that there is an in-

terval 𝜆 ∈ (𝜆min, 𝜆max) of acceptable choices for 𝜆.

In Fig. 6, we illustrate the impact of varying force-field component 
strengths on chromatin structure. Specifically, Fig. 6A demonstrates that 
with a low strength of the chromosomal block, the chromosomes exhibit 
a loose configuration due to insufficient force-field strength. Conversely, 
as the strength increases, we observe a transition towards more globular 
chromosomal structures. Fig. 6B further highlights the effects of enhanc-

ing the central attractive force. At elevated strengths, this force draws 
not only smaller chromosomes but nearly all chromosomes toward the 
center, indicating that both excessively weak and strong forces lack bio-

physical relevance. Weak forces fail to significantly influence the final 
structure, while excessively strong forces result in collapsed and unnat-

ural configurations. In Fig. 6C, we demonstrate that a strong attraction 
of the B compartment to the lamina can generate an anomalous B com-

partment crust adjacent to the nucleolus. Our default parameters are 
calibrated to achieve a balance between these two extremes for each 
force-field component. However, the selection of parameters may be 
contingent on system size and input data; thus, we encourage users to 
adjust these parameters as needed. Notably, our default settings have 
been optimized for large systems, accommodating up to half a million 
beads.

3.3. Validation against input datasets

The second validation approach involves a direct comparison of 
certain properties of the input data. For instance, when analyzing the 
structure of an entire chromosome, it is pertinent to assess the valid-

ity of phase separation due to compartmentalization. To this end, we 
simulated 20 models, each consisting of 500,000 beads, initiated from 
different starting configurations, and calculated the inverse distance 

matrix raised to the power of 3∕2 for comparison with experimental 
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Fig. 7. Results from modeling with MultiMM. (A) Visualization of different chromatin scales using PyVista [61]. (B) The upper graph displays a plot comparing 
individual simulated and random inverse-distance heatmaps with corresponding experimental data. The lower graph presents a similar comparison, showcasing 
averages over multiple samples of heatmaps correlated with experimental data. Each structure consisted of 10,000 beads. (C) Pearson correlation coefficients 
between the heatmaps of structures modeled with 1,000 beads across 1,000 random 20 𝑀𝑏 regions of chromatin, compared to the experimental data.
datasets. We computed the first eigenvector of the correlation matrix for 
each heatmap, as well as the correlation for the averaged heatmap. Two 
experiments were then conducted: first, we evaluated the correlation 
between the first eigenvector of each model and the experimental data 
(Fig. 7B upper figure), and second, we examined the correlation between 
the first eigenvector of the averaged heatmap and the experimental data 
(Fig. 7B lower figure). Additionally, we generated 20 random walk mod-

els and repeated the procedure. The results indicate that our model 
exhibits statistically significant superior performance across nearly all 
chromosomes, particularly the larger ones. However, in smaller chro-

mosomes, the random model demonstrated higher correlations, likely 
due to the presence of extensive non-interacting regions in the experi-

mental data.

For validation at smaller scales, specific 20 Mb random regions of 
the chromosome were modeled. Each region likely contains dozens 
of TADs. To evaluate model performance at this scale, we generated 
1,000 models of random regions and compared the correlations of their 
inverse-distance heatmaps with experimental data (Fig. 7C). By applying 
a stricter criterion—excluding the main diagonal—we achieved corre-

lations around 70%, with statistically significant p-values. In contrast, 
random structures showed correlations below 40%.

3.4. Special cases

As described in the previous sections, MultiMM has the ability to 
accommodate various types of datasets. However, a critical question 
3545

arises regarding how MultiMM can be configured to model specific 
cases effectively. To address this, it is important to examine the in-

put data types utilized by MultiMM, which can be broadly categorized 
into three classes: (i) loop/interaction data, (ii) compartmentalization 
data, and (iii) ATAC-Seq data for nucleosome simulations. Each of these 
data classes corresponds to distinct force-field components. For instance, 
when incorporating compartmentalization data, block-copolymer forces 
should be activated. For modeling population-averaged 3C-type exper-

iments, it is recommended to utilize both a list of loop interactions 
for short-range interactions and compartmentalization data for long-

range interactions. However, compartmentalization data are not needed 
in case that the user prefers to model TAD scale regions avoiding the 
genome-wide simulation.

In specialized cases, such as Hi-C data, users may opt for hard-

code long-range interactions and include them as loop interactions 
rather than compartments in the simulation input. In such scenarios, 
compartment-specific lamina interactions must be disabled, as MultiMM 
does not contain compartment information. Parameter adjustments can 
be made depending on system size. For example, if chromosomal blocks 
are to be included, the strength of the chromosomal blocks, 𝑘𝐶 , should 
be weakened for larger structures. Other parameters that need adjust-

ment are the boundaries of the spherical container or the range of block-

copolymer interactions, but there are functions within MultiMM which 
tune them automatically depending on the system size (Table 3).

For single-cell data, the handling of binary interactions becomes cru-

cial. Defining compartments from such interactions is challenging due 
to the inability to resolve eigenvalues and eigenvectors from binary 

heatmaps. Consequently, only loop interactions with fixed distances are 
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Table 3

Table of simulation parameters that do not take fixed values and are 
functions of other parameters.

Parameter Name Symbol Function

Small Container Radius 𝑅1 𝑅1 = (𝐿∕(5 × 104))1∕3
Big Container Radius 𝑅2 𝑅2 = 3.5𝑅1
Std of Block-Copolymer Interactions 𝑟0 𝑟0 = (𝑅2 −𝑅1)∕20
Equilibrium Loop Length 𝑑𝑖,𝑗 𝑑𝑖𝑗 ∼ 1∕𝑆2∕3

𝑖,𝑗

Fig. 8. Comparison between modeling with population averaged and single cell 
data as input. The granularity of MultiMM whole genome structure in these 
simulations is 100000 beads with the default parameters as input.

used, where the main opposing force is excluded volume. In this case, 
users may either assume that loop interactions dominate over excluded 
volume or seek a balance between the two, potentially leading to less 
compact structures. The key structural difference between single-cell 
and population-averaged data lies in the higher level of compaction 
observed in single-cell data (Fig. 8), as noise interactions, which are 
difficult to filter, are more prevalent in single-cell experiments.

4. Discussion

In conclusion, MultiMM offers a user-friendly platform for 3D 
genome-wide chromatin modeling, integrating biophysical knowledge 
into a unified force field applicable across various scales. This tool en-

ables efficient simulations of chromatin architecture, allowing users 
to explore diverse hypotheses related to chromatin organization and 
force-field parameters. Additionally, the software provides intuitive vi-

sualization functionalities, and its computational efficiency is optimized 
through energy minimization using either GPU or multi-core CPU pro-

cessing.

In its current form, MultiMM demonstrates the ability to model nu-

cleosome intensities based on ATAC-Seq data [21,22], utilizing interpo-

lation techniques that integrate experimental observations. On the scale 
of topologically associating domains (TADs), the model accepts .bedpe
files containing loop interaction data, which are incorporated into the 
force field as spring or harmonic bonds, following the framework es-

tablished by the “Spring model” [37]. Compartment forces are modeled 
using a block-copolymer approach [38], and interactions with the nu-

clear lamina are included to enhance the realism of the model at larger 
scales [40].

The primary advantage of MultiMM is its accessibility. Built on the 
OpenMM engine and utilizing Python, it is straightforward to install via 
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pip and can be executed with a single command in a Linux terminal. 
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Its flexible configuration file further simplifies customization, making 
the tool accessible to a broad user base. Additionally, MultiMM intro-

duces significant improvements over the Spring model [37], including 
the ability to simulate much larger structures while incorporating scale-

dependent potentials.

Looking ahead, we believe MultiMM represents a key step forward 
in the field, serving as a comprehensive tool that will catalyze further 
progress in chromatin research. Through its open-source framework, we 
anticipate that it will foster a collaborative scientific community, driving 
innovation and extending the boundaries of chromatin modeling. By 
continuing to engage with users and integrating feedback, we aim to 
evolve MultiMM into an even more versatile and powerful platform in 
future iterations.
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