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Abstract
This conceptual paper describes the current state of mental health services, identifies critical problems, and suggests how to 
solve them. I focus on the potential contributions of artificial intelligence and precision mental health to improving mental 
health services. Toward that end, I draw upon my own research, which has changed over the last half century, to highlight 
the need to transform the way we conduct mental health services research. I identify exemplars from the emerging literature 
on artificial intelligence and precision approaches to treatment in which there is an attempt to personalize or fit the treatment 
to the client in order to produce more effective interventions.

Keywords Mental health services · Artificial intelligence · Machine learning · Precision mental health · Randomized 
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"AI will bring many wonders. It may also destabilize everything from 
nuclear détente to human friendships. We need to think much harder 
about how to adapt... it is changing human knowledge, perception 
and reality—and, in so doing, changing the course of human history. 
We seek to understand it and its consequences and encourage others 
across the disciplines to do the same."

—Kissinger et al. 2019, pp. 24–26

“AI is one of the most profound things we’re working on as humanity. 
It’s more profound than fire or electricity.”

—Alphabet CEO Sundar Pichai, 
in Thompson and Bodoni 2020.

In 1963, I was writing my first graduate paper at Columbia 
University on curing schizophrenia using Sarnoff Mednick’s 
learning theory. I was not very modest even as a first-year 
graduate student! But I was puzzled as to how to develop 

and evaluate a cure. Then, as now, the predominant research 
design was the randomized experiment or randomized clini-
cal trial (RCT). It was clear that simply describing, let alone 
manipulating, the relevant characteristics of this one dis-
order and promising treatments would require hundreds of 
variables. Developing an effective treatment would take 
what seemed to me an incalculable number of randomized 
trials. How could we complete all the randomized experi-
ments needed? How many different outcomes should we 
measure? How could we learn to improve treatment? How 
should we consider individual differences in these group 
comparisons? I am sure I was not insightful enough to think 
of all these questions back then, but I know I felt frustrated 
and stymied by our methodological approach to answering 
these questions. But I had to finish the paper, so I relegated 
these and similar questions to the list of universal impon-
derables such as why I exist. In fact, I became a committed 
experimentalist, and I dealt with the limitations of experi-
ments by recognizing their restrictions and abiding by the 
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principle “For determining causality, in many but not all 
circumstances, the randomized design is the worst form of 
design except all the others that have been tried1” (Bickman 
and Reich 2014, pp. 104–105).

For the much of my career, I was a committed proponent 
of the RCT as the best approach to understanding causal 
relationships (Bickman 2006). However, as some of my writ-
ing indicates, it was a commitment with reservations. I did 
not see a plausible alternative or complement to RCTs until 
recently, when I began to read about artificial intelligence 
(AI) and precision medicine in 2013. The potential solu-
tion to my quandary did not crystallize until 2016, when I 
collaborated with Aaron Lyons and Miranda Wolpert on a 
paper on what we called “precision mental health” (Bickman 
et al. 2016). With the development of AI and its applica-
tion in precision medicine, I now believe that AI is another 
approach that we may be able to use to understand, predict, 
and influence human behavior. While not necessarily a sub-
stitute for RCTs in efforts to improve mental health services, 
I believe that AI provides an exciting alternative to RCTs 
or an adjunct to them. While I use precision medicine and 
precision mental health interchangeably, I will differentiate 
them later in this paper.

Toward that end, I focus much of this paper on the role 
of AI and precision medicine as a critical movement in the 
field with great potential to inform the next generation of 
research. Before proposing such solutions, I first describe 
the challenges currently faced by mental health services, 
using examples drawn almost entirely from studies of chil-
dren and youth, the area in which I have conducted most of 
my research. I describe five principal causes of this failure, 
which I attribute primarily, but not solely, to methodological 
limitations of RCTs. Lastly, I make the case for why I think 
AI and the parallel movement of precision medicine embody 
approaches that are needed to augment, but probably not 
replace, our current research and development efforts in the 
field of mental health services. I then discuss how AI and 
precision mental health can help inform the path forward, 
with a focus on similar problems manifested in mental health 
services for adults. These problems, I believe, make it clear 
that we need to consider alternatives to our predominant 
research approach to improving services. Importantly, most 
of the research on AI and precision medicine I cite deals 
with adults, as there is little research in this area on children 
and youth. I am assuming that we can generalize from one 
literature to the other, but I anticipate that there many excep-
tions to this assumption.

Why I am Dissatisfied With the Current State 
of Mental Health Services

The impetus for change in mental health services is moti-
vated by my dissatisfaction with the status quo of services 
for children and youth. I do not believe we should be satis-
fied with our current services. I briefly review three core 
problems that support my contention that we should not be 
content with the current services.

Services are Not Sufficiently Accessible

According to some estimates, more than half (56.4%) of 
adults with a mental illness receive no treatment (Mental 
Health in America 2018). Less than half of adolescents with 
psychiatric disorders receive any kind of treatment (Costello 
et al. 2014). Over 60% of youth with major depression do 
not receive any mental health treatment (Mental Health in 
America 2018). Several other relevant facts when it comes 
to youth illustrate the problem of their access to services. 
Hodgkinson et al. (2017) have documented that less than 
15% of children in poverty receive needed services. These 
authors also showed that there is less access to services for 
minorities and rural families. When it comes to the educa-
tional system, Mental Health in America (2018) estimated 
that less than 1% of students have an Individual Education 
Plan (IEP), which students need to access school-supported 
services, even though studies have shown that a much larger 
percentage of students need those services. Access is even 
more severely limited in in low- and middle-income coun-
tries (Esponda et al. 2020).

Evidence‑Based Services are Not Well Implemented

Very few clients receive effective evidence-based quality 
mental health services that have been shown to be effec-
tive in laboratory-based research (Garland et  al. 2010; 
Gyani et al. 2014). Moreover, research shows that even 
when they do receive care that is labeled evidence-based, it 
is not implemented with sufficient fidelity to be considered 
evidence-based (Park et al. 2015). No matter how effective 
evidence-based treatments are in the laboratory, it is very 
clear that they lose much of their effectiveness when imple-
mented in the real world (Weisz et al. 2006, 2013).

Services are Not Sufficiently Effective

Research reviews demonstrate that services that are typi-
cally provided outside the laboratory lack substantial evi-
dence of effectiveness. There are two factors that account 
for this lack of effectiveness. As noted above, evidence-
based services are usually not implemented with sufficient 

1 This is a paraphrasing of Winston Churchill’s famous quotation 
about democracy: “Democracy is the worst form of Government 
except all those other forms that have been tried from time to time” 
(Parliament Bill, HC Deb 11, November 1947, Vol. 444, cc203-32.
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fidelity to replicate the effectiveness found in the laboratory. 
More fundamentally, it is argued here that even evidence-
based services may not be sufficiently effective as cur-
rently conceptualized. A review of 23 published studies on 
school-based health centers found that while these services 
increased access, the review could not determine whether 
services were effective because the research was of such 
poor quality (Bains and Diallo 2016). A meta-analysis of 
43 studies of mental health interventions implemented by 
school personnel found small to medium effect sizes, but 
only 2% of the services were provided by school counselors 
or mental health workers (Sanchez et al. 2018). A Cochrane 
Review concluded, “We do not know whether psychologi-
cal therapy, antidepressant medication or a combination 
of the two is most effective to treat depressive disorders in 
children and adolescents” (Cox et al. 2014, p. 3). Another 
meta-analysis of 24 studies on school-based interventions 
delivered by teachers showed a small effect for internalizing 
behaviors but no effect on externalizing ones (Franklin et al. 
2017a). Similarly, a meta-analysis of 74 meta-analyses of 
universal prevention programs targeting school-age youth 
showed a great deal of variability with effect sizes from 0 
to 0.5 standard deviations depending on type of program 
and targeted outcome (Tanner-Smith et al. 2018). A review 
of 32 RCTs found no compelling evidence to support any 
one psychosocial treatment over another for people with 
serious mental illnesses (Hunt et al. 2013). A systematic 
review and meta-analysis of 19 conduct disorder interven-
tions concluded that they have a small positive effect, but 
there was no evidence of any differential effectiveness by 
type of treatment (Bakker et al. 2017). Fonagy and Allison 
(2017) conclude, “The demand for a reboot of psychological 
therapies is unequivocal simply because of the disappoint-
ing lack of progress in the outcomes achieved by the best 
evidence-based interventions” (p. 978).

Probably the most discouraging evidence was identified 
by Weisz et al. (2019) on the basis of a review of 453 RCTs 
over a 50-year period. They found that the mean effect size 
for treatment did not improve significantly for anxiety and 
ADHD and decreased significantly for depression and con-
duct problems. The authors conclude:

In sum, there were strikingly few exceptions to the 
general pattern that treatment effects were either 
unchanged or declining across the decades for each of 
the target problems. One possible implication is that 
the research strategy used over the past 5 decades, the 
treatment approaches investigated, or both, may not 
be ideal for generating incremental benefit over time. 
(p. 17)

There is a need—indeed, an urgent need—to change 
course, because our traditional approaches to services 
appear not to be working. However, we might be expecting 

too much from therapy. In an innovative approach to exam-
ining the effectiveness of psychotherapy for youth, Jones 
et al. (2019) subjected 502 RCTs to a mathematical simula-
tion model that estimated that even if therapy was perfectly 
implemented, the effect size would be a modest 0.83. They 
concluded that improving the quality of existing psychother-
apy will not result in much better outcomes. They also noted 
that AI may help us understand why some therapies are more 
effective than others. They suggested that the impact of ther-
apy is limited because a plethora of other factors influence 
mental health, especially given that therapy typically lasts 
only one hour a week out of 110 + waking hours. They also 
indicated that other factors that have not been included in 
typical therapies, such as individualizing or personalizing 
treatment, may increase the effectiveness of treatment.

I am not alone in signaling concern about the state of 
mental health services. For example, other respected schol-
ars in children’s services research have also raised concerns 
about the quality and effectiveness of children’s services. 
Weisz and his colleagues (Marchette and Weisz 2017; Ng 
and Weisz 2016) described several factors that contribute to 
the problems identified above. These included a mismatch 
between empirically supported treatments and mental health 
care in the real world, the lack of personalized interventions, 
and the absence of transdiagnostic treatment approaches. It 
is important to acknowledge the pioneering work of Sales 
and her colleagues, who identified the need and tested 
approaches to individualizing assessment and monitoring 
clients (Alves et al. 2013, 2015; Elliott et al. 2016; Sales and 
Alves 2012, 2016; Sales et al. 2007, 2014). We need not only 
to appreciate the relevance of this work but also to integrate 
it with new artificial intelligence approaches described later 
in this paper.

I am not concluding from such evidence that all mental 
health services are ineffective. This brief summary of the 
state of our services can be perceived in terms of a glass half 
full or half empty. In other words, there is good evidence that 
some services are effective under particular, but yet unspeci-
fied, conditions. However, I do not believe that the level of 
effectiveness is sufficient. Moreover, we are not getting bet-
ter at improving service effectiveness by following our tra-
ditional approach to program development, implementation, 
research, and program evaluation. While it is unlikely that 
the social and behavioral sciences will experience a major 
breakthrough in discovering how to “cure” mental illness, 
similar to those often found in the physical or biological 
sciences, I am arguing in this paper that we must increase 
our research efforts using alternative approaches to produce 
more effective services. A large part of this paper, therefore, 
is devoted to exploring what has been also called a preci-
sion approach to treatment in which there is an attempt to 
personalize treatment or fit treatment to the client in order 
to produce more effective interventions.
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The Large Investment in Systems of Care 
Has Distracted Us From Concerns About 
the Effectiveness of Care

In some of my earliest work in mental health, I identi-
fied the field’s focus on system-level factors rather than on 
treatment effectiveness as one cause of the problems with 
mental health services. The most popular and well-funded 
approach to mental health services in the 1960s and 1970s, 
which continues even today, is called a system or contin-
uum of care (Bickman 1997, 1999; Bickman et al. 1997b; 
Bryant and Bickman 1996). This approach correctly recog-
nized the problems with the practice of providing services 
that were limited to outpatient and hospitalization only, 
which was very common at that time. Moreover, these 
traditional services did not recognize the importance of the 
role played by youth and families in the delivery of mental 
services. To remedy these important problems, advocates 
for children’s mental health conceptualized that a system 
of care was needed, in which a key ingredient was a man-
aged continuum of care with different levels or intensive-
ness of services to better meet the needs of children and 
youth (Stroul and Friedman 1986). This continuum of care 
is a key component of a system of care. However, I believe 
that in actuality, these different levels of care simply rep-
resent different locations of treatment and restrictiveness 
(e.g., inpatient vs. outpatient care) and did not necessarily 
reflect a gradation of intensity of treatment.

A system of care is not a specific type of program, but 
an approach or philosophy that combines a wide range 
of services and supports for these services with a set of 
guiding principles and core values. Services and supports 
are supposed to be provided within these core values, 
which include the importance of services that are com-
munity-based, family-focused, youth-oriented, in the least 
restrictive environment, and culturally and linguistically 
proficient. System-level interventions focus on access 
and coordination of services and organizations and not 
on the effectiveness of the treatments that are provided. 
It appeared that the advocates of systems of care assumed 
that services were effective and that what was needed was 
to organize them better at the systems level. Although 
proponents of systems of care indicated that they highly 
valued individualized treatment, especially in what were 
called wraparound services, there was no distinct and sys-
tematic way that individualization was operationalized 
or evaluated. Moreover, there was not sufficient evidence 
that supported the assumption that wraparound services 
produced better clinical outcomes (Bickman et al. 2003; 
Stambaugh et al. 2007). A key component of the system 
is providing different levels of care that include hospitali-
zation, group homes, and outpatient services, but there is 

little evidence that clinicians can reliably assign children 
to what they consider the appropriate level of care (Bick-
man et al. 1997a).

The Fort Bragg Study

My earliest effort in mental health services research was 
based on a chance encounter that led to the largest study 
ever conducted in the field of child and youth mental 
health services. I was asked by a friend to see if I could 
help a person whom I did not know to plan an evaluation 
of a new way to deliver services. This led to a project 
that cost about $100 million to implement and evaluate. 
We evaluated a new system of care that was being imple-
mented at Fort Bragg, a major U.S. Army post in North 
Carolina. We used a quasi-experimental design because 
the Army would not allow us to conduct a RCT; how-
ever, we were able to control for many variables by using 
two similar army posts as controls (Bickman 1995; Bick-
man et al. 1995). The availability of sufficient resources 
allowed me to measure aspects of the program that were 
not commonly measured at that time, such as cost and fam-
ily empowerment. With additional funding that I received 
from a competitive grant from the National Institute of 
Mental Health (NIMH) and additional follow-up funding 
from the Army, we were able to do a cost-effectiveness 
analysis (Foster and Bickman 2000), measure family out-
comes (Heflinger and Bickman 1996), and develop a new 
battery of mental health symptoms and functioning (Bick-
man and Athay 2012). In addition, we competed success-
fully for an additional NIMH grant to evaluate another sys-
tem of care in a civilian population using a RCT (Bickman 
et al. 1997a, b) and a study of a wraparound services that 
was methodologically limited because of sponsor restric-
tions (Bickman et al. 2003).

I concluded from this massive and concentrated effort 
that systems of care (including the continuum of care) 
were able to influence system-level variables, such as 
access, cost, and coordination, but that there was not suf-
ficient evidence to support the conclusion that it produced 
better mental health outcomes for children or families or 
that it reduced costs per client (Bickman et al. 2000). This 
conclusion was not accepted by the advocates for systems 
of care or the mental health provider community more 
generally. Moreover, I became persona non grata among 
the proponents of systems of care. While the methodolo-
gists who were asked to critique on the Fort Bragg study 
saw it as an important but not flawless study (e.g., Sechrest 
and Walsh 1997; Weisz et al. 1997) that should lead to new 
research (Hoagwood 1997), most advocates thought it to 
be a well-done evaluation but of very limited generaliz-
ability (Behar 1997).
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The System of Care Approach Today

It is important to note that the system of care approach, 
almost 30 years later, remains the major child and youth 
program funded by the Substance Abuse and Mental Health 
Services Administration’s (SAMHSA) Center for Mental 
Health Services (CMHS) to the tune of about a billion dol-
lars in funding since the system of care program’s inception 
in 1993. There have been many evaluations funded as part of 
the SAMHSA program that show some positive results (e.g., 
Holden et al. 2001), but, in my opinion, they are methodo-
logically weak and, in some cases, not clearly independent. 
Systems of care are still considered by SAMHSA’s Center 
for Mental Health Services to be the premier child and ado-
lescent program worthy of widespread diffusion and funding 
(Substance Abuse and Mental Health Services Administra-
tion 2019), regardless of what I believe is the weak scien-
tific support. This large investment of capital should be 
considered a significant opportunity cost that has siphoned 
off funds and attention from more basic concerns such as 
effectiveness of services. Sadly, based on my unsuccess-
ful efforts to encourage change as a member of the CMHS 
National Advisory Council (2019–2023), I am not optimis-
tic that there will be any modification of support for this 
program or shift of funding to more critical issues that are 
identified in this paper.

In the following section, I consider some of the problems 
that have contributed to the current status of mental health 
services.

Five Problems that Contribute to Poor 
Services

My assessment of current services led me to categorize the 
previously described deficiencies into the five following 
related problem groups.

The Problem of Diagnoses Muddle

The problems with the validity of diagnoses have existed for 
as long as we have had systems of diagnoses. While a diag-
nosis provides some basis for tying treatment to individual 
case characteristics, its major contribution is providing a 
payment system for reimbursement for services. Research 
has shown that external factors such as insurance influence 
the diagnosis given, and the diagnosis located in electronic 
health records is influenced by commercial interests (Per-
kins et al. 2018; Taitsman et al. 2020). Other studies have 
demonstrated that the diagnosis of depression alone is not 
sufficient for treatment selection; additional information is 
required (Iniesta et al. 2016). Moreover, others have shown 
that diagnostic categories overlap and are not mutually 

exclusive (Bickman et al. 2012c). In practice, medication 
is prescribed according to symptoms and not diagnosis 
(Waszczuk et al. 2017).

In their thematic analysis of selected chapters of the Diag-
nostic and Statistical Manual of Mental Disorders (DSM–5), 
Allsopp et al. (2019) examined the heterogeneous nature of 
categories within the DSM-5. They showed how this hetero-
geneity is expressed across diagnostic criteria, and explained 
its consequences for clinicians, clients, and the diagnostic 
model. The authors concluded that “a pragmatic approach 
to psychiatric assessment, allowing for recognition of indi-
vidual experience, may therefore be a more effective way of 
understanding distress than maintaining commitment to a 
disingenuous categorical system” (p. 15). Moreover, in an 
interview, Allsop stated:

Although diagnostic labels create the illusion of an 
explanation, they are scientifically meaningless and 
can create stigma and prejudice. I hope these findings 
will encourage mental health professionals to think 
beyond diagnoses and consider other explanations of 
mental distress, such as trauma and other adverse life 
experiences. (Neuroscience News 2019, para. 6)

Finally, a putative solution to this muddle is NIMH’s 
Research Domain Criteria Initiative (RDoC) diagnostic 
guide. RDoC is not designed to be a replacement of current 
systems but serves as a research tool for guiding research on 
mental disorders systems. However, it has been criticized on 
several grounds. For example, Heckers (2015) states, “It is 
not clear how the new domains of the RDoC matrix map on 
to the current dimensions of psychopathology” (p. 1165). 
Moreover, there is limited evidence that RDoC has actu-
ally improved the development of treatments for children 
(e.g., Clarkson et al. 2019). As I will discuss later in the 
paper, Rush and Ibrahim (2018), in their critical review of 
psychiatric diagnosis, predicted that AI, especially artificial 
neural networks, will change the nature of diagnosis to sup-
port precision medicine.

The Problem of Poorly Designed Measures

If measures are going to be used in real world practice, then 
in addition to the classic and modern psychometric validity 
criteria, it must be possible to use measures sufficiently often 
to provide a fine-grained picture of change. If measures are 
used frequently, then they must be short so as not to take 
up clinical time (Riemer et al. 2012). Moreover, since there 
is a low correlation among different respondents (De Los 
Reyes and Ohannessian 2016), we need measures and data 
from different respondents including parents, clinicians, cli-
ents, and others (e.g., teachers). However, we are still lack-
ing a systematic methodology for managing these different 
perspectives.
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Since we are still unsure which constructs are important 
to measure, we need measures of several different constructs 
in order to pinpoint which ones we should administer on 
a regular basis. In addition to outcome measures, we need 
valid and reliable indicators of mediators and processes to 
test theories of treatment as well as to indicate short-term 
outcomes. We need measures that are sensitive to change 
to be valid measures of improvement. We need new types 
of measures that are more contextual, that occur outside of 
therapy sessions, and that are not just standardized question-
naires. We lack good measures of fidelity of implementation 
that capture in an efficient manner what clinicians actually 
do in therapy sessions. This information is required to pro-
vide critical feedback to clinicians. We also lack biomarkers 
of mental illness that can be used to develop and evaluate 
treatments that are often found in physical illnesses.

This is a long and incomplete list of needs and meet-
ing them will be difficult to accomplish without a concerted 
effort. There are some resources at the National Institutes 
of Health that are focused on measure development, such 
as Patient-Reported Outcomes Measurement System Infor-
mation (PROMIS) (https ://www.healt hmeas ures.net/explo 
re-measu remen t-syste ms/promi s), but this program does not 
focus on mental health. Thus, we depend upon the slow and 
uncoordinated piecemeal efforts of individual researchers to 
somehow fit measure development into their career paths. I 
know this intimately because when I started to be engaged 
with children’s mental health services research, I found that 
the measures in use were too long, too expensive, and far 
from agile. This dissatisfaction led me down a long path to 
the development of a battery of measures called the Pea-
body Treatment Progress Battery (Bickman and Athay 2012; 
Riemer et al. 2012). This battery of 12 brief measures was 
developed as part of ongoing research grants and not with 
any specific external support.

The Problem of the Primacy of RCTs

For over a half century, I have been a committed experi-
mentalist. I still am a big fan of experiments for some 
purposes (Bickman 2006). The first independent study I 
conducted was my honors thesis at City College of New 
York in 1966. My professor was a parapsychologist and 
personality psychologist, so the subject of my thesis was 
extrasensory perception (ESP). My honors advisor had 
developed a theory of ESP that predicted that those who 
were positive about ESP, whom she called sheep, would be 
better at ESP than the people who rejected ESP, whom she 
called goats (Schmeidler 1952). Although I did not real-
ize it at the time, my experimentalist or action orientation 
was not satisfied with correlational findings that were the 
core of the personality approach. I designed an experi-
ment in which I randomly assigned college students to hear 

a scripted talk from me supporting or debunking ESP. I 
found very powerful results. The experimental manipula-
tion changed people’s perspective on the efficacy of ESP, 
but I found no effect on actual ESP scores. It was not until 
I finished my master’s degree in experimental psycho-
pathology at Columbia University that I realized that I 
wanted to be an experimental social psychologist, and I 
became a graduate student at the City University of New 
York. However, I did not accept the predominant approach 
of social psychologists, which was laboratory experimen-
tation. I was convinced that research needed to take place 
in the real world. Although my dissertation was a labora-
tory study of helping behavior in an emergency (Bickman 
1972), it was the last lab study I did that was not also 
paired with a field experiment (e.g. Bickman and Rosen-
baum 1977). One of my first published research studies 
as a graduate student was a widely cited field experiment 
(RCT) that examined compliance to men in different uni-
forms in everyday settings (Bickman 1974a, b).

The first book I coedited, as a graduate student, was 
titled Beyond the Laboratory: Field Research in Social 
Psychology and was composed primarily of field experi-
ments (Bickman and Henchy 1972). Almost all my early 
work as a social psychologist consisted of field experi-
ments (Riemer and Bickman 2011). I strongly supported 
the primacy of randomized designs in several textbooks 
I coauthored or coedited (Alasuutari et al. 2008; Bick-
man and Rog 2009; Bickman and Rog 2016; Hedrick et al. 
1993). While the Fort Bragg study I described above was 
a quasi-experiment (Bickman 1996), I was not happy that 
the funding agency, the U.S. Army, did not permit me to 
use a RCT for evaluating an important policy issue. As I 
was truly committed to using a RCT to evaluate systems 
of care, I followed up this study with a conceptual replica-
tion in a civilian community using a RCT (Bickman et al. 
1997b) that was funded by a NIMH grant. While I have 
valued the RCT and continue to do so, I have come to the 
conclusion that our experimental methods were developed 
for simpler problems. Mental health research is more like 
weather forecasting with thousands of variables rather 
than like traditional experimentation, which is based on a 
century-old model for evaluating agricultural experiments 
with only a few variables (Hall 2007). We need alternatives 
to the traditional way of doing research, service develop-
ment, and service delivery that recognize the complexity 
of disorders, heterogeneity of clients, and varied contexts 
of mental health services. The oversimplification of RCTs 
has produced a blunt tool that has not served us well for 
swiftly improving our services. This is not to say that there 
has been no change in the last 75 years. For example, the 
Institute of Education Sciences, a more recent player the 
field of children’s behavioral and mental health outcomes 
research, has released an informative monograph on the 

https://www.healthmeasures.net/explore-measurement-systems/promis
https://www.healthmeasures.net/explore-measurement-systems/promis
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use of adaptive randomized trials that does demonstrate 
flexibility in describing how RCTs can be implemented in 
innovative ways (Nahum-Shani and Almirall 2019).

The concerns about RCTs are also apparent in other 
fields. For example, a special issue of Social Science and 
Medicine focused on the limitations of RCTs (Deaton and 
Cartwright 2018). The contributors to this incisive issue 
indicated that a RCT does not in practice equalize treatment 
and control groups. RCTs do not deliver precise estimates 
of average treatment effects (ATEs) because a RCT is typi-
cally just one trial, and precision depends on numerous tri-
als. There is also an external validity problem; that is, it is 
difficult to generalize from RCTs, especially those done in 
university laboratory settings. Context is critical and theory 
confirmation/disconfirmation is important, for without gen-
eralizability, the findings are difficult to apply in the real 
world (Bickman et al. 2015).

Scaling up from a rigorous RCT to a community-based 
treatment is now recognized as a significant problem in the 
relatively new fields of translational research and implemen-
tation sciences. In addition to scaling up, there is a major 
issue in scaling down to the individual client level. Stratifica-
tion and theory help, but they are still at the group level. The 
classic inferential approach also has problems with replica-
tion, clinical meaningfulness, accurate application to indi-
viduals, and p-value testing (Dwyer et al. 2018).

The primary clinical problem with RCTs is the empha-
sis on average treatment effects (ATEs) versus individual 
prediction. RCTs emphasize postdiction, and ATEs lead to 
necessary oversimplification and a focus on group differ-
ences and not individuals. Subramanian et al. (2018) gave 
two examples of the fallacy of averages: The first was a 1942 
study to describe the “ideal woman,” where they measured 
nine body dimensions and then averaged each one. A contest 
to identity the “average woman” got 4000 responses, but not 
a single woman matched the averages on all nine variables. 
In a second example, the U.S. Air Force in 1950 measured 
400 pilots on 140 body dimensions to determine appropri-
ate specifications for a cockpit. Not a single pilot matched 
the averages on even as few as 10 dimensions, even when 
their measurements fell within 30% of the mean value. As 
these examples show, the problem with using averages has 
been known for a long time, but we have tended to ignore 
this problem. We are disappointed when clinicians do not 
use our research findings when in fact our findings may not 
be very useful for clinicians because clinicians deal with 
individual clients and not some hypothetical average client. 
We can obtain significant differences in averages between 
groups, but the persons who actually benefit from therapy 
will vary widely to the extent to which they respond to the 
recommended treatments. Thus, the usefulness of our results 
depends in part on the heterogeneity of the clients and the 
variability of the findings.

The privileging of RCTs also came with additional bag-
gage. Instead of trying to use generalizable samples of 
participants, the methodology favored the reduction of het-
erogeneity as a way to increase the probability of finding sta-
tistically significant results. This often resulted in the exclu-
sion from studies of whole groups of people, such as women, 
children, people of color, and persons with more than one 
diagnosis. While discussions often included an acknowledg-
ment of this limitation, little was done about these artificial 
limitations until inclusion of certain groups was required 
by federal funding agencies (National Institutes of Health, 
Central Resource for Grants and Funding Information 2001).

The limitations of RCTs are not a secret, but we tend 
to ignore these limitations (Kent et al. 2018). One attempt 
to solve the difficulty of translating average effect sizes by 
RCTs to individualize predictions is called reference class 
forecasting. Here, the investigator attempts to make predic-
tions for individuals based on “similar” persons treated with 
alternative therapies. However, it is rarely the case that eve-
ryone in a clinical trial is influenced by the treatment in the 
same way. An attempt to reduce this heterogeneity of treat-
ment effects (HTE) by using conventional subgroup analysis 
with one variable at a time is rejected by Kent et al. (2018). 
They argue that this approach does not work. First, there are 
many variables on which participants can differ, and there 
is no way to produce the number of groups that represent 
these differences. For example, matching on just 20 binary 
variables would produce over a million groups. Moreover, 
one would have to start with an enormous sample to main-
tain adequate statistical power. The authors describe several 
technical reasons for not recommending this approach to 
dealing with the HTE problem. They also suggested two 
other statistical approaches, risk modeling and treatment 
effect modeling, that may be useful, but more research on 
both is needed to support their use. Kent et al. (2018) briefly 
discussed using observational or non-RCT data, but they 
pointed out the typical problems of missing data and other 
data quality issues as well as the difficulty in making causal 
attributions. Moreover, they reiterated their support for the 
RCT as the “gold standard.” Although published in 2018, 
their article mentioned machine learning only as a question 
for future research—a question that I address later in this 
paper. I will also present other statistical approaches to solv-
ing the limitations of RCTs.

There is another problem in depending upon RCTs as the 
gold standard. Nadin (2017) pointed out that failed reproduc-
ibility occurs almost exclusively in life sciences, in contrast 
to the physical sciences. I would add that the behavioral 
sciences have not been immune from criticisms about rep-
licability. The Open Science Collaboration (2015) system-
atically sampled 100 results from three top-tier journals in 
psychology, and only 36% of the replication efforts yielded 
significant findings. This issue is far from resolved, and it is 
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much more complex than simple replication (Laraway et al. 
2019). Nadin (2017) considered the issue of the replicability 
as evidence of an underlying false assumption about treating 
humans as if they were mechanistic physical objects and not 
reactive human beings. He noted that physics is nomothetic, 
while biology is idiographic, meaning that the former is the 
study of the formulation of universal laws and the latter deals 
with the study of individual cases or events.

The Problem of Lack of Learning Through Feedback

Without accurate feedback, there is little learning (Kluger 
and DeNisi 1996). Clinicians are in a low feedback occupa-
tion, and unlike carpenters or surgeons, they are unlikely to 
get direct accurate feedback on the effects of their activities. 
When carpenters cut something too short, they can quickly 
see that it no longer fits and have to start with a new piece, so 
they typically follow the maxim of measure twice, cut once. 
Because clinicians in the real world of treatment do not get 
direct accurate feedback on client outcomes, especially after 
clients leave treatment, then they are unlikely to learn how to 
become more effective clinicians from practice alone. Clini-
cal practice is thus similar to an archer’s trying to improve 
while practicing blindfolded (Bickman 1999). Moreover, the 
services research field does not learn from treatment as usual 
in the real world, where most treatment occurs, because very 
few services collect outcome data, let alone try to tie these 
data to clinician actions (Bickman 2008b).

There are two critical requirements needed for learning. 
The first is the collection of fine-grained data that are con-
temporaneous with treatment. The second is the feedback 
of these data to the clinician or others so that they can learn 
from these data. Learning can be accomplished with routine 
use of measures such as patient outcome measures (POMs) 
and feedback through progress monitoring, measurement-
based care (MBC), and measurement feedback systems 
(MFS). These measurement feedback concepts have repeat-
edly demonstrated their ability to improve outcomes in ther-
apy across treatment type and patient populations (Brattland 
et al. 2018; Bickman et al. 2011; Dyer et al. 2016; Gibbons 
2015; Gondek et al. 2016; Lambert et al. 2018). Despite this 
evidence base, most clinicians do not use these measurement 
feedback systems. For example, in one of the largest surveys 
of Canadian psychologists, only 12% were using a progress 
monitoring measure (Ionita et al. 2016).

A Canadian Psychological Association task force (Tasca 
et al. 2019) reinforced the need for psychologists to sys-
tematically monitor and evaluate their services using con-
tinuous monitoring and feedback. They stated that the asso-
ciation should encourage regulatory bodies to prioritize 
training in their continuing education and quality assur-
ance requirements. Moreover, Lewis et al., in their review 

of measurement-based care (2019), presented a 10-point 
research agenda that captures much the ideas in the present 
paper:

(1) harmonize terminology and specify MBC’s core 
components; (2) develop criterion standard meth-
ods for monitoring fidelity and reporting quality of 
implementation; (3) develop algorithms for MBC to 
guide psychotherapy; (4) test putative mechanisms of 
change, particularly for psychotherapy; (5) develop 
brief and psychometrically strong measures for use in 
combination; (6) assess the critical timing of admin-
istration needed to optimize patient outcomes; (7) 
streamline measurement feedback systems to include 
only key ingredients and enhance electronic health 
record interoperability; (8) identify discrete strategies 
to support implementation; (9) make evidence-based 
policy decisions; and (10) align reimbursement struc-
tures. (p. 324)

It is not surprising that the measurement feedback 
approach has not yet produced dramatic effects, given how 
little we know about what data to collect, how often it should 
be collected, what feedback should be, and when and how it 
should be provided (Bickman et al. 2015). Regardless, every 
time a client is treated, it is an opportunity to learn how to be 
more effective. By not collecting and analyzing information 
from usual care settings, we are missing a major opportunity 
to learn from ordinary services. The most successful model I 
know of using this real-world services approach is the treat-
ment of childhood cancers in hospitals where most children 
enter a treatment RCT (O’Leary et al. 2008). These authors 
note that in the past 50 years, the survival rates for childhood 
cancer have climbed from 10% to almost 80%. They attribute 
this remarkable improvement to clinical research through 
pediatric cooperative groups. This level of cooperation is 
not easy to develop, and it is not frequently found in mental 
health services.

The Problem of Insufficiency of Treatment 
Precision

Most previous research shows differential outcomes among 
different types of therapies that are minor at most (Wampold 
and Imel 2015). For example, Weisz et al. (2017) report that in 
their meta-analysis, the effect of treatment type as a moderator 
was not statistically significant but there was a significant, but 
not clearly understood, treatment type by informant interaction 
effect. In addition, the evidence that therapists have a major 
influence on the outcomes of psychotherapy is still being hotly 
debated. The fact that the efficacy of therapists is far from 
a settled issue is troubling (Anderson et al. 2016; Goodyear 
et al. 2017; Hill et al. 2017; King and Bickman 2017). Also, 
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current drug treatment choices in psychiatry are successful in 
only about 50% of the patients (Bzdok and Meyer-Lindenberg 
2018) and are as low as 11–30% for antidepressants (Dwyer 
et al. 2018). While antidepressants are more effective than 
placebos, they have small effect sizes (Perlis 2016), and the 
choice of specific medicine is a matter of trial and error in 
many cases.

It is relatively easy to distinguish one type of drug from 
another but not so for services, where even dosage in psycho-
social treatments is hard to define. According to Dwyer et al. 
(2018), “Currently, there are no objective, personalized meth-
ods to choose among multiple options when tailoring optimal 
psychotherapeutic and pharmacological treatment” (p. 105). 
A recent summary concluded that after 46 years and 57 stud-
ies, it is unknown which patients benefit from interpersonal 
psychotherapy (IPT) versus another treatment (Bernecker et al. 
2017). However, to provide a more definitive answer to the 
question about which treatments are more effective, we need 
head-to-head direct comparisons between different treatments 
and network meta-analytic approaches such as those used by 
Dagnea et al. (2016). The field of mental health is not alone 
in finding that many popular medications do not work with 
most of the people who take them. Nexium, a common drug 
for treating heartburn, works with only 1 person out of 25, 
while Crestor, used to treat high cholesterol, works with only 
1 out of 20 (Schork 2015). This poor alignment between what 
the patient needs, and the treatment provided is the primary 
basis for calling for a more precise medicine approach. This 
lack of precision leads to the application of treatments to peo-
ple who cannot benefit from it, thus leading to overall poor 
effectiveness.

In summary, a deep and growing body of work has led me 
to conclude that we need additional viable approaches to a 
RCT when it comes to conducting services-related research. 
An absence of rigorous evaluation of treatments that are 
usually provided in the community contributes to a gap in 
our understanding why treatments are ineffective (Bickman 
2008b). Poor use of measurement in routine care (Bickman 
2012) and the absence of measurement feedback systems and 
clinician training and supervision (Garland et al. 2010) are 
rampant. There also a dire need for the application of more 
advanced analytics and data mining techniques in the mental 
health services area (Bickman et al. 2016). These and other 
such challenges have in turn informed my current thinking 
about alternative or ancillary approaches for addressing the 
multitude of problems plaguing the field of mental health 
services.

An Introduction to Artificial Intelligence (AI) 
and Precision Medicine

The five problems I have described above constitute sig-
nificant obstacles to achieving accessibility, efficiency, and 
effectiveness in mental health services. Nevertheless, there 
is a path forward that I believe can help us reach these 
goals. Artificial intelligence promises to transform the way 
healthcare is delivered. The core of my recommendations 
in this paper rests on the revolutionary possibilities of arti-
ficial intelligence for improving mental healthcare through 
precision medicine that allows us to take into account the 
individual variability that exists with respect to genetic 
and other biological, environmental, and lifestyle charac-
teristics. Several others have similarly signaled a need for 
considering the use of personalized approaches to service 
delivery. For example, Weisz and his colleagues (Mar-
chette and Weisz 2017; Ng and Weisz 2016) called for 
more idiographic research and for studies tailoring strate-
gies in usual care. Kazdin (2019) focused on expanding 
mental health services through novel models of interven-
tion delivery; called for task shifting among providers; 
advocated designing and implementing treatments that are 
more feasible, using disruptive technologies, for example, 
smartphones, social media such as Twitter and Facebook, 
and socially assistive robots; and emphasized social net-
work interventions to connect with similar people.

AI is currently used in areas ranging from prediction 
of weather patterns to manufacturing, logistic planning 
to determine efficient delivery routes, banking, and stock 
trading. AI is used in smartphones, cars, planes, and the 
digital assistants Siri and Alexa. In healthcare, decision 
support, testing and diagnosis, and self-care also use AI. 
AI can sort through large data sets and uncover relation-
ships that humans cannot perceive. Through learning that 
occurs with repeated, rapid use, AI surpasses the abilities 
of humans only in some areas. However, I would caution 
potential users that there are significant limitations associ-
ated with AI that are discussed later in this paper. Rudin 
and Carlson (2019) present a non-technical and well writ-
ten review of how to utilize AI and of some of the prob-
lems that are typically encountered.

Varieties of AI: A Basic Introduction

AI is not one type of program or algorithm. Machine 
learning (ML), a major type of AI, is the construction of 
algorithms that can learn from and make predictions based 
on data. It can be (1) supervised, in which the outcome is 
known and labeled by humans and the algorithm learns 
to get that outcome; (2) unsupervised, when the program 
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learns from data to predict specific outcomes likely to 
come from the patterns identified; and (3) reinforcement 
learning, in which ML is trial and error. In most cases, 
there is an extensive training data set that the algorithm 
“learns” from, followed by an independent validation sam-
ple that tests the validity of the algorithm. Other varia-
tions of AI include random forest, decision trees, and the 
support vector machine (SVM), a multivariate supervised 
learning technique that classifies individuals into groups 
(Dwyer et al. 2018; Shrivastava et al. 2019). The latter is 
most widely used in psychology and psychiatry. Artificial 
neural networks (ANNs) or “neural networks” (NNs) are 
learning algorithms that are conceptuality related to bio-
logical neural networks. This approach can have many 
hidden layers. Deep learning is a special type of machine 
learning. It helps to build learning algorithms that can 
function conceptually in a way similar to the functioning 
of the human brain. Large amounts of data are required 
to use deep learning. IBM’s Watson won Jeopardy with 
DeepQA algorithms designed for question answering. As 
exemplified by the term neural networks, algorithm devel-
opers appear to name their different approaches with refer-
ence to some biological process. Genetic algorithms are 
based on the biological process of gene propagation and 
the methods of natural selection, and they try to mimic the 
process of natural evolution at the genotype level. It has 
been a widely used approach since the 1960s.

Natural language processing (NLP) involves speech rec-
ognition, natural language understanding, and natural lan-
guage generation. NLP may be especially useful in analyzing 
recordings of a therapy session or a therapist’s notes. Affec-
tive computing or sentiment analysis involves the emotion 
recognition, modeling, and expression of emotion by robots 
or chatbots. Sentiment analysis can recognize and respond 
to human emotions. Virtual reality and augmented reality 
are human–computer interfaces that allow a user to become 
immersed within and interact with computer-generated sim-
ulated environments.

Hinton (2018), a major contributor to research on AI and 
health, described AI as the use of algorithms and software 
to approximate human cognition in the analysis of complex 
data without being explicitly programmed. The primary aim 
of health-related AI applications is to analyze relationships 
between prevention or treatment techniques and patient out-
comes. AI programs have been developed and applied to 
practices such as diagnosis processes, treatment protocol 
development, drug development, personalized medicine, 
and patient monitoring and care. Deep learning is best at 
modeling very complicated relationships between input and 
outputs and all their interactions, and it sometimes requires 
a very large number of cases—in the thousands or tens 
of thousands—to learn. However, there appears to be no 
consensus about how to determine, a priori, the number of 

cases needed, because the number is highly dependent on 
the nature of the problem and the characteristics of the data.

Uses of AI in Medicine

AI is already widely used in medicine. For example, in 
ophthalmology, photos of the eyes of persons with diabe-
tes were screened with 94% specificity and 98% sensitiv-
ity in detecting diabetes (Gargeya and Leng 2017). One of 
the more prolific uses of AI is in the diagnosis of skin can-
cer. In a study that scanned 129,450 clinical images, the 
AI approach had accuracy similar to that of board-certified 
dermatologists (Esteva et al. 2017). Cardiovascular risk pre-
diction with ML is significantly improved over established 
methods of risk prediction (Krittanawong et al. 2019; Weng 
et al. 2017). However, a study by Desai et al. (2020) found 
only limited improvements in predicting heart failure over 
traditional logistic regression. In cancer diagnostics, AI 
identified malignant tumors with 89% accuracy compared 
to 73% accuracy for human pathologists (Liu et al. 2017). 
The IBM’s Watson AI platform took only 10 min to analyze 
a genome of a patient with brain cancer and suggest a treat-
ment plan, while human experts took 160 h (Wrzeszczynski 
et al. 2017).

AI has also been used to develop personalized immu-
notherapy for cancer treatment (Kiyotani et  al. 2018). 
Rajpurkar et al. (2017) compared 50 chest X-rays for signs of 
pneumonia using a state-of-the-art 121-layer convolutional 
neural network (CNN) program with a “swarm” of radiolo-
gists (groups connected by swarm algorithms) and found 
the latter to be significantly more accurate. In a direct com-
parison between 101 radiologists on 28,296 interpretations 
and a stand-alone deep learning AI program designed to 
detect breast cancer in mammography, the AI program was 
as accurate as the radiologists (Rodriguez-Ruiz et al. 2019).

As Topol (2019b) noted, AI is not always the winner in 
comparison with human experts. Moreover, many of these 
applications have not been used in the real world, so we 
do not know how well AI will scale up in practice. Topol 
describes other concerns with AI, many of which are dis-
cussed later in this paper. Finally, many of the applications 
are visual, such as pictures of skin or scans, for which AI is 
particularly well suited. Large banks of pictures often form 
the training and testing data for this approach. In mental 
health, visual data are not currently as relevant. However, 
there is starting to be some research on facial expressions 
in diagnosing mental illness. For example, Abdullah and 
Choudhury (2018) cite several studies that showed that 
patients with schizophrenia tend to show reduced facial 
expressivity or that facial features can be used to indicate 
mental health status. More generally, there is research show-
ing how facial expressions can be used to indicate stress 
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(Mayo and Heilig 2019). Visual data are ripe for exploration 
using AI.

Although an exhaustive review of the AI literature and its 
applications is well beyond the focus of this paper, Rudin 
and Carlson (2019) present a well-written, non-technical 
review of how to utilize AI and of some of the problems 
that are typically encountered. Topol (2019a), in his book 
titled Deep Medicine: How Artificial Intelligence Can 
Make Healthcare Human Again, includes a chapter on how 
to use of AI in mental health. Topol (2019b) also provides 
an excellent review of AI and its application to health and 
mental health in a briefer format. Buskirk et al. (2018) and 
Y. Liu et al. (2019) provide well-written and relatively brief 
introductions to ML’s basic concepts and methods and how 
they are evaluated. A more detailed introduction to deep 
learning and neural networks is provided by Minar and 
Naher (2018). In most cases, I will use the generic term AI 
to refer to all types of AI unless the specific type of AI (e.g., 
ML for machine learning, DL for deep learning, and DNN 
for deep neural networks) is specified.

Precision Medicine

Precision medicine has been defined as the customization 
of healthcare, with medical decisions, treatments, practices, 
or products being tailored to the individual patient (Love-
Koh et al. 2018). Typically, diagnostic testing is used for 
selecting the appropriate and best therapies based a person’s 
genetic makeup or other analysis. In an idealized scenario, 
a person may be monitored with hundreds of inputs from 
various sources that use AI to make predictions. The hope is 
that precision medicine will replace annual doctor visits and 
their granular risk factors with individualized profiles and 
continuous longitudinal health monitoring (Gambhir et al. 
2018). The aim of precision medicine, as stated by President 
Barack Obama when announcing his precision medicine ini-
tiative, is to find the long-sought goal of “delivering the right 
treatments, at the right time, every time to the right person” 
(Kaiser 2015).

Both AI and precision medicine can be considered revo-
lutionary in the delivery of healthcare, since they enable us 
to move from one-size-fits-all diagnoses and treatment to 
individualized diagnoses and treatments that are based on 
vast amounts of data collected in healthcare settings. The 
use of AI and precision medicine to guide clinicians will 
change diagnoses and treatments in significant ways that 
will go beyond our dependence on the traditional RCT. Pre-
cision medicine should also be seen as evolutionary since 
even Hippocrates advocated personalizing medicine (Kohler 
2018).

The importance of a precision medicine approach was 
recognized in the field of prevention science with a special 
issue of Prevention Science devoted to that topic (August 

and Gewirtz 2019). The articles in this special issue rec-
ognize the importance of identifying moderators of treat-
ment that predict heterogeneous responses to treatment. 
Describing moderators is a key feature of precision medi-
cine. Once these variables are discovered, it becomes pos-
sible to develop decision support systems that assist the 
provider (or even do the treatment assignment) in select-
ing the most appropriate treatment for each individual. This 
general approach has been tried using a sequential multiple 
assignment randomized trial (SMART) in which participants 
are randomized two to three times at key decision points 
(August et al. 2016). What I find notable about this special 
issue is the absence of any focus on AI. The articles were 
based on a conference in October 2016, and apparently the 
relevance of AI had not yet influenced these very creative 
and thoughtful researchers at that point.

Precision medicine does not have an easy path to follow. 
X. Liu et al. (2019b) describe several challenges, including 
the following three. Large parts of the human genome are not 
well enough known to support analyses; for example, almost 
90% of our genetic code is unknown. It is also clear that a 
successful precision medicine approach depends on having 
access to large amounts of data at multiple levels, from the 
genetic to the behavioral. Moreover, these data would have 
be placed into libraries that allow access for researchers. 
The U.S. federal government has a goal of establishing such 
a library with data on one million people through NIH’s All 
of Us Research Program (https ://allof us.nih.gov/). Recruit-
ment of volunteers who would be willing to provide data and 
the “harmonization” of data from many different sources 
are major issues. X. Liu et al. (2019b) also point to ethical 
issues that confront precision medicine, such as informed 
consent, privacy, and predictions that someone may develop 
a disease. These issues are discussed later in this paper.

Chanfreau-Coffinier et al. (2019) provided a helpful illus-
tration of how precision medicine could be implemented. 
They convened a conference of 80 Veterans Affairs stake-
holders to develop a detailed logic model that can be used 
by an organization planning to introduce precision medicine. 
This model includes components typically found in logic 
models, such as inputs (clinical and information technol-
ogy), big data (analytics, data sources), resources (work-
force, funding) activities (research), outcomes (healthcare 
utilization), and impacts (access). The paper also includes 
challenges to implementing precision medicine (e.g., a 
poorly trained workforce) that apply to mental health.

AI has the potential to unscramble traditional and new 
diagnostic categories based on analysis of biological/genetic 
and psychological data, and in addition, more data will likely 
be generated now that the potential for analysis has become 
so much greater. AI also has the potential to pinpoint those 
individuals who have the highest probability of benefiting 
from specific treatments and to provide early indicators of 

https://allofus.nih.gov/
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success or failure of treatment. Research is currently being 
undertaken to provide feedback to clinicians at key decision 
points as an early warning of relapse.

Precision Psychiatry

Fernandes et al. (2017) describe what the authors call the 
domains related to precision psychiatry (see Fig. 1). These 
domains include many approaches and techniques, such as 
panomics, neuroimaging, cognition, and clinical charac-
teristics, that form several domains including big data and 
molecular biosignature; the latter includes biomarkers. The 
authors include data from electronic health records, but I 
would also include data collected from treatment or therapy 
sessions as well as data collected outside of these sessions. 

These domains can be analyzed using biological and com-
putational tools to produce a biosignature, a higher order 
domain that includes data from all the lower level techniques 
and approaches. This set of biomarkers in the biosignature 
should result in improved diagnosis, classification, and prog-
nosis, as well as individualized interventions. The authors 
note that this bottom-up approach, from specific approaches 
to domains to the ultimate biosignature, can also be revised 
to a top-down approach, with the biosignature studied to 
better understand domains and its specific components. The 
bottom of the figure shows a paradigm shift where precision 
psychiatry contributes to different treatments being applied 
to persons with different diagnoses and endophenotypes, 
producing different prognoses. Endophenotypes is a term 
used in genetic epidemiology to separate different behavioral 

Fig. 1  Domains related to precision psychiatry. Source: reprinted from Fernandes et al. (2017). Distributed under Creative Commons Attribution 
4.0 International License
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symptoms into stable phenotypes with a well-defined genetic 
relationship (Fig. 2).

Another perspective on precision psychiatry is presented 
by Bzdock and Meyer-Lindberg (2018). Both models contain 
similar concepts. Both start with a group of persons con-
taining multiple traditional diagnoses. Bzdock and Meyer-
Lindberg recognize that these psychiatric diagnoses are 
often artificial dichotomies. Machine learning is applied to 
diverse data from many sources and extracts hidden relation-
ships. This produces different subgroups of endophenotypes. 
Machine learning is also used to produce predictive mod-
els of the effects of different treatments instead of the more 
typical trial and error. Further refinement of the predictive 
ML models results in better treatment selection and better 
prediction of the disease trajectory. An excellent overview 
of deep neural networks (DNNs) in psychiatry and its appli-
cations is provided by Durstewitz et al. (2019). In addition 
to explaining how DNNs work, they provide some sugges-
tions on how DNNs can be used in clinical practice with 
smartphones and large data sets. A major feature of deep 
neural networks is their ability to learn and adapt with expe-
rience. While DNNs typically outperform ML, the authors 
state that they do not fully understand why this is the case. 
In mental health, DNNs have been mostly used in diagnosis 
and predictions but not in designing personalized treatments. 
DNN’s ability to integrate many different data sets (e.g., var-
ious neuroimaging data, movement patterns, social media, 
and genomics) should provide important insights on how to 
personalize treatments. Regardless of the model used, Eyre 
et al. (2020) remind us that consumers should not be left out 
of the development of precision psychiatry.

Precision Mental Health Services

In my conceptualization of precision medicine, precision 
mental health encompasses precision psychiatry and any 
other precision approach such as social work that focuses 
on mental health (Bickman et al. 2016). There has not been 
much written about using a precision approach with psy-
chosocial mental health services. Possibly it is psychiatry’s 
close relationship to general medicine and its roots in biol-
ogy that make psychiatry more amenable to the precision 
science approach. In addition, the use of the precision con-
struct is being applied in other fields, as exemplified by the 
special issue of the Journal of School Psychology devoted to 
precision education (Cook et al. 2018) and precision public 
health (Kee and Taylor-Robinson 2020). However, in this 
paper I am primarily addressing the use of psychosocial 
treatment of mental health problems, which differs in impor-
tant ways from psychiatric treatment. For example, preci-
sion psychosocial mental health treatment does not have a 
strong biological/medical perspective and does not focus 
almost exclusively on medication; instead, it emphasizes 

psychosocial interventions. Psychosocial mental health ser-
vices are also provided in hospital settings, but their primary 
use is in community-based services. These differences lead 
to different data sources for AI analyses. It is highly unlikely 
that electronic mental healthcare records found outside of 
hospital settings contain biological and genomic data (Ser-
retti 2018). But hospital records are not likely to contain 
the detailed treatment process data that could possibly be 
found in community settings. The genomic and biological 
data offer new perspectives but may not be informative until 
we have a better understanding about the genomic basis of 
mental illness. In addition, the internet of things and smart 
healthcare connect wearable and home-based sensors that 
can be used to monitor movement, heart rate, ECG, EMG, 
oxygen level, sleep, and blood glucose, through wi-fi, Blue-
tooth, and related technologies. (Sundaravadivel et al. 2018). 
With wider use of very fast 5G internet service, there will 
be a major increase in the growth of the internet of things.

I want to emphasize that applying precision medicine con-
cepts to mental health services, especially psychotherapy, is 
a very difficult undertaking. The data requirements for psy-
chosocial mental health treatment are more similar to mete-
orology or weather forecasting than to agriculture, which 
is considered the origin of the RCT design. People’s affect, 
cognition, and behavior are constantly changing just like the 
variables that affect weather. But unlike meteorology, which 
is mainly descriptive and not yet engaged in interventions, 
mental health services are interventions. Thus, in addition 
to client data, we must identify the variables that are critical 
to the success of the intervention. We are beginning to grasp 
how difficult this task is as we develop greater understand-
ing that the mere labeling of different forms of treatment by 
location (e.g., hospital or outpatient) or by generic type (e.g., 
cognitive behavior therapy) is not sufficiently informative. 
Moreover, the emergence of implementation sciences has 
forced us to face the fact that a treatment manual describes 
only some aspects of the treatments as intended but does not 
describe the treatment that is actually delivered. NLP is a 
step in the right direction in trying to capture some aspects 
of treatment as actually delivered.

Data quality is the foundation upon which AI systems are 
built. While medical records are of higher technical qual-
ity than community-based data because they must adhere 
to national standards, I believe that the nascent interest in 
measurement-based care and measurement feedback systems 
in community settings bodes well for improved data sys-
tems in the future. Moreover, although electronic hospital-
based data may be high quality from a technical viewpoint 
(validity, reliability) and be very large, they probably do not 
contain the data that are valuable for developing and evaluat-
ing mental health services. The development of electronic 
computer-based data collection and feedback systems will 
become more common as the growth in AI demands large 
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amounts of good-quality treatment and finer grained longitu-
dinal outcome data. There is a potential reciprocal relation-
ship between the AI needs for large, high-quality data sets 
and the development of new measurement approaches and 
the electronic systems needed to collect such data (Bickman 
2008a; Bickman et al. 2012a, 2016). To accomplish this with 
sufficiently unbiased and valid data will be a challenge.

Solutions to the Five Problems

Solutions to the Problem of the Diagnosis Muddle

AI can bypass many definitional problems by not using 
established diagnostic systems. ML can use a range of 
variables to describe the individual ML classifier systems 
(Tandon and Tandon 2018). Moreover, additional sources of 
data that help in classification are now feasible. For exam-
ple, automated analysis of social media including tweets and 
Facebook can detect depression, with accuracy measured 
by area under the curve (AUC) ranging from 0.62 to 0.74 
compared to clinical interviews with AUCs of 0.90 (Gun-
tuku et al. 2017). As noted earlier, DNNs have been shown 
to be superior to other machine learning approaches in gen-
eral and specifically in identifying psychiatric stressors for 
suicide from social media (Du et al. 2018). Predictions of 
1,479 adolescent suicides with ML showed high accuracy 
(AUC > 0.80) and outperformed traditional logistic regres-
sion analyses (0.5–0.6 AUCs) (Tandon and Tandon 2018). 
Saxe has published a pioneering proof of concept that has 
demonstrated that ML methods can be used to predict child 
posttraumatic stress (Saxe et al. 2017). ML was more accu-
rate than humans in predicting social and occupational dis-
ability with persons in high-risk states of psychosis or with 
recent-onset depression (Koutsouleris et al. 2018a). Machine 
learning has also been used in predicting psychosis using 
everyday language (Rezaii et al. 2019).

Another application of AI to diagnosis is provided by 
Kasthurirathne et al. (2019). They demonstrated the ability 
to automate screening for 84,317 adult patients in need of 
advanced care for depression using structured and unstruc-
tured data sets covering acute and chronic conditions, patient 
demographics, behaviors, and past service use history. The 
use of many existing data elements is a key feature and 
thus does not depend on single screening instruments. The 
authors used this information to accurately predict the need 
for advanced care for depression using random forest clas-
sification ML.

Milne et al. (2019) recognized that in implementing 
online peer counseling, professionals need to participate 
and/or provide safety monitoring in using AI. However, 
cost and scalability issues appeared to be insurmountable 
barriers. What is needed is an automated triage system 

that would direct human moderators to cases that require 
the most urgent attention. The triage system Milne et al. 
developed sent human moderators color-coded messages 
about their need to intervene. The algorithm supporting 
this triage system was based on supervised ML. The accu-
racy of the system was evaluated by comparing a test set 
of manually prioritized messages with the ones developed 
through the algorithm. They used several methods to judge 
accuracy, but their main one was an f-measure, or the har-
monic mean of recall (i.e., sensitivity) and precision (i.e., 
positive predictive value). Regression analysis indicated 
that the triage system made a significant and unique con-
tribution to reducing the time taken to respond to some 
messages, after accounting for moderator and community 
activity. I can see the potential for this and similar AI 
approaches to deal with the typical service setting where 
some degree of supervision is required but even intermit-
tent supervision is not feasible or possible.

Another use of ML as a classification tool is provided by 
Pigoni et al. (2019). In their review of treatment resistant 
depression, they found that ML could be used successfully 
to classify responders from non-responders. This suggested 
that stratification of patients might help in selecting the 
appropriate treatment, thus avoiding giving patients treat-
ments that are unlikely to work with them. A more general 
systematic review and meta-analysis of the use of ML to 
predict depression are provided by Lee et al. (2018). The 
authors found 26 qualitative and 20 quantitative studies that 
qualified for inclusion in their review. While most of the 
studies were retrospective, they did find predictions with an 
average overall accuracy of 0.82.

Kaur and Sharma (2019) reviewed the literature on diag-
nosis of ten different psychological disorders and examined 
the 16 different data mining and software approaches (AI) 
used in 126 different publications. Depending on the disor-
der and the software used, the accuracy ranged from 84 to 
98%. Accuracy was defined differently depending on the 
study. Only 1% of the articles exploring diagnosis of any 
health problem were found to be for psychological problems. 
This suggests that we need more studies on diagnosis and 
AI. A very informative synthesis and review are provided by 
Low et al. (2020). They screened 1395 studies and reviewed 
the 127 that met the inclusion criterion: studies from the 
last 10 years using speech to identify the presence or sever-
ity of disorders through ML methods. They concluded that 
ML could be predictive, but confidence in any conclusions 
was dampened by the general lack of cross-validation proce-
dures. The article contains very useful information on how 
best to collect and analyze speech samples.

Another innovative approach using ML focused on wear-
able motion detector sensors, in which these devices were 
worn for 20s during a 90-s mood induction task (seeing a 
fake snake). These data were able to distinguish children 
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with an internalizing disorder from controls with 81% accu-
racy (McGinnis et al. 2019). This approach has potential for 
screening children for this disorder.

A problem that seemingly has been ignored by most 
studies that deal with classification or diagnosis is the gold 
standard by which accuracy is judged. In most cases, the 
gold standard is human judgment, which is especially falli-
ble when it comes to mental health diagnosis. We can clearly 
measure whether the AI approach is faster and less expen-
sive than human judgment, but is the ultimate in AI accuracy 
matching human judgment with all its flaws? I believe that 
the endpoint that must also be measured is client clinical 
mental health improvement. A system that provides faster 
and less expensive diagnosis but does not lead to more pre-
cise treatment and better clinical outcomes will save us time 
and money, which are important, but they will not be the 
breakthrough for which we are looking.

A solution to the problems described above will involve 
the integration of causal discovery methods with AI 
approaches. AI methods are capable of improving our capac-
ity to predict outcomes. To enhance predictability, we will 
need to identify the factors in the predictive models that 
are causal. Thus, there is the need to identify techniques 
that provide us with causal knowledge, which currently is 
based primarily on RCTs. But, for real-world and ethical 
reasons, human etiological experiments can rarely be con-
ducted. Fortunately, there are newer AI methods that can 
be used to infer causes, which include well validated tests 
of conditional independencies based on the Causal Markov 
Condition (Pearl 2009; Aliferis et al. 2010; Saxe 2019).

These methods have been successfully used outside of 
psychiatry (Sachs et al. 2005; Ramsey et al. 2016; Statnikov 
et al. 2005) and have, in the last five years, been applied in 
research on mental health, largely by the team of Glenn Saxe 
at New York University and Constantin Aliferis and Sisi Ma 
at University of Minnesota. This group has reported causal 
models of PTSD in hospitalized injured children (Saxe 
et al. 2016, 2017), children seen in outpatient trauma cent-
ers (Saxe et al. 2016), maltreated children (Morales et al. 
2018), adults seen in emergency rooms (Galatzer-Levy et al. 
2017), and police officers who were exposed to trauma (Saxe 
et al. in press). Saxe (2020) recently described the promise 
of these methods for psychiatric diagnosis and personalized 
precision medicine.

Solutions to the Problem of Poorly Designed 
Measures

New measures need to be developed that cover multiple 
domains of mental health, are reported by different respond-
ents (e.g., child, parent, clinician), and are very brief. Cohen 
(2019) provides an excellent overview of what he calls 

ambulatory biobehavioral technologies in a special section 
of Psychological Assessment. He notes that the development 
of mobile devices can have a major impact on psychological 
assessment. He cautions, however, that while some of these 
approaches have been used for decades, they still have not 
progressed beyond the proof of concept phase for clinical 
and commercial applications.

Ecological Momentary Assessments

Ecological momentary assessment (EMA) is a relatively 
new approach to measurement development. EMA is the 
collection of real-time data collected in naturalistic environ-
ments. This approach uses a wide range of smart watches, 
bands, garments, and patches with embedded sensors (Gha-
rani et al. 2017; Pistorius 2017). For example, using smart-
phones, researchers have identified gait features for estimat-
ing blood alcohol content level (Gharani et al. 2017). Other 
researchers have been able to map changes in emotional state 
ranging from sad to happy by using a movement sensor on 
smart watches (Quiroz et al. 2018). Others have described 
real-time fluctuations in suicidal ideation and its risk fac-
tors, using an average of 2.5 assessments per day (Kleiman 
et al. 2017). Social anxiety has been assessed from global 
positioning data obtained from smart watches by noting 
that socially anxious students were found to avoid public 
places and to spend more time at home than in leisure activi-
ties outside the home (Boukhechba et al. 2018). A review 
of 42 studies using EMA concluded that the compliance 
rate was moderate but not optimal and could be affected 
by study design (Wen et al. 2017). This review is also a 
good source of descriptions of different approaches to using 
EMA. Another good summary that focused on EMA in the 
treatment of psychotic disorders can be found in Bell et al. 
(2017). For EMA  use in depression and anxiety, Schueller 
et al. (2017) is a good source.

EMA has been used to measure cardiorespiratory func-
tion, movement patterns, sweat analysis, tissue oxygenation, 
sleep, and emotional state (Peake et al. 2018). Harari et al. 
(2017) present a catalog of behavior in more than 50 aspects 
of daily living that can be used in studying physical move-
ment, social interactions, and daily activities. These include 
walking, speaking, text messaging, and so on. These all can 
be collected from smartphones and serve as an alternative 
to traditional survey approaches. However, it is still not 
clear what higher-level constructs are measured using these 
approaches.

A comprehensive and in-depth review of 127 studies that 
have used speech to assess psychiatric disorders is provided 
by Low et al. (2020). They conclude that speech processing 
technology could assist in mental health assessments but 
believe that there are many obstacles to this use, includ-
ing the need for longitudinal studies. Another interesting 
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application for children is the use of inexpensive screening 
for internalizing disorders. McGinnis et al. (2019) monitored 
the child’s motion for 20s using a commercially available 
and inexpensive wearable sensor. Using a supervised ML 
approach, they obtained an 81% accuracy (67% sensitivity, 
88% specificity) compared to similar clinical threshold on 
parent-reported child symptoms that differentiate children 
with an internalizing diagnosis from controls without such 
a diagnosis.

In a systematic review of EMA use in major depression, 
Colombo et al. (2019) evaluated 33 studies that met their cri-
teria for inclusion. These studies measured a wide variety of 
variables including self-reported symptoms, sleep patterns, 
social contacts, cortisol, heart rate, and affect. They point 
out many of the advantages of using EMAs such as real-
time assessments, capturing the dynamic nature of change, 
improving generalizability, and providing information about 
context. They believe that the use of EMAs has resulted in 
novel insights about the nature of depression. They do note 
that there are few evaluations of these measures, and there 
is not much use in actual clinical practice.

Mohr et al. (2017) note that most of the research on EMA 
has been carried out primarily by computer scientists and 
engineers using a very different research model than social 
and behavioral scientists. While computer scientists are 
mostly interested in exploratory proof of concepts approach 
(does it work at all?) using very small samples, social/behav-
ioral scientists are more typically theory driven and investi-
gate under what conditions the intervention will work.

Measuring Content of Treatment

Mental health care, apart from medication, is almost exclu-
sively verbal. Several approaches have been tried to capture 
the content of treatment sessions. My colleagues and I have 
tried by asking clinicians to use a brief checklist of topics 
discussed after each therapy session (Kelley et al. 2012). 
Although this technique produced some interesting findings 
such as the identification of topics that the clinician did not 
discuss but that were believed to be important by the youth 
or parent, it is clearly filtered by what the clinician recalls 
and is willing to check off as having been discussed. While 
recordings provide a richer source of information, coding 
recordings manually is too expensive and slow for the real 
world of service delivery. The content of therapy sessions, 
including notes kept by clinicians, is pretty much ignored 
by researchers because of the difficulty and cost of manu-
ally coding those sources. However, advances in natural lan-
guage processing (NLP) are now being explored as a way 
of capturing aspects of the content of therapy sessions. For 
example, Tanana et al. (2016) have shown how two types 
of NLP techniques can be used to study and code the use of 
motivational interviewing in taped sessions. Carcone et al. 

(2019) also showed that they could accurately code moti-
vational interviewing (MI) clinical encounter transcripts 
with sufficient accuracy. Other researchers have used AI 
to analyze speech to distinguish between what they called 
high- and low-quality counselors (Pérez-Rosas et al. 2019). 
Some colleagues and I have submitted a proposal to NIMH 
to refine NLP tools that can be used to supervise clinicians 
implementing an evidence-based treatment using AI. As far 
as we know, using NLP to measure fidelity and provide feed-
back to clinicians has not been studied in a systematic way.

While AI appears to be an attractive approach to new 
ways of analyzing data, it should be noted that, as always, 
the quality of the analysis is highly dependent on the quality 
of the data. Jacobucci and Grimm (2020) caution us that “In 
psychology specifically, the impact of machine learning has 
not been commensurate with what one would expect given 
the complexity of algorithms and their ability to capture 
nonlinear and interactive effects” (p. 1). One observation 
made by these authors is that the apparent lack of progress in 
using AI may be caused by “throwing the same set of poorly 
measured variables that have been analyzed previously into 
machine learning algorithms” (p. 2). They note that this is 
more than the generic garbage in, garbage out problem, but 
it is specifically related to measurement error, which can be 
measured relatively accurately.

Solutions to the Problem of the Primacy 
of RCTs

As described earlier, our privileging of RCTs has contrib-
uted to a lack of focus on a precision approach to mental 
health services. This has resulted in the problem of ignoring 
the clinical need for predicting for an individual in contrast 
to establishing group difference, the approach favored by 
the experimentalist/ hypothesis testing tradition. AI offers 
an approach to the discovery of important relationships in 
mental health in addition to RCTs that are based on single-
subject prediction accuracy and not null hypothesis testing 
(Bzdok and Karrer 2018). Saxe et al. (2016) have demon-
strated the use of the Complex-Systems-Causal Network 
method to detect causal relationships among 111 variables 
and 167 bivariate relations in a psychiatric study using 
algorithms. A comprehensive review and meta-analysis 
of machine learning algorithms that predict outcomes of 
depression showed excellent accuracy (0.82) using mul-
tiple forms of data (Lee et al. 2018). It is interesting to 
note that none of the 26 scholars commenting on the RCT 
special issue in Social Science and Medicine (Deaton and 
Cartwright 2018) specifically mentioned the use of AI as a 
potential solution to some of the problems of using average 
treatment effects (ATEs).
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Kessler et al. (2019a) noted that clinical trials do not 
tell us which treatments are more effective for which 
patients. They suggested that what they label as precision 
treatment rules (PTRs) be developed that are predictors 
of the relative treatment effectiveness of different treat-
ments. The authors presented a comprehensive discus-
sion on how to use ML to develop PTRs. They concluded 
that the sample sizes needed are much larger than usually 
those found in RCTs; observational data, especially from 
electronic medical records (EMRs) can be used to deal 
with the sample size issue; and statistical methods can be 
used to balance both observed and unobserved covariates 
using instrumental variables and discontinuity designs. 
They do note the difficulty in obtaining full baseline data 
from EMRs and suggest several solutions for this problem, 
including supplemental data collection and links to other 
archival sources. They recommend the use of an ensemble 
ML approach that combines several algorithms. They are 
clear that their suggestions are exploratory and require 
verification, but they are more certain that if ML improves 
patient outcomes, it will be a substantial improvement.

Wu et al. (2020) collaborated with Kessler on a proof of 
concept of a similar model called individualized treatment 
rules (ITR). In a model simulation, they used a large sam-
ple (n = 32,277) with an ensemble ML method to identify 
the advantages of using ML algorithms to estimate the 
outcomes if a precision medicine approach was taken in 
prescribing medication for persons with first-onset schizo-
phrenia. They found that the treatment success was esti-
mated to be 51.7% under ITR compared to 44.5% with the 
medication that was actually used. Wu et al. see this as a 
first step that needs to be confirmed by pragmatic RCTs. 
Kessler et al. (2019b) conducted a relatively small rand-
omized study (n = 148) in which soldiers seeking treatment 
were judged to be at risk for suicide. They were randomly 
assigned to two types of treatment but not on the basis 
of any a priori PTR. The data from that study were then 
analyzed using ML to produce PTRs. These data were then 
modeled in a simulation to see if the PTR would have 
produced better outcomes. The authors did find that the 
simulated PTR produced better effects.

Lenze et al. (2020) address the problems of RCTs from a 
somewhat different perspective than I have presented here 
and suggest a potential solution that they call precision clini-
cal trials (PCTs). The authors propose that the problem with 
most existing RCTs is that they measure only the fixed base-
line characteristics that are not usually sensitive to detect-
ing treatment responders. Moreover, treatment is typically 
not dynamically adapting to the client during treatment, and 
measures are not administered with sufficient frequency. 
Instead, the PCTs would:

(1) first attempt to determine whether short-term responses 
to the intervention could determine who was a likely 
candidate for that specific treatment;

(2) initiate the treatment in an adaptive fashion that could 
vary over time, using stepped care or just-in-time adap-
tations that are responsive to the client’s changing sta-
tus, and frequently collect data possibly using Multiple 
Assignment Randomized Trial methods; and

(3) use frequent precision measurement, possibly using 
ecological momentary assessments described earlier.

Coincidently, they illustrate the application of PCTs 
using repetitive transcranial magnetic stimulation (rTMS), 
a form of brain stimulation therapy used to treat depression 
and anxiety that has been in use since 1985. rTMS will be 
described later in connection with what I call a third path 
for services and AI.

It is disappointing that I could not find any examples of 
published research that used a RCT to test whether an AI 
approach to an actual, not simulated, delivery of a mental 
health treatment produces better clinical outcomes than 
a competitive treatment or even treatment as usual. This 
is clearly an area requiring further rigorous empirical 
investigation.

Solutions to the Problem of the Lack 
of Learning Through Feedback

Imel et al. (2017) provide an excellent overview on how AI 
and other technologies can be used for monitoring and feed-
back in psychotherapy in both training and supervision. Imel 
et al. (2017) used ML to code and provide data to clinicians 
on metrics used to measure the quality of motivational inter-
viewing (MI). A prior study (Tanana et al. 2016) established 
that ML was able to code MI quality metrics with accu-
racy similar to human coders. They conducted a pilot study 
using standardized patients and 10-min speech segments that 
was designed to test the feasibility of providing feedback to 
21 clinicians on the quality of their MI intervention. The 
feedback was not in real-time but was provided after the 
session. They were able to establish that clinicians thought 
highly of the feedback they received. The authors anticipate 
that further developments in this technology will lead to its 
widespread use in supervision and in real-time feedback. It 
would seem that the next step is evaluating the enhanced 
AI feedback procedure in a real-world effectiveness study.

Another example of the use of NLP application is the 
use of a bot that was trained to assess and provide feedback 
on specific interviewing and counseling skills such as ask-
ing open-ended questions and providing feedback (Tanana 
et al. 2019). After training the bot on 2345 transcripts, 151 
non-therapists (using Amazon Mechanical Turk recruits) 
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were randomly assigned to either immediate feedback on 
a practice session with the bot or just encouragement on 
the use of those skills. The group provided the feedback 
were significantly more likely to use reflection even when 
feedback was removed. The authors consider this to be 
a proof of concept demonstration because of the many 
limitations (e.g., use of non-therapists). A plan for using 
NLP to monitor and provide feedback to clinicians on the 
implementation of an evidenced program is provided by 
Berkel et al. (2019). They provide excellent justification 
for using NLP to accomplish this goal, but unfortunately 
it is only a design at this point.

Rosenfeld et al. (2019) see AI making major contribu-
tions to improving the quality of treatment through efficient 
continuous monitoring of patients. Until now, monitoring 
was limited to in-session contacts or manual contacts, an 
approach that is not practical or efficient. The almost uni-
versal availability of smartphones and other internet active 
devices (internet of things) makes collecting data from 
clients practical and efficient. These various data sources 
provide feedback to providers so that they can predict and 
prevent relapse and compliance with treatment, especially 
medication. The authors note that there is not a large body of 
research in this area, but early studies are positive.

One concrete application of AI to providing feedback is 
described by Ryan and his colleagues (Ryan et al. 2019). 
Their article only describes how such could be done; unfor-
tunately, it is not an actual study but a suggestion on how to 
apply AI for feedback to physicians to improve their com-
munications with patients. They note that routine assessment 
and feedback are not done manually because of the cost and 
time requirements. However, AI can automate these tasks by 
evaluating recordings. They suggest using already existing 
AI approaches that are in use by call centers to categorize 
and evaluate communication along the following dimen-
sions: speaker ratio that indicates listening, overlapping 
talk that are interruptions, pauses longer than two seconds, 
speed, pitch, and tone. The content could also be evaluated 
along the dimensions of the use of plain language, clinical 
jargon, and shared decision making. AI could also explore 
other dimensions such as the meaning of words and phrases 
using NLP, turn taking, tone, and style. Many technical dif-
ficulties would have to be overcome to assess many of these 
variables, but the field is making progress.

An actual application of ML to feedback, but not in men-
tal health, is provided by Pardo et al. (2019) in a course 
for first-year engineering students. Instructors developed in 
advance a set of feedback messages for levels of interaction 
with learning resources. For example, different feedback 
messages were provided depending on whether the student 
barely looked at video, watched a major portion, watched the 
whole video, or watched it several times. An ML algorithm 
selected the appropriate message to send the student through 

either email or the virtual learning environment. Compared 
to earlier cohorts who did not receive the feedback, those 
who did were more satisfied with the course and had better 
performance on the midterm. I can see how such a protocol 
could be used in mental health services.

An indication of the work that needs to be done in becom-
ing more specific about feedback is a study conducted by 
Hooke et al. (2017). They provide feedback to patients with 
and without a trajectory showing expected progress and 
found that patients preferred the feedback with the expected 
change over time. They found that these patients preferred 
to have normative feedback with which they could compare 
their own ideographic progress.

Two systematic reviews that focused on implementing 
routine outcome measurement (ROM) concluded that while 
ROM has been shown to produce positive results, how to 
best implement ROM remains to be determined by future 
research (Gual-Montolio et al. 2020; MacKrill and Sorensen 
2019). The authors of both reviews note several interesting 
points but focus on these two: how to integrate measurement 
into clinical practice and how organizations support staff in 
this effort. They highlight the importance of developing a 
culture of feedback in organizations. Neither review includes 
any studies using AI. While they call for more research to 
move this field forward, I do not think there will be much 
change until either measurement feedback systems are 
required by funders or service delivery organizations are 
paid for providing such systems.

Probably the most advanced work in this area that 
includes ML is being done by Lutz and his colleagues (Lutz 
et al. 2019). They have developed a measurement feedback 
system that includes the use of ML to make predictions and 
to provide clinicians with clinical decision support tools. 
They are able to predict dropouts and assign support tools 
to clinicians that are specific to the problems their clients are 
exhibiting, based on the data they have collected. Lutz and 
his colleagues are currently evaluating the system to influ-
ence clinical outcomes in a prospective study. This compre-
hensive feedback system provided clinical support tools with 
recommendations based on identification of similar patients 
to the treatment group but not to the control group. They 
already have some very promising results using three differ-
ent treatment strategies (W. Lutz, personal communication, 
September 11, 2019).

Solutions to the Problem of Insufficiency 
of Treatment Precision

Almost all the research in this area has been on prediction 
and not in actually testing whether precision treatments are 
in fact better than standard treatments in improving mental 
health outcomes. Even these predictive studies are on extant 



814 Administration and Policy in Mental Health and Mental Health Services Research (2020) 47:795–843

1 3

databases rather than data collected specially for use in AI 
algorithms. With a few exceptions to be discussed later, this 
is the state of the art. To establish the practical usefulness of 
AI, we need to move beyond prediction to show actual men-
tal health improvements that have clinical and not just statis-
tical significance. There are some scholars who are carefully 
considering how to improve methodology to achieve better 
predictions (e.g., Garb and Wood 2019). In addition, Zilcha-
Mano (2019) has a very thoughtful paper that describes tra-
ditional statistical and machine learning approaches to trying 
to answer the core question of what treatments work best for 
which patients, as well as the more general question about 
why psychotherapy works at all.

NLP has been used to analyze unstructured or textual 
material for identifying suicidal ideation in a psychiatric 
research database. Precision of 92% for identification of sui-
cide ideation and 83% for suicide attempts has been found 
using NLP (Fernandes et al. 2017). A meta-analysis of 365 
studies of prediction of suicide using traditional method-
ologies found only slightly better than chance predictions 
and no improvement in accuracy in 50 years (Franklin et al. 
2017b). Recent ML decision support aids using large-scale 
biological and other data have been useful in predicting 
responses to different drugs for depression (Dwyer et al. 
2018). Triantafyllidis and Tsanas (2019) conducted a litera-
ture review of pragmatic evaluations of nonpharmacologi-
cal applications of ML in real-life health interventions from 
January 2008 through November 2018, following PRISMA 
guidelines. They found only eight articles that met their cri-
teria from 7317 citations screened. Three dealt with depres-
sion and the remainder with other health conditions. Six of 
the eight produced significantly positive results, but only 
three were RCTs. There has been little rigorous research to 
support AI in real-world contexts.

Accuracy of prediction is one of the putative advantages 
of AI. But the advantage of predicting outcomes is not as 
relevant if a client prematurely leaves treatment. Thus, pre-
dicting premature termination is one of the key goals of 
an AI approach. In a pilot study to test whether AI could 
be beneficial in predicting premature termination, Bohus 
et al. (2018) were not able to adequately predict dropouts 
using 15 different ML approaches with 1159 responses to 
the Borderline Symptom List 23 (BSL-23). However, they 
obtained some success when they combined the question-
naire data with 218 personal diary questionnaires from 14 
patients, although they note that the sample is too small to 
draw any strong conclusions. This pilot study illustrates the 
importance of what data goes into the data set as well as our 
lack of knowledge of the data requirements we need to have 
confidence in as we select the appropriate data.

Duwe and Kim (2017) compared 12 statistical methods 
including ML approaches on their accuracy in predicting 
recidivism among 22,772 offenders. They found the newer 

ML algorithms generally performing modestly better. Kes-
sler et al. (2015) used data from 38 U.S. Army and Depart-
ment of Defense administrative data systems to predict sui-
cides of soldiers who were hospitalized for a psychiatric 
disorder (N = 40,820). Within one year of hospitalization, 
68 (0.17%) of the soldiers committed suicide. They used a 
statistical prediction rule based on ML that resulted in a high 
validity AUC value of 0.84. Kessler and his colleagues have 
continued this important work, which was discussed earlier.

Another approach to prediction was taken by Pearson 
et al. (2018) in predicting depression symptoms after an 
8-week internet depression reduction program using 238 
participants. They used an elastic net and random forest 
ML ensemble (combination) and compared it to a simple 
linear autoregressive model. They found that the ensemble 
method predicted an additional 8% of the variance over the 
non-ML approach. The authors offer several good techni-
cal suggestions about how to avoid some common errors 
in using ML. Moreover, the ML approach allowed them 
to identify specific module dosages that were related to 
outcomes that would be more difficult to determine using 
standard statistical approaches (e.g., detecting nonlinear 
relationships without having to specify them in advance). 
However, not all attempts to use AI are successful. Pelham 
et al. (2020) compared logistic regression and five different 
ML approaches to typical sum-score approaches to identify 
boys in the fifth grade who would be repeatedly arrested. ML 
performed no better than simple logistic regression when 
appropriate cross-validation procedures were applied. The 
authors emphasize the importance of cross-validation in test-
ing ML approaches. In contrast, a predictive study of 1027 
people with first-episode psychosis used AI to successfully 
predict poor remission and recovery one year later based 
only on baseline data (Leighton et al. 2019). The model was 
cross validated on two independent samples. A comprehen-
sive synthesis of the literature of 300 studies that used ML 
or big data to address a mental health problem illustrated the 
wide variety of uses that currently exist; however, most dealt 
with detection and diagnosis (Shatte et al. 2019).

A critical view of the way psychiatry is practiced for the 
treatment of depression and how AI can improve that prac-
tice is provided by Tan et al. (2019). They note that most 
depression is treated with an “educated-guess-and-check 
approach in which clinicians prescribe one of the numerous 
approved therapies for depression in a stepwise manner” (p. 
43). They posit that AI and especially deep learning have the 
ability to model the heterogeneity of outcomes and complex-
ity of psychiatric disorders through the use large data sets. 
At this point, the authors have not provided any completed 
studies that have used AI, but two of the authors are share-
holders in a medical technology company that is developing 
applications using deep learning in psychiatry. We are begin-
ning to see commercial startups take an interest in mental 
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health services even though the general health market is con-
siderably bigger. Entrepreneurially motivated research may 
be important for the future of AI growth in mental health 
services, with traditional federal research grants to support 
this important developmental work, including such mecha-
nisms as the Small Business Innovation Research (SBIR) 
program and the R21 and R34 NIH funding mechanisms.

One of the few studies that go beyond just prediction and 
actually attempt to develop a personalized treatment was 
conducted by Fisher et al. (2019). In a proof of concept 
study, the authors used Fisher’s modular model of cogni-
tive-behavioral therapy (CBT) and algorithms to develop 
and implement person-by-person treatments for anxiety and 
mood disorders for 32 adults. The participants were asked 
to complete surveys four times a day for about 30 days. The 
average improvement was better than found in comparison 
benchmark studies. The authors state that this is the first 
study to use pre-therapy multivariate time series data to gen-
erate prospective treatment plans.

Rosenfeld et al. (2019) describe several treatment deliv-
ery approaches that utilize AI. Woebot, for example, is a 
commercial product to provide CBT-based treatment using 
AI. The clients interact with Woebot through instant mes-
saging that is later reviewed by a psychologist. It has been 
shown to have short-term effectiveness in reducing PHQ-9 
scores of college students who reported depression and anxi-
ety symptoms. The authors are optimistic that approaches 
like the ones described will lead to more widely available 
and efficacious treatment modalities. Applications of ML 
to addiction studies was the focus of a systematic review by 
Mak et al. (2019). They did an extensive search of the lit-
erature until December 2018 and could find only 17 articles. 
None of the studies involved evaluating a treatment.

I want to distinguish between the use of computer-assisted 
therapy, especially that provided through mobile apps, and 
the use of AI. In a review of these digital approaches to pro-
viding CBT for depression and anxiety, Wright et al. (2019) 
point out while many of these apps have been shown to be 
better than no treatment, they usually do not use AI to per-
sonalize them. Thus, they are less relevant to this paper and 
are not discussed in depth.

Ecological Momentary Interventions

Ecological momentary interventions (EMIs) are treatments 
provided to patients between sessions during their everyday 
lives (i.e., in real time) and in natural settings (Mohr et al. 
2017). These interventions extend some aspects of psycho-
therapy to patients’ daily lives to encourage activities and 
skill building in diverse conditions.

In the only systematic review available of EMIs, Colombo 
et al. (2019) found only eight studies that used EMIs to treat 
major depression, with only four different interventions. 

The common factor of these four interventions is that they 
provide treatment in real-time and are not dependent on 
planned sessions with a clinician. The authors report that 
participants were generally satisfied with the interventions, 
but there was variability in compliance and dropout rates 
among the programs. With only two studies that tested for 
effectiveness with RCTs, there is clearly a need for more 
rigorous evaluations.

Momentary reminders are typically used for behaviors 
such as medication adherence and management of symp-
toms. The more complex EMIs use algorithms to optimize 
and personalize systems. They also can use algorithms that 
changes the likelihood of the presentation of a particular 
intervention over time, based on past proximal outcomes. 
Schueller et al. (2017) note that EMIs are becoming more 
popular as a result of technological advances. These authors 
suggest the use of micro-randomized trials (MRTs) to evalu-
ate them. An MRT uses a sequential factorial design that 
randomly assigns an intervention component to each per-
son at multiple randomly chosen times. Each person is thus 
randomized many times. This complex design represents 
the dynamic nature of these interventions and how their 
outcomes correspond to different contextual features. AI is 
often used to develop algorithms to optimize and personal-
ize the MRT over time. One interesting algorithm, called 
a “bandit algorithm,” changes the intervention presented 
based on a past proximal outcome. As an example, Schuel-
ler et al. describe a hypothetical study to reduce anxiety 
through two different techniques—deep breathing and pro-
gressive muscle relaxation. The bandit algorithm may start 
the presentation of each technique with equal frequency but 
then shift more to the one that appears to be most successful 
for that individual. Thus, each treatment (a combination of 
deep breathing and progressive muscle relaxation) would 
be different for each person. Unlike RCTs, this method 
does not use group-level outcomes of average effect sizes 
but uses individual-level data. In the future, we might have 
personal digital mental health “therapists” or assistants that 
can deliver individualized combinations of treatments based 
on algorithms developed with AI that are data driven. Of 
course, this approach is best suited for these momentary 
interventions and would be difficult if not impossible to suc-
cessfully apply to traditional treatment.

The Causality Conundrum: Do We Still Need 
RCTs?

I consider explicating the relationship between AI and cau-
sality to be a key factor in understanding whether AI is to 
be seen as replacing or as supplementing RCTs. Toward that 
end, I first consider whether observational data can replace 
RCTs using AI. Second, should a replacement not seem 
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currently feasible, I explore ways to design studies that com-
bine AI and RCTs to evaluate whether the AI approach pro-
duces better outcomes than non-AI enhanced interventions.

Observational Data and Causality

The journal Prevention Science devoted a special section 
of an issue to new approaches for making causal inferences 
from observational data (Wiedermann et  al. 2019). An 
example is the paper by Shimizu (2019) that demonstrates 
the use of non-Gaussian analysis tools to infer causation 
from observational data under certain assumptions. Malin-
sky and Danks (2018) provide an extended discussion of the 
use of causal discovery algorithms to learn causal structure 
from observational data. In a similar fashion, Blöbaum et al. 
(2019) present a case for inferring causal direction between 
two variables by comparing the least-squares errors of pre-
diction in both possible directions. Using data that meet 
some assumptions, they provide an algorithm that requires 
only a regression in both causal directions and a comparison 
of the least-square errors. Lechner’s (2018) paper focuses on 
identifying the heterogeneity of treatment effects at the finest 
possible level or identifying what he calls groups of winners 
and losers who receive some treatment.

Hassani et al. (2018) hope to build a connection between 
researchers who use big data analysis and data mining tech-
niques and those who are interested in causality analysis. 
They provide a guide that describes data mining applications 
in causality analysis. These include entity extractions, clus-
ter analysis, association rule, and classification techniques. 
The authors also provide references to studies that use these 
techniques, key software, substantive areas in which they 
have been used, and the purpose of the applications. This is 
another bit of evidence that the issue of causality is being 
taken seriously and that some progress is being made. How-
ever, because of the newness of these publications, there is a 
lag in publications that are critical of these approaches; for 
example, D’Amour (2019) provides a technical discussion 
about why some approaches will not work but also suggests 
that others may be potentially effective. Clearly, caution is 
still warranted in drawing causal conclusion from observa-
tional data.

Chen (2019) provides a very interesting discussion of AI 
and causality but not from the perspective of the RCT issue 
that I raise here but as a much broader but still relevant point 
of view. He advances the key question about whether AI 
technology should be adopted in the medical field. Chen 
argues that there are two major deficits in AI, namely the 
causality deficit and the care deficit. The causality deficit 
refers to the inferior ability of AI to make accurate casual 
inferences, such as diagnosis, compared to humans. The 
care deficit is the comparative lack of ability of AI to care 
for a patient. Both deficits are interesting, but the one most 

germane to this paper is the causality deficit. Chen notes that 
AI represents statistical and not causal reasoning machines. 
He argues that AI is deficient compared to humans in causal 
reasoning, and, moreover, he doubts that there is a feasible 
way to deal with this lack of comparability in reasoning. He 
believes that AI is a model-blind approach in contrast to a 
human’s more model-based approach to causal reasoning. 
Thus, causation for Chen is not an issue of experimental 
methodology (he never mentions RCTs in his paper), but a 
characteristic associated with humans and not computers. 
Chen does recognize that AI researchers are attempting to 
deal with the causality issue, for example, by briefly describ-
ing Pearl’s (2000) directed acyclic graphs and nonparametric 
structural equation models. But Chen is skeptical that either 
the causality or care deficits will be overcome. He concludes 
that AI is best thought of as assisting humans in medical care 
and not replacing them. The relationship between AI and 
humans is a major concern of this paper.

Caliebe et al. (2019) see big data, and I would assume 
AI, as contributing to hypotheses generation that could then 
be tested in RCTs. The critical issues they see are related to 
the quality and quantity of big data. They quote an Institute 
of Medicine (IOM) report that refers to the use of big data 
and AI in medicine as “Learning Healthcare Systems” and 
states that these systems will “transform the way evidence on 
clinical effectiveness is generated and used to improve health 
and health care” (Institute of Medicine 2007, p. 1). Moreo-
ver, in 2007, the IOM suggested that alternative research 
methodologies will be needed. They do not acknowledge the 
conundrum that I have raised here; moreover, they do not see 
any need to consider changing any of our methodology or 
analyses. I have found many individual papers that describe 
how to solve the causality problem with AI (e.g., Kuang 
et al. 2020; Pearl 2019). Although these papers are complex, 
their mere existence gives me hope that this problem is being 
seriously considered.

In addition to the statistical and validity issues in trying 
to replace RCTs with observational data, there is the feasi-
bility question. Although the data studied in much of the 
research reported in this paper are in the medical domain and 
deal primarily with medications, the characteristics of these 
data have some important lessons for mental health services. 
Bartlett et al. (2019) identified 220 trials published in the 
top seven highest impact medical journals. They then deter-
mined whether the intervention, medical condition, inclu-
sion and exclusion criteria, and primary end points could be 
routinely obtained from insurance claims and/or electronic 
health data (EHR) data. These data are recognized by the 
FDA as what they term real-world evidence. They found that 
only 15% of the U.S.-based clinical trials published in high-
impact journals in 2017 could be feasibly replicated through 
analysis of administrative claims or EHR data. The results 
suggest that potential for real-world evidence to replace 
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clinical trials is very limited. At best, we can hope that they 
can complement trials. Given the paucity of data collected 
in mental health settings, the odds are that such data are 
even less available. Suggestions for improving the utility of 
real-world data for use in research are provided in an earlier 
article by some of these authors (Dhruva et al. 2018).

Pearl (2019) posits causal information in terms of the 
types of questions that, in his three-level model, each level 
answers. His first level is association; the second, interven-
tion; and the third, counterfactual. Association is simply 
the statistical relationship or correlation. There is no causal 
information at this first level. The higher order levels can 
answer questions about the lower levels but not the other 
way around. Counterfactuals are the control groups in 
RCTs. They represent what would have happened if there 
had been no intervention. To Pearl, this unidirectional 
hierarchy explains why ML, based on associations, can-
not provide causal statements like RCTs, which are based 
on counterfactuals. However, as noted earlier, Pearl does 
present an approach using what he calls structural causal 
models to “extract” causal relationships from associations. 
Pearl describes seven “talks” and accompanying tools that 
are accomplished in the framework provided by the struc-
tural causal models that are necessary to move from the 
lower levels to the counterfactual level to allow causal infer-
ences. I would anticipate that there will be direct compari-
sons between this approach to causality and the randomized 
experiments like those done in program evaluation (Bickman 
and Reich 2014; Boruch et al. 2017).

Theory development or testing is usually not thought of 
as a strength of AI; instead, its lack of transparency, that 
is, the lack of explanatory power that would enable us to 
identify models/mechanisms that underlie outcomes, is seen 
as a major weakness. Coutanche and Hallion (2020) pre-
sent a case for using feature ablation to test theories. This 
technique involves the removal or ablation of features from 
algorithms that have been thought to be theoretically mean-
ingful and then seeing if there is a significant reduction in 
the predictive accuracy of the model. They have also studied 
whether the use of a different data set affects the predictive 
accuracy of a previously tested model in theoretically useful 
ways. They present a very useful hypothetical application of 
their approach to test theories using AI.

Can AI Replace RCTs?

It is clear that AI can be very useful in making predic-
tions, but can it replace RCTs? Can AI perform the major 
function of RCTs, that of determining causality? The 
dependence on RCTs was one of the major limitations I 
saw as hindering the progress of mental health services 
research. While RCTs have their flaws, they are still con-
sidered by most as the best method for determining causal 

relationships. Is AI limited to being a precursor in iden-
tifying those variables that are good candidates for RCTs 
because they have high predictive values? The core con-
ceptual problem is that while it is possible to compare two 
different but theoretically equivalent groups, one receiving 
the experimental treatment and the other the control con-
dition, it is not possible to compare the same individu-
als on both receiving and not receiving the experimental 
treatment.

RCTs produce average effect sizes, but the ultimate pur-
pose of precision mental health is to predict individualized 
effects. How do we reconcile these two very different aims? 
One approach is to use AI to identify the most predictive 
variables and then test them in a randomized experiment. 
Let us take a group of patients with the same disorder or 
problem. There may be several alternative treatments, but 
the most basic concept is to compare two conditions. In one 
condition, call it the traditional treatment condition in the 
RCT, everyone in that condition gets the same treatment. 
It is not individualized. In the second condition, call it the 
AI condition, everyone gets a treatment that is based on 
prior AI research. The latter may differ among individuals 
in dosage, timing, type of treatment, and so on. The sim-
plest is medication that differs in dosage. However, a more 
nuanced design is a yoked design used primarily in operant 
and classical conditioning research. There have been limita-
tions associated with this design, but these problems apply 
to conditioning research and not the application considered 
here (Church 1964).

To separate the effects of the individualization from the 
differences in treatment, I suggest using a yoked design. In 
this design, individuals who would be eligible to be treated 
with either the standard treatment or the AI-selected treat-
ment would be yoked, that is, paired. Which participant of 
the pair received which condition would be randomized. 
First, the eligible participants would be randomly divided 
into two groups. The individuals in the AI group would get 
a treatment that was precisely designed for each person in 
that group, while those in the yoked control group would 
not; instead, those in the control group would receive the 
treatment that had been designed for his or her partner in 
the AI group. In this way, each participant would receive the 
same treatment, but only the AI group participants would 
be receiving individualized treatment. If the AI approach 
is superior, we would expect those in the AI group to have 
a superior average treatment effect compared to the control 
group, who received a treatment matched not to their indi-
vidual characteristics but to those in the AI group.

We could also use an additional control group where the 
treatment is selected by a clinician. While this design would 
not easily identify which characteristics were responsible 
for its success, it would demonstrate whether individualized 
AI-based treatment was the causal factor. That is, we could 
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learn that on the average, a precision approach is more effec-
tive than a traditional approach, but we would not be able 
to identify from this RCT which particular combination of 
characteristics made it more effective.

Of note is that the statistical power of this design would 
depend on the differences among the participants at base-
line. For example, if the individuals were identical on meas-
ured covariates, then they would get the same personalized 
treatment, which practically would produce no useful infor-
mation. Instead of yoking participants based on randomly 
assigning them as in the above example, we could yoke them 
on dissimilarity and then randomly assign each individual 
in the pair to AI-based treatment or a control condition that 
could be the same AI treatment or a clinician-assigned treat-
ment. However, interesting this would be from a methodical 
point of view, I think this would also bring up ethical issues 
that are discussed next.

Of course, as with any RCT, there are ethical issues to 
consider. In many RCTs, the control group may receive 
standard treatment, which should not present any unusual 
ethical issues. However, in a yoked design, the control group 
participants will receive a treatment that was not selected 
for them on the basis of their characteristics. Moreover, the 
yoked design would make the formulation of the informed 
consent document problematic because it would have to 
indicate that participants in the control group would receive 
a treatment designed for someone else. One principle that 
should be kept in mind is equipoise: There should be consen-
sus among clinicians and researchers that the treatments, a 
priori, are equivalent. In a yoked design, we must be assured 
that none of individualized treatments would harm the yoked 
control group members, and moreover, that there is no uni-
form agreement that the individualized treatment would be 
better for the recipient. That is, the research is designed to 
answer a question about relative effectiveness for which we 
do not know the answer.

A Third Path to Influencing Mental Health: 
The Role of Inflammation

Almost all of the research previously cited in this paper 
has dealt with psychosocial interventions, along with some 
research on interventions with medications. Clearly these 
are the two main approaches taken in providing services for 
mental health problems. However, in the last decade, a new 
approach to understanding mental illness has emerged from 
the field of psychoneuroimmunology. This relatively new 
field integrates research on psychology, neuroscience, and 
immunology to understand how these processes influence 
each other and, in turn, human health and behavior (Slav-
ich 2019). I want to explore this relatively new approach to 

understanding mental health because I believe that it is a 
potentially rich field in which to apply AI.

Slavich and Irwin (2014) have combined diverse areas to 
show how stressors affect neural, physiologic, molecular, 
and genomic and epigenetic processes that mediate depres-
sion. They labeled this integrative theory the social signal 
transduction theory of depression. In a recent extension of 
this work, Slavich (2020) proposed social safety theory, 
which describes how social-environmental stressors that 
degrade experiences of social safety—such as social isola-
tion and rejection—affect neural, immunologic, and genomic 
processes that increase inflammation and damage health.

A key aspect of this perspective is the role of inflam-
matory cytokines as key mediators of the inflammatory 
response (Slavich 2020). Cytokines are the biological end-
point of immune system activity and are typically meas-
ured in biobehavioral studies of stress and health. Cytokines 
promote the production of C-reactive protein, which is an 
inflammatory mediator like cytokines, but which also is a 
biomarker of inflammation that is assessed with a blood test. 
Cytokines also interact with the central nervous system and 
produce what have been labeled “sickness behaviors,” which 
include increased pain and threat sensitivity, anhedonia, 
fatigue, and social-behavioral withdrawal. While the rela-
tionship between inflammation and depression is well-estab-
lished in adults, a systematic review and meta-analysis of 
studies with children and adolescents concluded that because 
of the small number of studies, more evidence was needed 
before drawing a similar conclusion for youth (D’Acunto 
et al. 2019). In contrast, a major longitudinal study of more 
than 4600 adults followed over 20 years found that partici-
pants who had stable high C-reactive protein levels were 
more likely to report clinically significant late-life depres-
sion symptoms (Sonsin-Diaz et al. 2020).

Chronic inflammation has been shown to be present in 
many psychiatric disorders including depression, schizo-
phrenia, and PTSD, as well as in many other somatic and 
physical disease conditions (Furman et al. 2019). Chronic 
inflammatory diseases have been shown to be a major cause 
of death. A typical inflammatory response occurs when a 
threat is present and then goes away when there is no longer 
a threat. However, when the threat is chronic and unresolved, 
systemic chronic inflammation can occur and is distinct from 
acute inflammation. Chronic inflammation can cause sig-
nificant damage to tissues and organs and break down the 
immune system tolerance.

What is especially interesting from a behavioral health 
perspective is that inflammatory activity can apparently 
be initiated by any psychological stressor, real or imag-
ined. Thus, social and psychological stressors such as 
negative interpersonal relationships with friends and fam-
ily, as well as physical stressors, can produce inflamma-
tion, which leads to increased risk of mental and physical 
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health problems. This inflammatory response initially can 
have positive effects in that it can help increase survival 
in the short term, but it can also lead to a dysfunctional 
hypervigilance and anxiety that increases the risk of serious 
mental illness if chronic. The “cytokine storm” experienced 
by many COVID-19 patients is an example of the damage 
an uncontrolled immune response can cause (Konig et al. 
2020). Although we do not know a great deal about how 
this process operates, it is clear that there is a strong linkage 
between inflammatory responses and mental disorders such 
as depression.

The role of the immune system in disease, especially 
brain inflammation related to brain microglial cells (i.e., neu-
roinflammation), is also receiving attention in the popular 
press (Nakazawa 2020). Psychoneuroimmunology research 
has explicated the linkage between the brain and the immune 
system, showing how stress affects the immune system, and 
how these interactions relate to mental illness. The relation-
ships between these constructs suggest interventions that 
can be used to improve mental health. But much research 
remains to be done to identify specific processes and effec-
tive interventions. Research will require multidisciplinary 
teams to produce personalized interventions guided by each 
patient’s specific level of neuroinflammation and genetic 
profiles. This process will need to be monitored by continu-
ous feedback that I believe will be made more feasible with 
the application of AI. At present, there are some existing 
interventions that appear to be aligned with this approach 
that are being explored. These include the following.

Medications

Three anti-inflammatory medications have been found to 
reduce depressive symptoms in well-designed RCTs. These 
agents include celecoxib, usually used for treating excessive 
inflammation and pain, and etanercept and infliximab, which 
are used to treat rheumatoid arthritis, psoriasis, and other 
inflammatory conditions (Slavich 2019). However, there 
has not been a great deal of research in this area, so caution 
is warranted. A recent well-designed RCT with depressed 
youth tested aspirin, rosuvastatin (a statin), and a placebo 
and found no significant differences in depression symptoms 
(Berk et al. 2020).

Psychosocial Interventions

A meta-analysis explored the possible link between different 
types of psychosocial interventions, such as behavior therapy 
and CBT, and immune system function (Shields et al. 2020). 
The authors examined eight common psychosocial interven-
tions, seven immune outcomes, and nine moderating factors 
in evaluating 56 RCTs. They found that psychosocial inter-
ventions were associated with a 19.1% improvement in good 

immune system function and a 4.1% decrease in detrimental 
immune function, on average. Moreover, the effects lasted 
for at least 6 months and were consistent across age, sex, and 
intervention duration. The authors concluded that psycho-
social interventions are a feasible approach for influencing 
the immune system.

Repetitive Transcranial Magnetic Stimulation

Repetitive transcranial magnetic stimulation (rTMS) has 
been found to be an effective treatment for several mental 
illnesses, especially treatment-resistant depression (Mutz 
et al. 2019; Somani and Kar 2019; Voigt et al. 2019). While 
the literature is not clear on how rTMS produces its effect 
(Noda et al. 2015; Peng et al. 2018), I was curious about its 
relationship to neuroinflammation. I could find little in the 
research literature that addressed the relationship between 
inflammation and rTMS; therefore, I conducted an infor-
mal survey of 17 rTMS researchers who have published 
rTMS research in peer-reviewed journals and asked them 
the following:

I suspect that rTMS is related to inflammation but the 
only published research that I could find on that rela-
tionship was two studies dealing with rats. Are you 
aware of any other research on this relationship? In 
addition, do you know of anyone using AI to investi-
gate rTMS?

I received replies from all but 2 of the 17 researchers. 
About half said they were aware of some research that linked 
rTMS to inflammation and supplied citations. In contrast, 
only 20% were aware of any research on rTMS and AI. The 
latter noted some research that used AI on EEGs to predict 
rTMS outcomes. A most informative response was from the 
author of a review article that dealt with several different 
nontraditional treatments including rTMS on the hypotha-
lamic–pituitary–adrenal (HPA) axis and immune function in 
the form of cytokine production in depression (Perrin and 
Parianti 2020). The authors found 15 relevant human studies 
(9 studies using rTMS) but were unable to conduct the meta-
analysis because of significant methodological variability 
among studies. But they concluded that non-convulsive neu-
rostimulation has the potential to impact abnormal endocrine 
and immune signaling in depression. Moreover, given that 
there is more information available than on other neurostim-
ulation techniques, the research suggests that rTMS appears 
to reduce cytokines. Finally, there is some support from ani-
mal models (rats) that rTMS can have an anti-inflammatory 
effect on the brain and reduce depression and anxiety (Tiana 
et al. 2020). Moreover, four published studies showed that 
the efficacy of rTMS for schizophrenics could be predicted 
Koutsouleris et al. (2018b). Three other studies were able 
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to use ML and EEG to predict outcomes of rTMS treatment 
for depression (Bailey et al. 2018; Hasanzadeh et al. 2019).

The existing literature indicates that metabolic activity 
and regional cerebral blood flow at the baseline can predict 
the response to rTMS in depression (Kar 2019). As these 
baseline parameters are linked to inflammation, it is worth 
studying responses to rTMS that predict inflammation. As 
noted by one of the respondents, “In summary, it is a rela-
tively new field and there are no major multi-site machine 
learning studies in rTMS response prediction” (N. Koutsoul-
eris, personal communication, March 15, 2020).

Finding Biomarkers

One of the significant limitations of measurement in mental 
health is the absence of robust biomarkers of inflammation. 
Furman et al. (2019) caution us that “Despite evidence link-
ing SCI [systemic chronic inflammation] with disease risk 
and mortality, there are presently no standard biomarkers for 
indicating the presence of health-damaging chronic inflam-
mation” (p. 1823). However, some biomarkers that are cur-
rently being explored for inflammation may be of some help. 
For example, Furman et al. (2019) are hopeful that a new 
approach using large numbers of inflammatory markers to 
identify predictors will produce useful information. A narra-
tive review of inflammatory biomarkers for mood disorders 
was also cautious in drawing any conclusions from extant 
research because of “substantial complexities” (Chang and 
Chen 2020). It is also worth noting the emerging area of 
research on gut-brain communication and the relationship 
between microbiome bacteria and quality of life and mental 
health (Valles-Colomer et al. 2019). However, there is need 
for more research on the use of biomarkers.

The area of inflammation and mental health offers an 
additional pathway to uncovering the causes of mental ill-
ness but also, most importantly for this paper, potential ser-
vices interventions beyond traditional medications and psy-
chosocial interventions. Given the complexity, large number 
of variables from diverse data sets, and the emerging nature 
of this area, it appears that AI could be of great benefit in 
tying some potential biomarkers to effective interventions 
designed to produce better clinical outcomes. However, 
some caution is needed concerning the seemingly “hard 
data” provided by biomarkers. For example, Elliot et al. 
(2020) found in a meta-analysis of 90 experiments that one 
widely used biomarker, task-fMIR, had poor overall reli-
ability and poor test–retest reliability in two other large 
studies. They concluded that these measures were not suit-
able for brain biomarker research or research on individual 
differences.

Problems and Limitations with AI

As noted in several places in this paper, AI is not without 
its problems and limitations. The next section of the paper 
discuses several of these problems.

Ethical and Legal Issues

AI may force the treatment developer to make explicit 
choices that are ethically ambiguous. For example, auto-
mobile manufacturers designing fully autonomous driv-
ing capabilities now have to be explicit about whose lives 
to value more in avoiding a collision—the driver and his 
or her passengers or a pedestrian. Should the car be pro-
grammed to avoid hitting a pedestrian, regardless of the 
circumstances, even if it results in the death of the driver? 
Mental health services do not typically have such clear-cut 
conflicts, but the need to weigh the potential side effects 
of a drug against potential benefits suggests that ethical 
issues will confront uses of AI in mental health.

Some research has shown that inherent bias in original 
data sets has produced biased (racist) decisions (Ober-
meyer et al. 2019; Veale and Binns 2017). An unresolved 
question is who has the responsibility for determining the 
accuracy and quality of original data set (Packin and Lev-
Aretz 2018).

Data scientists operating with data provided by others 
may not have sufficient understanding of the complexity 
of the data to be sensitive to its limitations. Moreover, 
they may not consider it their responsibility to evaluate the 
accuracy of the data and attend to its limitations. Librenza-
Garcia (2019) provides a comprehensive review of ethical 
issues in the use of large data sets with AI. The ethical 
issues in predicting major mental illness are discussed 
by Lawrie et al. (2019). They note that predictive algo-
rithms are not sufficiently accurate at present, but they are 
progressing. The authors raise questions about whether 
people want to know their risk level for major psychiatric 
disorders, about individual and societal attitudes to such 
knowledge and the possible adverse effects of sharing such 
data, and about the possible impact of such information 
on early diagnosis and treatment. They urge conducting 
research in this area.

Related to the ethics issue but with more direct conse-
quences to the health provider is the issue of legal respon-
sibility in using an AI application. It is not clear what the 
legal liability is for interventions based on AI that go wrong. 
Who is responsible for such outcomes—the person applying 
the AI, the developer of the algorithm, or both? Price (2019) 
points out that providers typically do not have to be con-
cerned about the legal liability of a negative outcome if they 
used standard care. Thus, if there are negative outcomes of 
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some treatment but that treatment was the standard of care, 
there is usually no legal liability. However, currently AI is 
probably not seen as the standard of care in most situations. 
While this will hopefully change as evidence of the effec-
tiveness of AI applications develops, currently the healthcare 
provider is at greater risk of legal liability in using an AI 
application that is different from the standard of care.

Weak Effect Sizes in Mental Health

I have previously discussed the insufficient evidence for the 
effectiveness of many of the interventions used in mental 
health services. This lack of strong evidence has implications 
for the use of AI in mental health services. In an insightful 
article on using AI for individual-level treatment predictions, 
Paulus and Thompson (2019) make several key observa-
tions and suggestions that are very relevant to the current 
paper. The authors summarize several meta-analyses of the 
weak evidence of effectiveness of mental health interven-
tions and come to conclusions similar to those I have already 
stated. They also identify similar factors I have focused on 
in accounting for the modest effect sizes found in mental 
health RCTs. They point out that diagnostic categories are 
not useful if they are not aggregating homogenous popula-
tions. They suggest that what I call the diagnostic muddle 
may result from the nature of mental disorders themselves, 
for which there are many causes at many different levels, 
from the genetic to the environmental. Thus, there is no 
simple explanatory model. Paulus and Thompson note that 
prediction studies rarely account for more than a very small 
percentage of the variance. They recommend conducting 
large, multisite pragmatic RCTs that are clearly pre-defined 
with specific ML models and variables. Predictive models 
generated by this research then need to be validated with 
independent samples. This is a demanding agenda, but I 
think it is necessary if we are going to advance mental health 
services with the help of AI.

Lack of Transparency

Treatments are often considered black boxes that provide no 
understanding of how and why the treatment works (Kelley 
et al. 2010; Bickman 2008b). The problem of lack of trans-
parency is compounded in the use of deep neural networks 
(Samek et al. 2017). At present we are not able to understand 
relationships between inputs and outcomes, because this AI 
technique does not adequately describe process. Deep neural 
networks may contain many hidden layers and millions of 
parameters (De Choudhury and Kikkoman 2018). However, 
this problem is now being widely discussed, and new tech-
nologies are being developed to make AI more transparent 
(Rauber et al. 2019; Kuang et al. 2020).

I do not believe it is possible to develop good theories 
of treatment effectiveness without this transparency. This is 
an important limitation of efforts to improve mental health 
services. But how important is this limitation? Early in my 
program evaluation career, I wrote about the importance 
of program theory (Bickman 1985, 1989). I argued that if 
individual studies were going to be conceptually useful, 
beyond local decisions such as program termination, then 
they must contribute to the broader goal of explaining why 
certain programs were effective and others not. This is in 
contrast to the worth and merit of a local program. A theory 
based evaluation of the program must add to our under-
standing of the theory underlying the program. While I still 
believe that generalizing to a broad theory of why certain 
interventions work is critical, at present it may be sufficient 
simply to increase the accuracy of our predictions, regard-
less of whether we understand why. As Stephens-Davidowitz 
(2017) argues, “in the prediction business, you just need to 
know that something works, not why” (p. 71). However, 
Turing Award winner Judea Pearl argued in his paper Theo-
retical Impediments to Machine Learning with Seven Sparks 
from the Causal Revolution (2018) that human-level AI can-
not emerge from model-blind learning machines that ignore 
causal relationships.

One of the positive outcomes of the concern over trans-
parency is the development of a subfield of AI that has been 
called explainable artificial intelligence (XAI). Adai and 
Berrada (2018) present a very readable description of this 
movement and show that it has been a growing area since 
2016. They are optimistic that research in this area will go a 
long way toward solving the black box problem.

Need for Large Data Sets

Large data sets are required for some AI techniques, espe-
cially deep neural networks. While such data sets may be 
common in consumer behavior, social media, and hospital-
based electronic health records, they are not common in 
community-based mental health services. The development 
and ownership of these data sets may be more important 
(and profitable) than ownership of specific AI applications. 
There is currently much turmoil over data ownership (Mittel-
stadt 2019). Ownership issues are especially important in the 
mental health field given the sensitivity of the data. In addi-
tion to the size and quality of the data set, longitudinal data 
are necessary for prediction. Collecting longitudinal data 
poses a particular problem for community-based services 
given the large treatment drop-out rate. In addition to the 
characteristics of the data, there is the need for competent 
data managers of large complex data sets.

The data requirements for mental health applications are 
more demanding than those for health in general. First, men-
tal health studies usually do not involve the large samples 
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that are found in general health. For example, the well-
known Physicians’ Health Study of aspirin to prevent myo-
cardial infarction (MI) utilized more than 22,000 doctors 
in a RCT (Steering Committee of the Physicians’ Health 
Study Research Group 1989). They found a reduction in MI 
that was highly statistically significant: p < 0.00001. The 
trial was stopped because it was thought that this was con-
clusive evidence that aspirin should be adopted for general 
prevention. However, the effect size was extremely small: a 
risk difference of 0.77% with r2 = 0.001 (Sullivan and Feinn 
2012). A study this size is not likely to occur in mental 
health. Moreover, such small effects would not be considered 
important even if they could be detected.

It is unlikely that very large clinical trials such as the 
aspirin study would ever be conducted in mental health. 
Thus, it is probable that data will have to be obtained from 
service data. But mental health services usually do not col-
lect sufficiently fine-grained data from clients. While I was 
an early and strong proponent of what I called a measure-
ment feedback system for services (Bickman 2008a), recent 
research shows that the collection of such data is rare in the 
real world. Until services start collecting these data as part 
of their routine services, it is unlikely that AI will have much 
growth with the limited availability of relevant data. There 
is, of course, a chicken and egg problem. A major reason 
why services do not collect data is the limited usefulness 
of data in improving clinical care. While AI may offer the 
best possibility of increasing the usefulness of regularly col-
lected data, such data will not be available until policy mak-
ers, funders, and providers deem it useful and are willing to 
devote financial resources to such data collection analysis. 
At present, there are no financial incentives for mental health 
providers to collect such data even if they improved services.

Moustafa et al. (2018) made the interesting observation 
that psychology is behind other fields in using big data. AI 
and big data are not considered core topics in psychology. 
The authors suggest several reasons for this, including that 
psychology is mostly theory- and hypothesis-driven rather 
than data-driven, and that studies use small sample sizes and 
a small number of variables that are typically categorical 
and thus are not as amenable to AI. Moreover, most statisti-
cal packages used by psychologists are not well-equipped to 
analyze large data sets. However, the authors note that the 
method of clustering and thus differentiating among partici-
pants is used by psychologists and is in many ways similar 
to AI, especially deep neural networks, in trying to identify 
similar participants. Using ML methods such as random for-
est algorithms, the investigator can identify variables that 
best explain differences among groups or clusters. Instead 
of the typically few variables used by psychologists, AI can 
examine hundreds of variables.

As a note of caution, Rutledge et al. (2019) warn that 
“there is no silver bullet that can replace collecting enough 

data to generate stable and generalizable predictions” (p. 
157). While there are techniques that are often used in low 
sample size situations (e.g., the elastic net and tree-based 
ensembles), researchers need replications with independent 
samples if they are to have sufficient confidence in their find-
ings. Moreover, since big data are indeed big, they are eas-
ily misunderstood as automatically providing better results 
through smaller sampling errors. It is often not appreciated 
that the gain in precision drawn from larger samples may 
well be nullified by the introduction of additional population 
variance and biases.

Human Resources

Finding competent big data managers, data scientists, and 
programmers is a human resource problem.2 In my experi-
ence, AI scientists who are able and want to collaborate with 
mental health services researchers are rare. Industry pays a 
lot more for these individuals than universities can afford. 
Moreover, even within the health field, mental health is a 
very small component of the cost of services, so it is often 
ignored in this area.

Difficulty and resistance are encountered in the imple-
mentation of new technologies. Clinicians are reluctant 
to adopt new approaches and to engage clients in new 
approaches and data collection procedures. Community 
mental health services have been slow to successfully adopt 
new technologies (Crutzen et al. 2014; Lattie et al. 2019; 
Yeager and Benight 2018). In their mixed methods study 
of community clinicians, Crutzen et al. (2014) found there 
were concerns about privacy, the wide range of therapeutic 
techniques used, disruptions in trust and alliance, manag-
ing crises, and organizational issues such as billing and 
regulations contained in the Privacy Rule established by 
the Health Insurance Portability and Accountability Act 
of 1996 (HIPAA) that inhibited the use of new technolo-
gies. Moreover, our current reimbursement policies do not 
support greater payment for better outcomes. Thus, there is 
little or no financial incentive for hard-pressed community 
services to improve their services at their own expense. In 
fact, I would argue that there is a disincentive to improve 
outcomes since it results in increased costs (at least initially), 
organizational disruption and potentially a loss of clients if it 
takes less time and effort to successfully treat them.

An interesting meta-issue has emerged from the wide-
spread and ever-increasing investment in AI in healthcare. 
In a perceptive “Viewpoint” published in JAMA, Emanuel 

2 I would be happy to serve as a “matchmaker” for any AI program-
mers, data scientists (etc.), or behavioral scientists who are interested 
in collaborating on mental health projects. Just contact me describ-
ing your background and interests and I will try to put together like-
minded researchers.
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and Wachter (2019), argue that the major challenge facing 
healthcare is not that of obtaining data and new analytics but 
the achievement of behavior change among both clinicians 
and patients. They point out the major failures of Google 
and Microsoft in not recognizing the problems in translat-
ing evidence into practice in connection with their large, 
web-based repositories for storage of health records, Google 
Health and Microsoft HealthVault, both of which have been 
discontinued. They indicate that the long delays in transla-
tion are due not primarily to data issues or lack of accurate 
predictions, but to the absence of behavioral changes needed 
for adoption of these practices. For example, the collection 
of longitudinal data has been problematic. Another prob-
lem they note is that about half the people in the United 
States are nonadherent with medications. There is a huge 
gap between knowing what a problem is and actually solving 
it that “data gurus” seem to ignore. While this translation 
problem is evident in the sometimes narrow focus of AI pro-
moters, it also represents an opportunity for the behavioral 
scientists engaged in AI research to marshal their skills and 
the knowledge gained from years of dealing with similar 
behavioral issues. The emergence of translational and imple-
mentation sciences, the latter more often led by behavioral 
scientists, can be of great service to the problems of apply-
ing AI to healthcare. The field of translational sciences has 
been developed and well-funded by the NIH in recognition 
of the difficulty in using (i.e., translating) laboratory studies 
into practice. In 2018, the budget for the Clinical and Trans-
lational Science Awards (CTSA) Program was over a half 
billion dollars from 2006 to 2020. However, as director of 
evaluation for Vanderbilt’s Medical Center’s CTSA program 
for many years, I became very familiar with the difficulties 
in applying medical research in the real world.

Complexity

Mental health is determined by multiple factors. It is 
unlikely that we will find a single vector such as a virus or 
a bacterium that causes mental illness. Thus, data demands 
can include multiple systems with biological, psychological, 
sociological, economic, and environmental factors. Within 
many of these domains, we do not have objective measures 
such as the lab tests found in medicine. Subjective self-
reports are prone to many biases, and many of the symptoms 
are not observable by observers. The lack of a strong theory 
of mental disorders also makes it difficult to intelligently 
focus on only a few variables. Even with such apparently 
simple measures that include observations or recordings 
from multiple informants, we do not have a consensus on 
how to integrate them (Bickman et al. 2012a; Martel et al. 
2017). However, I would expect that research generated with 
AI will contribute not only to improved treatment but also 

to enhanced theories by including heterogeneous clients and 
many data sources.

Trust and Confidentiality

Confidentiality and trust are key issues in mental health 
treatment. How will the introduction of AI affect the rela-
tionship between client and clinician? As noted earlier, there 
are problems, especially with deep learning, in interpreting 
the meaning of algorithmic solutions and predictions. Our 
ability to explain the algorithms to clients is problematic. 
While many research projects outside of mental health show 
that combining AI with human judgment produces the best 
outcomes, this research is still in its infancy.

Limited Use

A great deal has been written about AI in the context of 
medicine, but we need a reality check about the importance 
of AI in clinical practice. Ben-Israel et al. (2020) addressed 
the use of AI in a systematic review of the medical literature 
from 2000 to 2018. The authors focused on human studies 
that addressed a problem in clinical medicine using one or 
more forms of AI. Of the 386 studies, only 2% were pro-
spective. None of the studies included a power analysis, and 
half did not report attrition data. Most were proof of con-
cept studies. The authors concluded that their study showed 
that the use of AI in daily practice of clinical medicine is 
practically nonexistent. The authors acknowledge that use 
was defined by publication and that many applications of AI 
may be occurring without publication. Regardless, this study 
suggests that there are many barriers that must be overcome 
before AI is more widely used.

Implications of a Public Health Perspective

The self-help industry can provide perspective on digital 
apps, including some that use AI. It has been estimated that 
this sector was worth $9.9 billion in 2016 and is expected to 
be worth $13.2 billion in 2022 (La Rosa 2018). Part of that 
big dollar market is in digital mental health apps, although 
their precise monetary value is unknown.

More to the point is that we know little about the effec-
tiveness of digital apps in the marketplace (Chandrashekar 
2018). Moreover, many have warned that these unregulated 
and untested apps could be dangerous (Wykes 2019). In the 
United States, the publication of books is protected by the 
constitution, so there are no rules governing what can be 
published in the self-help sector. The market determines 
what gets accepted and used, regardless of effectiveness or 
negative side effects. But publication is limited by the cost 
of publishing and distribution. This is not the case for digi-
tal programs, where marginal costs of adding an additional 



824 Administration and Policy in Mental Health and Mental Health Services Research (2020) 47:795–843

1 3

user are negligible. Unlike other mental health interventions, 
there are no licensing or ethical standards governing their 
use. There are no data being uniformly collected on their use 
and their effects. Although there are U.S. government rules 
that can be applied to these apps (Armontrout et al. 2018), 
the law has many exceptions. The authors note that they 
could not find a single lawsuit related to software that diag-
noses or treats a psychiatric condition. An interactive tool 
is provided by the Federal Trade Commission to help judge 
which federal laws might apply in developing an app (https 
://www.ftc.gov/tips-advic e/busin ess-cente r/guida nce/mobil 
e-healt h-apps-inter activ e-tool). It is clear that digital mental 
health apps will continue to grow. It is critical that services 
research and funding agencies do not overlook this develop-
ment that might have potentially positive or negative effects.

Other Limitations of AI

These are but a few of the many areas or AI needing addi-
tional research and potential limitations to be addressed. An 
excellent discussion of these and other relates issues regard-
ing the potential hype common in the AI field is provided in 
the National Academy of Medicine’s monograph on the use 
of AI in healthcare (Matheny et al. 2019).

A thought-provoking paper by Hagendorff and Wezel 
(2019) classifies what AI can and cannot do. Some of the 
authors’ concerns, such as measurement, completeness and 
quality of the data, and problems with transparency of algo-
rithms, have already been discussed, so I will describe those 
that I feel are most relevant to mental health services. The 
authors describe two methodological challenges, the first 
being that the data used in AI systems are not representa-
tive of reality because of the way they are collected and 
processed. This can lead to biases and problems with gen-
eralizability. Second is the concern that supervised learning 
represents the past. Thus, prediction can be based only on 
the past and not on expectations of change; thus, in some 
respects, change is inhibited. Hagendorff and Wezel (2019) 
also note several societal challenges. One such challenge 
they cite is that many software engineers who develop these 
algorithms do not have sufficient knowledge of the socio-
logical, psychological, ethical, and political consequences of 
their software. They suggest this leads to misinterpretations 
and misunderstandings about how the software will operate 
in society. The authors also note the scarcity of competent 
programmers. I noted earlier that this is especially the case 
in academia and particularly in the behavioral sciences. 
The authors highlight that AI systems often produce hidden 
costs. This includes hardware to run the AI systems and, I 
would add, the disruptive nature of the intrusion of AI into 
a workflow.

Among the technological challenges discussed by 
Hagendorff and Wezel, I believe the authors’ focus on the 

big differences between human thinking and intelligent 
machines is especially relevant to mental health. Machines 
are in no way as complex as human brains; even AI’s pow-
erful neural networks, with more than a billion intercon-
nections, represent only a tiny portion of the complexity of 
brain tissue. In order to obtain better convergence between 
machines and humans, Hagendorff and Wezel suggest that 
programmers follow the three suggestions made by Lake 
et al. (2016). First, programmers should move away from 
pattern recognition models, where most development 
started, to automated recognition of causal relationships. 
The second suggestion is to teach machines basic physical 
and psychological theories so that they have the appropri-
ate background knowledge. The third suggestion is to teach 
machines to learn how to learn so that they can better deal 
with new situations.

The comparison between AI and human thought is the 
only aspect of their paper where Hagendorff and Wezel men-
tion causality issues. They note the challenge related to the 
inflexibility of many algorithms, especially the supervised 
ones, where simply changing one aspect would result in pro-
cessing errors because that aspect was not in the training 
data. Machines can be vastly superior to humans in some 
games where there are very specific inputs for achieving 
specific goals, but they cannot flexibly adapt to changes 
like humans. The authors suggest that promising technical 
solutions are being worked on to deal with this weakness 
in transferability. All these challenges will affect how well 
AI will work in mental health services. Most problems will 
probably be solved, but the authors believe that some of 
these challenges will never be met, such as dealing with the 
differences between human and computer cognition, which 
means that AI will never fully grasp the context of mental 
health services. The machine’s construction of a person may 
lead to a fragmented or distorted self-concept that conflicts 
with the person’s own sense of identity, which seems critical 
to any analysis of the person’s mental health or lack thereof. 
I do not have a sense of how serious this and the other chal-
lenges will be for us in the future, but it is clear that there is 
a lot more we need to learn.

Yet another set of concerns, specifically about the vari-
ation in AI called deep learning (DL), was enumerated by 
Marcus (2018), an expert in DL. In a controversial paper 
in which he identified 10 limitations of DL, he noted that 
DL “may well be approaching a wall” (p. 3) where progress 
will slow or cease. For example, he noted that DL is primar-
ily a statistical approach for classifying data, using neural 
networks with multiple layers. DL “maps” the relation-
ships between inputs and outputs. While children may need 
only a few trials to correctly identify a picture of a dog, DL 
may need thousands or even millions of labeled examples 
before making correct identifications without the labels. 
Very large data sets are needed for DL. This is not the case 

https://www.ftc.gov/tips-advice/business-center/guidance/mobile-health-apps-interactive-tool
https://www.ftc.gov/tips-advice/business-center/guidance/mobile-health-apps-interactive-tool
https://www.ftc.gov/tips-advice/business-center/guidance/mobile-health-apps-interactive-tool
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for all ML techniques. I will not attempt to summarize the 
nine other limitations he sees with DL since many of them 
are noted elsewhere in this paper. He concludes that DL 
itself is not the problem; rather, the problem is that we do 
not fully understand the limitations of DL and what it does 
well. Marcus warns against excessive hype and unrealistic 
expectations. I am taking this advice personally, and I am 
not expecting my Tesla to be fully autonomous in 2020 as 
predicted by Elon Musk (Woodyard 2019).

Wolff (2018) provided an overview of how some of the 
problems of deep learning can be ameliorated. He responds 
to Marcus using many of the subheadings in Marcus’s paper. 
He calls his framework the SP theory of intelligence, and its 
application is called the SP computer model (SP stands for 
simplicity and power). The theory was developed by Wolff 
to integrate observations and concepts across several fields 
including AI, computing, mathematics, and human percep-
tion and cognition, using information compression to unify 
them.

Advantages of AI

Despite these and other concerns previously described, I do 
think that the advantages of AI for moving mental health 
services forward outweigh its disadvantages. However, 
this summary of advantages does not attempt to balance 
in length or number the disadvantages described above. I 
do not think it is necessary to repeat the already described 
numerous applications and potential applications of AI that 
can be used to improve health services. Rather than repeat-
ing the numerous applications and potential applications of 
AI that can be used to improve health services, I highlight 
only a few key advantages.

One of the main advantages is the way AI deals with data. 
It can handle large amounts of data from diverse sources. 
This includes structured (quantitative) and unstructured 
(text, pictures, sound) data in the same analyses. Thus, it 
can integrate heterogeneous data from dissimilar sources. 
As noted earlier, the inclusion of non-traditional data such as 
those obtained from remote sensing (e.g., movement, facial 
expression, body temperature) will be responsible for a para-
digm shift in what we consider relevant data.

AI, if widely adopted, has the potential to have a major 
impact on employment. While most of the popular press 
coverage has been on the potential negative effects of elimi-
nating many jobs, there also are potential positive effects. 
AI can reduce the costs of many tasks, thus increasing pro-
ductivity. On the human side, it can streamline routine work 
and eliminate many boring aspects of work. It thus can free 
up workers to engage in the more complex and interesting 
aspects of many jobs. Previous innovations have caused job 

dislocations. The classic loss of jobs in making buggy whips 
after the advent of automobiles is just one example. The 
inventions of the industrial age, such as steam engines, dis-
placed many workers but also created many more new jobs. 
We know that many unskilled or semi-skilled jobs will be 
affected by AI in a major way. The elimination of cashiers 
with automated checkouts is now being implemented by 
Amazon. In these stores, you scan your phone, and then AI 
and cameras take over. You just put products in your bag or 
cart and leave when you are finished. Self-driving cars and 
trucks will greatly disrupt the transportation industry. We 
have weathered these disruptions in the past, but even the 
experts are unsure about how AI will influence jobs.

Probably the area in which there is the most positive 
potential in healthcare is when humans and machines col-
laborate in partnership. Here, AI augments human tasks but 
keeps humans in the center. Thus, physicians will no longer 
be separated by a laptop when speaking to a patient because 
AI will be able to record, take notes, and interpret the medi-
cal visit.

We have documented the shortage of mental health work-
ers and the immense gap between mental health needs and 
our ability to fill them. Yes, we can train more clinicians, 
but our society seems unwilling to offer sufficient salaries to 
attract and keep such individuals. We have been experiment-
ing with computers as therapists for more than 20 years, but 
now we finally have the technological resources to develop 
and implement such approaches. We have started to use chat-
bots to extend services, but in the near future, AI may allow 
us to replace the human therapist under some conditions 
(Hopp et al. 2018).

AI and the Future of Mental Health Services

In 1993, the computer scientist and science fiction author 
Vernor Vinge developed the concept of a singularity in 
which artificial intelligence would lead to a world in which 
robots attain self-consciousness and are capable of what 
are now human cognitive activities (Vinge 1993). Advo-
cates and critics disagree on whether a singularity will be 
achieved and whether it would be a desirable development 
(Braga and Logan 2019). Braga and Logan, editors of a 
special issue of Information on the singularity and AI, con-
clude that although AI research is still in the early stage, 
the combination of human intelligence and AI will produce 
the best outcomes, but AI will never replace humans and 
we cannot fully depend on AI for the right answers. While 
these authors are well-informed, their crystal ball may not 
be clearer than anyone else’s. The relevance of the singu-
larity for healthcare lies in asking whether there will there 
be a time when AI-based computers are more effective and 
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efficient than clinicians and will replace them. It is a ques-
tion worth considering.

I have presented a comprehensive, wide-ranging paper 
dealing with AI and mental health services. I have described 
major deficiencies of our current services, namely the lack of 
sufficient access, inadequate implementation, and low effi-
ciency/effectiveness. I summarized how precision medicine 
and AI have contributed to improving healthcare in general 
and how these approaches are being applied in precision psy-
chiatry and mental health. The paper then describes research 
that shows how AI has been or can be used to help solve the 
five problems I noted earlier. I then described the disadvan-
tages and advantages of AI. In reviewing all this informa-
tion, I believe there is one factor that I have not discussed 
sufficiently that clearly differentiates the way mental health 
services have been delivered and the way I expect they will 
be delivered in the future. I want to focus this last section 
of the paper on what I believe is the most important and 
significant change that can occur. This change is reflected in 
a simple question: Is a human clinician necessary to deliver 
effective and efficient mental health services? I believe the 
answer to this question does not depend on the occurrence 
of the singularity but lies in the growth of AI research and 
its application to mental health services.

I think there is widespread agreement that there are sig-
nificant problems with diagnoses and the quality of our 
measures. Moreover, most will probably agree that if AI can 
improve diagnoses and measures, then we should use utilize 
AI and let the results speak for themselves. The dependence 
on RCTs will probably not be resolved by AI research, but 
AI can clearly help inform what should be tested in RCTs. 
However, our current services overwhelmingly depend on 
human clinicians to deliver treatment. The problem with 
learning and feedback is that it requires clinicians to learn 
how to improve treatment over time with feedback. We are 
still uncertain about how well clinicians can learn from 
experience, training, and education (Bacon 2019). We also 
lack evidence of the best way to provide feedback to enhance 
that learning (Bickman 2008a; Dyason et al. 2020). The 
problem of treatment precision is also currently tied to hav-
ing the clinician deliver the treatment. While we can expect 
AI to deliver more precise information about treatment plan-
ning, we still depend on the clinician to interpret and deliver 
it with fidelity with some evidence-based model. A preci-
sion approach requires the clinician to systematically deliver 
treatment that is most appropriate to a specific client. We 
do not have good evidence that most clinicians can do that.

The Critical Role of the Clinician

I believe no other issue generates a bigger emotional 
response than the idea of the changing the role of the clini-
cian. No other issue has the economic impact on services as 

the position of the clinician. I believe this issue is the most 
critical to the future of mental health services and will be 
most affected by AI. I note that in 2016 in writing an intro-
duction to an extensive special issue of this journal called 
“Therapist Effects in Mental Health Service Outcome” 
(King 2017), the authors of the introduction to that issue not 
did not note the potential role of AI in affecting clinicians 
(King and Bickman 2017). Change is happening rapidly.

Mental health services are not alone in facing the issue of 
the role of humans, although human clinicians are probably 
more central to the provision of mental health services than 
other health services. A similar issue of the role of humans 
in the provision of services is being played out in surgery. 
Surgery has been using robots for over 20 years (Bhandari 
et al. 2020), but the uptake has been slow for a variety of 
reasons. The next iteration of robot use is a move from using 
robots guided by surgeons to using robots assisted by AI 
and guided by surgeons. The use of AI may be seen as an 
intermediate step to fully autonomous AI-based robots not 
guided by surgeons. However, it is very clear that this pro-
gression is speculative and will take a long time to happen, 
if ever, given the consequences of errors. Closer to our eve-
ryday experience is the similar path that the development of 
autonomous driving involves as we move toward the point 
at which a human driver is no longer needed. Will mental 
health services follow a similar path?

Since we do not currently have a sufficient amount of 
research on using AI in treatment alone to inform us, we 
must look elsewhere for guidance. Two bodies of literature 
are relevant. One deals with the use of computers and other 
technologies that do not include the use of AI at present, 
the second with self-help in which the participation of the 
clinician is minimal or totally absent. First, let us consider 
the existing literature that contrasts technology-based treat-
ments with traditional face-to-face psychotherapy. Then I 
will present some reviews of self-help research, followed 
by a description of the small amount of research using AI 
in treatment.

Technologically Based Interventions Not Using AI

A review of 25 studies of internet-delivered CBT (ICBT) to 
youth, using waitlist controls, supports the conclusion that 
CBT could be successfully adapted for internet-based treat-
ment (Vigerlan et al. 2016). In a meta-analytic review of 9 
meta-analyses, containing 166 studies of adult use of inter-
net delivered via ICBT, the authors concluded that ICBT is 
as effective as face-to-face therapy (Andersson et al. 2019). 
Hermes et al. (2019) include websites, software, mobile 
aps, and sensors as instances of what they call behavioral 
intervention technologies (BIT). In their informative article, 
dealing primarily with implementation, they note that these 
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technologies (they do not mention AI) can relate to a clini-
cian in three ways:

(1) when intervention is delivered by the clinician and sup-
ported by BIT,

(2) when BIT provides the intervention with support from 
the clinician, or

(3) when intervention is fully automated with no role for 
the clinician.

This schema clearly applies to the AI interventions and 
the role of clinicians as well. Their conceptual model is help-
ful in understanding the parameters of implementation. They 
present a comprehensive plan for research to fill in the major 
gaps in the literature that addresses the question of compara-
tive effectiveness of BIT and traditional treatment. Carlbring 
et al. (2018) conducted a systematic review and meta-anal-
ysis of 20 eligible studies of IBCT versus face-to-face CBT 
and reported that they produced equivalent outcomes, sup-
porting the conclusions drawn by previous studies.

It is also important to consider the issue of therapeutic 
alliance (TA) and its relationship to internet-based treat-
ment. TA, to a large extent, is designed to capture the human 
aspect of the relationship between the clinician and the cli-
ent. There are thousands of correlational studies that have 
established that TA is a predictor of treatment outcomes 
(Flückiger et al. 2018); however, there are few studies of 
interventions that show a causal connection between TA 
and outcomes (e.g., Hartley et al. 2020). Moreover, the very 
nature of TA as trait-like or state-like, which is central to 
causal assumptions, is being questioned and is subject to 
new research approaches (Zilcha-Mano 2017) as well as to 
questions about how it should be measured (Bickman and 
Athay 2012) Regardless of my doubts about the importance 
of TA, the Fluckiger et al. (2018) meta-analysis found simi-
lar effect sizes (r = 0.275) for the alliance-outcome relation-
ship in online interventions and in traditional face-to-face 
therapies. However, most of these studies were guided by a 
therapist, so the human factor was not totally absent. Penedo 
et al. (2020), in their study of a guided internet-based treat-
ment, showed that it was important to align with the client’s 
expectations and goals because these were related to out-
comes, but no such relationship existed with the traditional 
third component of TA, bond with the supporting therapist, 
implying that TA might play a different role in internet-
based treatments.

I was trained as a social psychologist and was a gradu-
ate student of Stanley Milgram (of the famous obedience 
experiments), so I was curious about the research on the 
relationship between technological virtual agents and 
humans beyond the context of mental health treatment. 
Several studies cited by Schneeberger et al. (2019) showed 
that robots could get people to do tiring, shameful, or 

deviant tasks. The authors found that participants obeyed 
these virtual agents similarly to the way they responded 
to humans in a video-chat format. The participants did the 
same number of shameful tasks regardless of who or what 
was ordering them. Moreover, doing the tasks produced 
the same level of shame and stress in the participant. 
They concluded that virtual agents and humans appear to 
have the same influence as human experimenters on par-
ticipants. Of course, there are many limitations associated 
with generalizing from this laboratory study, which was 
conducted with female college students in Germany, but 
it does suggest that a great deal of research needs to be 
done on how humans relate to robots and virtual agents. 
Miner et al. (2019) suggest that use of conversational AI 
in psychotherapy can be an asset for improving access to 
care, but there is limited research on efficacy and safety.

Bibliotherapy and Self‑Help

Can we learn about the role of the therapist from therapies 
that do not involve any therapist or technology? There is sub-
stantial research on self-help approaches from written mate-
rial or what some call bibliotherapy. In general, research 
has supported the effectiveness of bibliotherapy before the 
advent of digital approaches. In 2010, Cuijpers et al. pub-
lished a review of the literature that compared face-to face 
psychotherapy for depression and anxiety with guided self-
help (i.e., with some therapist involvement) and concluded 
that they appeared comparable, but because there were so 
few studies in this comparison, this conclusion should be 
interpreted with caution. Has the situation changed in the 
last decade? In a comprehensive review and meta-analy-
sis almost 10 years later, Bennett et al. (2019) conducted 
a review and meta-analysis of 50 studies. They concluded 
that self-help (both guided and unguided) had significant 
moderate to large effects on reducing symptoms of anxi-
ety, depression, and disruptive behavior. However, there was 
also very high heterogeneity among the outcomes of these 
studies. Compared to face-to-face therapy, self-help was bet-
ter than no treatment but slightly worse than face-to-face 
treatments, guided therapy was better than unguided, and 
computerized treatment was better than bibliographic treat-
ment. It is important to note that none of the 50 studies were 
fully powered noninferiority trials, which would be a supe-
rior design. The authors concluded that their study showed 
potential near equivalence for self-help compared to face-
to-face interventions, and their conclusions were consist-
ent with several other reviews of self-help for mental health 
disorders in adults. The paper makes no mention of AI. Cui-
jpers et al. (2019) conducted a network meta-analysis of 155 
trials of CBT addressing the question of whether format of 
delivery (individual, group, telephone-administered, guided 
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self-help, or unguided self-help) influenced acceptability and 
effectiveness for these adult patients with acute depression. 
No statistically significant differences in effectiveness were 
found among these formats except that unguided self-help 
therapy was not more effective than care as usual but was 
more effective than a waitlist control group. The authors 
concluded that treatments using these different formats 
should be considered alternatives to therapist-delivered 
individual CBT. As in the previous publication, there was 
no mention of the use of AI, but Cuijpers believes that few 
if any of the studies reviewed in his publication used AI (P. 
Cuijpers, personal communication, March 24, 2020).

Technological Interventions Using AI

There is an emerging area of the use of AI in treatment that 
is informative. Tuerk et al. (2019), in a special section of 
Current Psychiatry Reports focusing on psychiatry in a 
digital age, describe several approaches to using technol-
ogy in evidence-based treatments. Most relevant is their 
discussion of the use of AI in what has been called “con-
versational artificial intelligence” where there is a real-time 
interchange between a computer and a person. They note 
research that shows that this approach is low risk, high in 
consumer satisfaction, and high in self-disclosure. They sug-
gest that there is a great deal of clinical potential in using 
AI in this manner. In a review of the literature from 1946 
to 2018 on conversational agents used in the treatment of 
mental health problems, Gaffney et al. (2019) found only 13 
qualifying studies out of an initial 30,853 with four being 
what they called full-scale RCTs. They concluded that the 
use of conversational agents was limited but growing. All 
studies showed reduced psychological distress, with the five 
controlled studies showing a significant reduction compared 
to control groups. However, the three studies that used active 
controls did not show significant differences between the 
waitlist controls and use of a conversational agent, although 
all showed improvement. The authors concluded that the use 
of conversational agents in therapy looks promising, but not 
surprisingly, more research is needed. A similar conclusion 
on conversational agents was reached in another independent 
review (Vaidyam et al. 2019). I have little doubt that more 
research will be forthcoming in this emerging area.

In summary, previous research using digital but not AI-
powered ICBT, self-help (bibliotherapy), and AI-powered 
conversational agents suggests that effective treatment can 
be delivered without a human clinician under certain cir-
cumstances. I want to emphasize that these studies are sug-
gestive but far from definitive. Rather, they suggest that the 
role of the clinician is worth more exploration, but they do 
not establish the conclusion that we do not need clinicians 
to deliver services. We need to know a great deal more about 
how AI-supported therapy operates in different contexts.

What Do Psychiatrists Think About Their Future 
and the Role of AI?

A survey of 791 psychiatrists from 22 countries asked about 
how technology will affect their future practice (Doraiswamy 
et al. 2020). Only 3.8% felt their jobs would become obso-
lete, and only a small minority (17%) felt that AI was likely 
to replace a human clinician in providing care. As much of 
the literature on the effects of AI on jobs suggests, those 
surveyed believed that AI would help in more routine tasks 
such as record keeping (75%) and synthesizing information, 
with about 50% believing their practices would be substan-
tially changed. About 49% thought AI would have no influ-
ence or only minimal effect on their future work over the 
next 25 years. Another 47% thought their practices would 
be moderately changed by AI over the next 25 years. More 
than three quarters (83%) thought it unlikely that technology 
would ever be able to provide care as well as or better than 
the average psychiatrist. Only 30% of U.S.-based psychia-
trists predicted that the potential benefits of future technolo-
gies or AI would outweigh the possible risks. Some of the 
specific tasks that psychiatrists typically perform, including 
mental status examination, evaluation of dangerous behav-
ior, and the development of a personalized treatment plan, 
were also felt to be tasks that a future technology would 
be unlikely to perform as well. I do not think many psy-
chiatrists in this study are prepared for the major changes 
in their practices that are highly likely to occur in the next 
quarter century.

In a thoughtful essay on the future of digital psychia-
try, Hariman et al. (2019) draw a number of conclusions. 
They predict major changes in practice, with treatment by 
an individual psychiatrist alone becoming rare. Patients will 
receive treatment through their phones, participate in vide-
oconferencing, and converse with chatbots. Clinicians will 
receive daily updates on the patients through remote sensing 
devices and self-report. AI will be involved in both diagnosis 
and treatment and will integrate diverse sources of informa-
tion. Concerns over privacy and data security will increase. 
This is not the picture that the previously described survey 
of psychiatrists anticipated.

Brown et al. (2019) present the pros and cons of AI in an 
interesting debate format. On the pro side, the authors argue 
that while there are current limitations, the improvements in 
natural language processing (NLP) will lead to better clini-
cal interviews. They point to research that shows people are 
more likely be honest with computers as a plus in obtaining 
more valid information from clients. They expect the AI 
“clinician” will be seen as competent and caring. They do 
note the danger that non-transparent AI will produce unin-
tended negative side effects.

Those arguing against the use of AI clinicians acknowl-
edge the technical superiority of AI to accomplish more 
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routine tasks such as information gathering and tracking, 
but they point out the limitations even in the development 
of AI therapists. The lack of data needed to develop and 
test algorithms is critical. I have noted this in the discus-
sion of the diagnostic muddle as a problem that AI can 
help solve, but these anti-AI authors argue that because 
psychiatrists disagree on diagnoses, there is no gold stand-
ard against which to measure the validity of AI models. 
This seems to be a rather unusual perspective from which 
to challenge change. They insightfully note that AI is dif-
ferent from human intelligence and does not perform well 
when presented with data that are different from train-
ing data. But the anti-AI authors acknowledge that more 
and better data may lead to improvement. Brown et al. 
(2019) argue that common sense is something that AI 
cannot draw on; however, this seems to be a weak argu-
ment when common sense has been demonstrated to be 
inaccurate under many situations. They conclude with the 
statement that psychiatry “will always be about connecting 
with another human to help that individual” (p. 2). This 
may be more wishful thinking than an accurate prediction 
about the future. Those arguing the pro position state that 
the “the advance of AI psychiatry is inexorable” (p. 3). 
On the other hand, the opponents of AI correctly point out 
that there is not yet sufficient evidence to draw a conclu-
sion about the effectiveness of AI versus human clinicians. 
While there is disagreement about the potential advantages 
and disadvantages of AI, both sides agree that we need 
more and better research in this area.

Simon and Yarborough (2020) present the case that AI 
should not be a major concern for mental health. They 
argue that

ideally, our field would abandon the term artificial 
intelligence in regard to actual diagnosis and treat-
ment of mental health conditions. Using that term 
raises false hopes that machines will explain the 
mysteries of mental health and mental illness. It also 
raises false fears that all-knowing machines will dis-
place human-centered mental health care. Big data 
and advanced statistical methods have and will con-
tinue to yield useful tools for mental health care. But 
calling those tools artificially intelligent is neither 
necessary nor helpful. (p. 220)

The authors further take the position that

despite the buildup around artificial intelligence, we 
need not fear the imminent arrival of “The Singular-
ity,” that science fiction scenario of artificially intel-
ligent computers linking together and ruling over all 
humanity. . . A scenario of autonomous machines 
selecting and delivering mental health treatments 

without human supervision or intervention remains 
in the realm of science fiction. (p. 220)

A more balanced approach to the role to the issue of 
replacement of clinicians by AI is presented by Ahuja 
(2019). After his review of the literature on medical spe-
cialists who may be replaced or more likely augmented by 
AI, his pithy take on this question is “Or, it might come to 
pass that physicians who use AI might replace physicians 
who are unable to do so” (Ahuja 2019, p. 19). Clearly, 
AI research will have to provide strong evidence of its 
effectiveness before AI will be accepted by some in the 
psychiatric community.

Conclusions

There are several pressing questions about how mental 
health services should be delivered and about the future 
of mental health services. Doubts about how much clini-
cians contribute to outcomes, our seeming inability to dif-
ferentiate the effectiveness among clinicians except at the 
extremes, the lack of stability of employment of most com-
munity based clinicians, the poor track record on imple-
mentation of evidence-based programs, the cost of human 
services, the very limited availability of services espe-
cially where resources are inadequate—all lead to strong 
doubts about continuing the status quo of using clinicians 
as the primary way in which mental health services are 
delivered. In contrast, alternative approaches have many 
advantages. If scaled, AI therapists could be available 
to patients 24/7 and would not be bound to office hours. 
These AI therapists could represent any demographic or 
therapy style (e.g., directive) that the client preferred or 
that had been found to be more effective with a particular 
client. They can be specialists in any area for which there 
is sufficient research. In other words, not only can a per-
sonalized treatment plan be developed, but a personalized 
clinician (avatar) can be constructed for the best match 
with the client.

Of course, all these are putative advantages. As noted 
earlier, the application of AI is not without its risks and 
challenges, especially in putting together the interdiscipli-
nary teams needed to accomplish this research. While I am 
optimistic about the potential contribution of AI to men-
tal health services, it is just that—a potential. Extensive 
research will be needed to learn whether these approaches 
produce positive outcomes when compared to traditional 
face-to face treatment, while also dealing with the ethical 
issues raised by AI applications. Moreover, the quality of 
research needs significant improvement if we are going to 
have confidence in the findings. However, as exemplified 
by the rapid and uncontrolled growth of therapy apps, the 
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world may not wait for rigorous supporting research before 
adopting a larger role for AI in mental health services.

While my brief summaries of findings of AI in the med-
ical literature are supportive of the application of AI, I do 
not want to give the impression that these positive find-
ings are accepted uncritically. A deeper reading of many 
of these studies exposes methodological flaws that tem-
per enthusiasm. For example, in reviewing comparisons 
between healthcare professionals and deep learning algo-
rithms in classifying diseases of all types using medical 
imaging, X. Liu et al. (2019a) conclude that the AI models 
are equivalent to the accuracy of healthcare professionals. 
This review is the first to compare the diagnostic accuracy 
of deep learning models to health-care professionals; how-
ever, only a small number of the 82 studies were direct 
comparisons. The authors also caution us by indicating 
what they labeled as the poor quality of many of the stud-
ies. The problems included low external validity (not done 
in a clinical practice setting), insufficient clarity in the 
reporting of results, lack of external validation, and lack of 
uniformity of metrics of diagnostic performance and deep 
learning terminology. However, the authors were encour-
aged by improvement in quality in the most recent stud-
ies analyzed. In commenting on the study, Cook (2019) 
noted other limitations and concluded that it is premature 
to draw conclusions about the comparative accuracy of 
AI versus human physicians. If we are not more cautious, 
she warns that we will experience “inflated expectations 
on the 2019 Gartner Hype Cycle” (p. E247). The latter 
refers to the examination of innovations and trends in AI. 
She cautions us to “stick to the facts, rather than risking a 
drop into the trough of disillusionment and a third major 
AI winter” (p. E247). Many issues are raised in Cook’s 
paper, and the need to avoid the hype often found in the AI 
field is reiterated in the National Academy of Medicine’s 
monograph on the use of AI in healthcare (Matheny et al. 
2019).

Mental health services are changing. There are more than 
10,000 mental health apps on the internet that are being used 
without much evidence of their effectiveness (Marshall 
et al. 2020; Bergin and Davis 2020; Gould et al. 2018). The 
explosion of mental health apps is the leading edge of future 
autonomous interventions. However, there is pressure to 
bring some order to this chaos. Probably the next innovation 
that will involve AI is its use in stepped therapy in which 
clients are typically triaged to low-intensity, low-cost care, 
monitored systematically, and stepped up to more intensive 
care if progress is not satisfactory (Mohr et al. 2019). In 
this schema, the low-cost care could be AI-based apps with 
little risk to the client. If more confidence is gained in the 
safety and effectiveness of this type of protocol, the use of 
AI-based treatment would be expected to increase.

Covid‑19, Protests, and Mental Health Services

The Covid-19 pandemic will produce a major impact on 
mental health services. First, it is expected that the stresses 
caused by the pandemic will increase the demand for ser-
vices (Qiu et al. 2020; Rajkumar 2020). Already poorly 
resourced mental health systems will not be able to meet 
this demand (Ćosić et al. 2020; Ho et al. 2020; Holmes et al. 
2020), especially in low resourced countries. However, the 
biggest change will be in the service delivery infrastruc-
ture. Because of social distancing requirements, in-person 
delivery of therapy is being severely curtailed. While the 
major change at this time appears to be a shift to telemedi-
cine (Shore et al. 2020; Van Daele et al. 2020), which is 
being adopted across almost all healthcare, there will need 
to be changes instituted in how clinicians are trained and 
supervised (Zhou et al. 2020). I have little doubt that AI 
will be adopted in order to increase efficiency and address 
the change in the service environment caused by the pan-
demic. In addition to changes initiated by the pandemic, 
there appear to be some changes in funding as a result of the 
protests concerning George Floyd’s killing. There is recon-
sideration of shifting some funding from police services to 
mental health and conflict reduction services to be delivered 
by personnel outside law enforcement (Stockman and Eligon 
2020). It will be difficult to meet this potential demand using 
the current infrastructure.

Integrating AI and the Mental Health Services 
Infrastructure

The literature on AI and medicine is replete with warn-
ings about the difficulties we face in integrating AI into our 
healthcare system. As a program evaluator, I appreciate the 
position paper describing the urgent need for well-designed 
and competently conducted evaluations of AI interventions 
as well as the guidelines provided by Magrabi et al. (2019). 
More suggestions for improving the quality of research on 
supervised machine learning can be found in the paper by 
Cearns et al. (2019).

Celi et al. (2019) describe the future in a very brief essay 
that is worth quoting:

Clinical practice should evolve as a hybrid enter-
prise with clinicians who know what to expect from, 
and how to work with, what is fundamentally a very 
sophisticated clinical support tool. Working together, 
humans and machines can address many of the deci-
sional fragilities intrinsic to current practice. The 
human-driven scientific method can be powerfully 
augmented by computational methods sifting through 
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the necessarily large amounts of longitudinal patient- 
and provider-generated data. (p. e256)

However, research on AI, data science, and other technol-
ogies is in its infancy if not the embryonic stage of develop-
ment. I am fully immersed in the struggle to implement sev-
eral types of technologies in practice. Changing the routine 
behavior of clinicians and clients is a major barrier to using 
new technologies, regardless of the effectiveness of these 
approaches. Emanuel and Wachter (2019) argue that the 
most important problem facing healthcare is not the absence 
of data or analytic approaches but turning predictions and 
findings into successful accomplishments through behavior 
change. Alongside the investment in technology and ana-
lytics, we need to support the research and applications of 
psychologists, behavioral economists, and those working in 
the relatively new field of translational and implementation 
research.

The emphasis on practical and implementable digital 
approaches requires a methodology that departs from the 
traditional efficacy approach, which does not focus on con-
text and thus is difficult to translate to the real world. Mohr 
et al. (2019) suggest a solution-based approach that focuses 
on three stages that they label create, trial and sustain. Crea-
tion focuses on the initial stages of development, although 
not exclusively, and takes advantage of the unique character-
istics of digital approaches that focus on engagement rather 
than trying to mimic traditional psychotherapy. Trial must 
be dynamic because digital technologies rapidly change; 
rapid evaluations are required, such as continuous quality 
improvement strategies (Bickman and Noser 1999). Sustain-
ability requires more from investigators and evaluators than 
publication of results; they must also produce sustainable 
implementation that no longer depends on a research project 
for support.

AI Summers and Winters

We are currently in an AI summer in which there are impor-
tant scientific breakthroughs and large investments in the 
application of AI (Hagendorff and Wezel 2019). But AI has 
had several winters when enthusiasm for AI has waned and 
unreasonable expectations have cooled. We were confronted 
with the reality that AI could not accomplish everything that 
people thought it could and that investors and journalists had 
hyped. AI, at least in the near term, will not be the superin-
telligence that will destroy humanity or the ultimate solution 
that will solve all problems. Enthusiasm for AI seems to run 
in cycles like the seasons. AI summers suffer from unreal-
istic expectations, but the winters bring an experience of 
disproportionate backlash and exaggerated disappointment. 
There was a severe winter in the late 1970s, and another in 

the 1980s and 1990s (Floridi 2020). Today, some are talk-
ing about another predictable winter (Nield 2019; Walch 
2019; Schuchmann 2019). Floridi (2020) suggests that we 
can learn important principles from these cycles. First is 
whether AI is going to replace previous activities as the car 
did with the buggy, diversify activities as the car did with 
the bicycle, or complement and expand them as the plane did 
with the car. Floridi asks how acceptable an AI that survives 
another winter will be. He suggests that we need to avoid 
oversimplification and think deeply about with we are doing 
with AI. In the June 2020 issue of the Technology Quarterly 
of The Economist (2020), it is suggested that because AI’s 
current summer is “warmer and brighter” than past ones 
because of widespread deployment of AI, “another full-
blown winter is unlikely. But an autumnal breeze is picking 
up” (p. 4).

Looking Back and Forward

I have traced a path my career has taken from an almost 
exclusive focus on randomized experiments to considera-
tion of the applications of AI. I have identified the main 
problems related to mental health services research’s almost 
sole dependence on RCT methodology. I have linked the 
problems with this methodology with the lack of satisfactory 
progress in developing sufficiently effective mental health 
services. The recent availability of AI and the value now 
being placed on precision medicine have produced the early 
stages of a revolution in healthcare that will determine how 
treatment will be developed and delivered. I anticipate that 
in the very near future, a first-year graduate student will be 
contemplating the same questions that I raised 50 years ago, 
because they are still relevant, but this time he or she will 
realize that there are answers that were not available to me.
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