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Characterization of the Jet-Flow Overpressure
Model of Traumatic Brain Injury in Mice
Min-Kyoo Shin,1–3,{ Edwin Vázquez-Rosa,1–3,{ Coral J. Cintrón-Pérez,1–3 William A. Riegel,4

Matthew M. Harper,5,6 David Ritzel,7,* and Andrew A. Pieper1–3,*

Abstract
The jet-flow overpressure chamber (OPC) has been previously reported as a model of blast-mediated traumatic brain
injury (bTBI). However, rigorous characterization of the features of this injury apparatus shows that it fails to recapit-
ulate exposure to an isolated blast wave. Through combined experimental and computational modeling analysis of
gas-dynamic flow conditions, we show here that the jet-flow OPC produces a collimated high-speed jet flow with
extreme dynamic pressure that delivers a severe compressive impulse. Variable rupture dynamics of the diaphragm
through which the jet flow originates also generate a weak and infrequent shock front. In addition, there is a com-
ponent of acceleration-deceleration injury to the head as it is agitated in the headrest. Although not a faithful model
of free-field blast exposure, the jet-flow OPC produces a complex multi-modal model of TBI that can be useful in
laboratory investigation of putative TBI therapies and fundamental neurophysiological processes after brain injury.
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Introduction
Traumatic brain injury (TBI), including mild TBI, com-
monly occurs in crashes, falls, explosions, and assaults,
and often results in chronic neuropsychiatric disor-
ders.1–4 Within the United States alone, the annual inci-
dence of TBI is estimated at *3.5 million cases, and
worldwide it is estimated to be as high as 50 million.5,6

Moreover, at least 3.2 to 5.3 million Americans currently
live with one or more TBI-related disabilities, resulting in
an estimated $80 billion in annual direct costs and an ad-
ditional $65 billion in lost productivity.7,8

Patients with TBI experience an increased prevalence of
many progressive and debilitating conditions, including
visual deficits, chronic pain and fatigue, headache, post-

traumatic stress disorder, major depressive disorder
(MDD), and neurodegenerative disease.9 Indeed, one of
the most prominent complications of TBI is increased
risk of dementia (relative risk [RR] = 1.63), especially Alz-
heimer’s disease (AD; RR = 1.51),10 and TBI has been
epidemiologically identified as one of the strongest non-
genetic, non-age-related risk factors of AD.11–15 In addi-
tion, new onset MDD, frequently the earliest presenting
symptom in AD,16 is also increased after TBI,17 along
with physical aggression and suicidal thoughts and behav-
ior.18 There are currently no protective pharmacological
treatments that stop neurodegeneration after TBI.

TBI is highly prevalent in the military, with more than
250,000 cases reported between 2000 and 2012,19–23
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a great many of which are due to blast-mediated TBI
(bTBI). Apart from the blast effect of explosive muni-
tions and improvised explosive devices (IEDs) during
active combat, bTBI is also suspected of being inflicted
by repeated exposure to operational weapon noise dur-
ing training, such as from muzzle blast or explosive
breacher operations.24,25 Thus, bTBI has emerged as
the signature injury of our modern military, with a cur-
rent incidence of *20% in combat veterans.26–29

In contrast to its dismissal as ‘‘shell shock’’ in earlier
wars,30 the unique aspects and increasing prevalence
of bTBI from the recent Operation Enduring Freedo-
m/Operation Iraqi Freedom/Operation New Dawn
conflicts are now being acknowledged widely. In efforts
to study and develop treatments for bTBI, scientists
have attempted to develop relevant laboratory models.
However, this has not traditionally proceeded via a
multi-disciplinary approach that draws on collective
expertise from medicine, neuropsychiatry, and blast
physics. As a consequence, most bTBI models in labo-
ratory use today have failed to incorporate basic blast-
specific biomechanics. Indeed, the majority of reported
laboratory bTBI models fail to faithfully recapitulate
conditions of free-field blast exposure, including the
jet-flow overpressure chamber (OPC) that we and oth-
ers have used.31–41 We describe here a rigorous and
comprehensive physical characterization of the jet-
flow OPC, which reveals that this apparatus instead
produces a model of multi-modal TBI (mmTBI) that
is useful for the field yet different in nature from

what was previously assumed. We also summarize
the important features of blast physics that must be in-
corporated into an accurate laboratory model of bTBI.

Methods
Jet-flow OPC apparatus
The jet-flow OPC apparatus (Fig. 1) consists of a steel
vessel 0.6 m in diameter and 1.8 m long with a parti-
tion between a high-pressure Driver Section and a
Test Section. In normal operation, a rodent specimen
is mounted within a canister such that the head is
exposed and supported by a backrest. The specimen
canister is positioned on a platform in the Test
Section *12.7 cm from an aperture 14 cm in diameter
in the partition wall separating the Test and Driver Sec-
tions. This aperture is fitted with a frangible plastic
diaphragm (Mylar A material; DuPont Reijun Film
U.S. Ltd. Partnership, Hopewell, VA, USA) designed
to rupture at prescribed compressed-air generated
Driver pressures. On the platform, a pressure gauge
mounted on a small plate facing the incoming flow
over the platform measures exposure conditions. This
sensor measures the stagnation or total pressure condi-
tions of the incoming flow, which is partially disrupted
by the test platform.

Diaphragm membrane fragments can damage sen-
sors as well as cause signal anomalies for sensors in
the ‘‘face-on’’ orientation, such as typically used for
stagnation pressure measurements. Such fragments
may also lacerate the specimen if it is sufficiently

FIG. 1. This is a photograph of the principle components of the jet-flow overpressure chamber. On the
left is shown the close-ended Test Section into which the animal is placed, and the Pressurize Drive
Compartment into which compressed air is delivered in order to burst the membrane. In the middle is
shown the diaphragm where the Mylar membrane is placed, between the two chambers. On the right is
shown the holder into which the animal is placed.
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close. However, Mylar membranes such as those used
in this study do not shatter upon bursting. Instead,
Mylar membranes tear along radial lines from the cen-
ter, such that the membrane petals open with the pieces
remaining attached at the clamping perimeter. Thus,
the torn membrane remains in one piece and does
not travel into the Test Section.

To record, review, and analyze via digital signal pro-
cessing, an instrumentation suite of pressure sensors
and a data acquisition system were installed within
the jet-flow OPC (AstroNova TMX, at a sampling
rate of 800 kHz on all channels). Preliminary tests
were conducted using this instrumentation suite with
the standard experiment configuration, including a
test table with canister for mounting the specimen.
The new pressure sensor and recording system was
also used for the measurement taken at the mounting
plate, as shown in Figure 1. A high-performance pres-
sure sensor was used to monitor conditions in the
Driver chamber (Endevco 8530C-100, Meggitt Sens-
ing Systems, Irving, CA, USA). This preliminary
test series confirmed that the new instrumentation
system reproduced prior results from the same cham-
ber, such that review of the records from the Test Sec-

tion in conjunction with the time-resolved conditions
in the Driver Section would be relevant. Specifically,
two test series were conducted at the same nominal
diaphragm-burst conditions of 138 kPa (20 psi), in-
volving a total of 23 tests to confirm reproducibility
of results.

In the first test series, the entire specimen platform
was removed from the Test Section to allow installation
of specially made Pitot-static probes (PPP2001, Stump-
town Research and Development, LLC) to measure the
required free-field (unobstructed flow) conditions
(Fig. 2). The Pitot-static probe is aerodynamically
designed with a pressure port at the tip facing into
the flow to measure stagnation or total pressure, and
a port along the side to measure the static or ‘‘side-on’’
pressure. These combined measurements allow determi-
nation of key flow conditions, including dynamic pres-
sure. Two Pitot-static probes were installed as shown
in Figure 2, one on-axis with the expected jet flow at
the nominal location of the specimen head, and the
other at the same distance from the venting orifice but
positioned 45 degrees to the jet-flow axis. Thus, the stag-
nation (front tip) port of Probe 1 was positioned to mea-
sure conditions close to those of the gauge mounted in a

FIG. 2. Configuration of the Pitot-static probes installed for analyses of free-field flow conditions
generated by the jet-flow overpressure chamber.
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block during normal experiments with a specimen,
without the flow disruption that would normally be
caused by the table and specimen canister.

The probes were constructed of three-dimensional
(3D)-printed nylon and chopped carbon-fiber mix,
with continuously layered strand carbon-fiber rein-
forcement. The sensors were Endevco 8530C-100s,
which are piezoresistive 100-psi absolute pressure
transducers. The probes and probe mounts were spe-
cially made to be mounted within the Test Section
without impeding the flow. The mounting system
also allowed for measurements to be taken at multiple
angles relative to the jet flow, which is difficult to ac-
complish with traditional pitot probes and mounting
methods. Although the probes are not made of alumi-
num as are most pitot probes, the carbon-fiber inlays
provide a stiffness comparable to AL-6061. In com-
parison testing of the carbon-fiber reinforced probes
versus AL-6061 probes performed by Stumptown
Research and Development, LLC, there was no differ-
ence in measurements during testing.

In the second test series, high-speed video (HSV) at
framing rates between 8 and 9 kfps was used to observe
and analyze the flow conditions in the Test Section by
various flow visualization techniques. The HSV camera
(Chronis 1.4, Kron Technologies) was positioned exter-
nally to the viewport as shown in Figure 1, with a high-
intensity LED light bar secured internally to the wall of
the Test chamber. Flow visualization methods included
seeding locations with talc-dust to monitor flow pat-
terns, as well as tracking ‘‘free-flight’’ spheroids to as-
sess the accelerating forces on objects. HSV imaging
was also used to monitor the details of the diaphragm
rupture.

Spheroids were table-tennis balls adapted for this
demonstration by (1) injection with gelling compound
to provide ballast mass and (2) application of surface
tape to add roughness. The size, mass, and surface tex-
ture were chosen to approximate the flow Reynolds
number relevant to an object the scale of a small ro-
dent, an important parameter for scaling in fluid dy-
namics. Note that all flow phenomena of this type are
optically invisible. This demonstration was simply
intended to allow the reader to visualize the effect of
the flow forces involved, which would otherwise not
be evident.

Results
We began by using numerical modeling to predict flow
conditions via a computational fluid dynamics (CFD)

Chinook code that was specialized for blast problems,
to enable visualization and resolution of gas dynam-
ics.43 The shape of the apparatus allowed the modeling
to be simplified to two-dimensional (2D) axisymmetric
geometry as shown in Figure 3. The bursting of the
bulged diaphragm was revealed to initially produce a
weak, spherically expanding precursor shock, termed
a wavelet (Fig. 3). The energy of this initial burst was
due to the pressurized volume within the hemispherical
bulge of the diaphragm and equivalent to about 40 mg
of explosive.

At the specimen location, the precursor shock wave-
let was found to be *20 kPa (3 psi) in amplitude, with
an *0.2 msec duration. However, once this early event
was complete, the pressurized gas within the Driver
Section was released as collimated jet flow, which pen-
etrated into the Test Section as a high-speed column of
gas. This jet flow decayed rapidly in strength over
18 msec as the Driver Section depressurized. While
the head of the jetting column of gas accelerated to
*150 m/sec, the flow velocities within the jet itself
briefly exceeded 450 m/sec, which is supersonic. This
extreme peak velocity was due largely to the effect of
a ring vortex, as shown in Figure 3. A ring vortex of
this type is typically generated by abruptly initiated
venting flow. In this case, the vortex followed closely
behind the head of the jetting gas stream emerging
from the Driver Section, and was directly related to
peak levels in flow velocity and dynamic pressure as
it passed. Simultaneously, this also caused partial vac-
uum conditions in static pressure (Fig. 3).

In addition, the jetting gas of expanded air from the
Driver Section was initially pressurized to *138 kPa or
20 psi, and was found to be extremely cold and dense
due to its expansion with a minimal temperature
around �60�C. Here, we selected piezoresistive sen-
sors, because they are far less sensitive than piezoelec-
tric sensors to thermal drift and acceleration. We
carefully monitored records for adverse effects, such
as thermal drift, by attention to the late-time response.
This parameter consistently correctly converged on the
same true quasi-static pressure, slightly above labora-
tory ambient level as expected. We also note that the
thermal insult within the jet stream is extremely brief
(<20 msec), with only the peak deficit being �60�C.
Therefore, there is negligible time for heat transfer
for an object with the thermal mass of a rodent.
Although the temperature within the chamber was
not measured, the excellent correlation with CDF per-
mits application of those temperature results with
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confidence. The main physiological effect of the cold jet
temperature is to increase density of the jet flow, which
has an immediate specimen effect on the stagnation
pressure loading.

Representative measurements from the first test se-
ries are shown in Figure 4, confirming the flow predic-
tion from the CFD study shown in Figure 3. Notably,
after a short start-up period before the jet flow fully de-

veloped, the stagnation measurement from the tip of
Probe 1 directly followed the decay of pressure within
the reservoir for about 1.5–18 msec. The tip sensor
on the probe measured the total flow pressure, meaning
the combined effect of static and dynamic pressure.
However, the static pressure was negligible over this
period, including frequent excursions into partial vac-
uum conditions. Thus, the damaging energy within

FIG. 3. Illustration of the computational fluid dynamics model of the jet-flow overpressure chamber.
Animation of the jet-flow development is presented in Supplemental Figure S1.
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this jet was almost entirely due to the kinetic energy of
the flow, also known as the ‘‘blast wind.’’ The stagnation
pressure from Probe 1 did not decay to ambient level,
but instead eventually equilibrated to about 15 kPa.

Because of the finite volume of the Test Section, the
release of pressurized gas from the Driver Section into
the Test Section ultimately caused the combined vol-
ume of the Driver and Test Sections to equilibrate to
pressure slightly above ambient level. It is important
to note that all pressure sensors converged to the
final quasi-static level of about 15 kPa in stages directly
related to the timing of a weak longitudinal compres-
sion wave, which reverberated along the length of the
Test Section with a period of about 8.5 msec/cycle.
The compression wave itself was thus due to the global
effect of the abrupt intrusion of jet-flow gas from the
Driver Section into the Test Section. Measurements
from Probe 2 confirmed that only the minor precursor
wavelet of *10 kPa and *0.0.3 msec duration was
detected off-axis from the jet flow.

Although our CFD modeling showed the weak pre-
cursor shockwave to be hemi-spherical, the diaphragm
actually ruptured in a non-ideal manner. Specifically,
the plastic film usually split first at the center and
then petaled outward over *0.3 msec. Because the
probes were positioned very close to the bulging dia-
phragm, this non-ideal diaphragm rupture affected
early flow development, and thus explains the differ-
ences and irregularities of the flow conditions between
the two probes within the first 2 msec. Over the longer
time span of tens of milliseconds, both the stagnation
and static measurements from Probe 2 followed the
quasi-steady pressurization of the Test Section volume,

as expected. Importantly, the non-ideal rupture dy-
namics of the membrane are such that the animal
would be subjected to a true shock front in perhaps
only 10% of tests. Such a shock wavelet would be
very weak and have a duration of a small fraction of
a millisecond.

Next, we compared pressure measurements at the
specimen location with the CFD prediction (Fig. 5).
This further confirmed that prior measurements from
the gauge station on the platform near the specimen
were recording the time-decay of stagnation conditions
of the jet flow, rather than the static overpressure of a
passing shockwave. In fact, the static overpressure
was found to fluctuate at a low level below 20 kPa
throughout the period of jet-flow decay. There was
also close agreement between measurement and CFD
prediction, including weak fluctuations in the pressure
decay having a frequency of *1.3 kHz (Fig. 5). These
weak oscillations were due to radial reverberation of
the rare faction wave in the Driver Section, which
caused mild pulsing of the gas jet efflux. Importantly,
any non-ideal rupture of the diaphragm would make
these perturbations more severe.

The jet flow itself was also noted to be supersonic
and locally 2D as the vortex passed, yielding peak lev-
els in stagnation pressure between 1.5 and 2 msec
(Fig. 5). This computed peak flow was based on the
Bernoulli-flow assumption that stagnation pressure
is the sum of static and dynamic pressure. Correction
for the brief period of supersonic flow was considered
unnecessary for the current objectives to confirm the
basic character of the flow in comparison with that
of explosive blast.

FIG. 4. Representative experimental records from current work.
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Sample results from the second test series concentrat-
ing on flow analyses by means of HSV imaging are pre-
sented in Figures 6 and 7. In Figure 6, results are shown
from particle-tracking dust that was seeded in the dia-
phragm aperture separating the Driver and Test Sections.

Upon diaphragm rupture, a well-defined collimated jet
of gas was observed streaming from the Driver Section,
which gradually decayed over *20 msec. Importantly,
the jetting behavior and timescale were consistent with
the CFD flow prediction.

FIG. 5. Comparison of experimental records with computational fluid dynamic modeling for the early
flow development and peak levels.

FIG. 6. Frame sequence from high-speed imaging of jet-flow developed at the nominal specimen
location. For purposes of referencing time relative to the bursting of the diaphragm, 0.11 ms would be
added to each time shown. High-speed video is presented in Supplemental Figure S2.
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Next, to illustrate loading effects from the jet-flow
OPC, a 40-mm ball ballasted to a density of 1.1
gm/cm3 was set at the specimen location immediately
above the tip of Probe 1, as shown in Figure 7. The sus-
pended spheroid S1 was free to move under loading,
such that tracking its motion allowed estimation of
the applied forces and their direction. Upon diaphragm
rupture, spheroid S1 moved only *1 mm over the first
millisecond, but then rapidly accelerated to a velocity of
*15m/sec over the next 4 msec as the jet flow fully de-
veloped. The impulse imparted for this period was es-
timated to be 0.57 N/sec, yielding an acceleration of
about 270g. Although in normal testing the animal’s
head is restrained from excessive motion by a backrest,
it is clear that the impulsive force demonstrated for
spheroid S1 will be similar and cause the head to be ag-
itated somewhat and forcefully compressed against the
backrest. Next, a second free-flight spheroid S2 was
placed over the tip of Probe 2, located 45 degrees to
the axis of the jet-flow stream (Fig. 7). Notably, spher-
oid S2 did not move during the entire duration of the
test, as expected from the pressure records at Probe
2, which was outside the jet-flow stream and was sub-
jected to only the weak precursor shock wavelet.

Discussion
Our results show that the jet-flow OPC, which has been
widely used in experimental studies designed to model
bTBI,31–41 actually generates a powerful, collimated jet
flow of very high dynamic pressure at the specimen lo-
cation. Although the intensity of this jet flow decays
over 18 msec as the Driver Section depressurizes, this
exposure condition does not represent that of explosive
blast or a traveling shockwave.44,45 Whereas exposure
to high-speed jet flow can elicit neurotrauma, the

imparted forces are different from those of an explosive
blast wave, particularly with regard to the conditions of
static and dynamic pressure. Indeed, the fundamental
physics of a jet-flow apparatus is that the high static
pressure within the Driver Section is converted to dy-
namic pressure (kinetic energy) at the venting aperture,
which is created by diaphragm rupture. This process
generates a powerful collimated jet-stream of gas with
extreme dynamic pressure (high kinetic energy), yet
negligible or partial vacuum conditions for static pres-
sure. Thus, the jet-flow OPC is not a model of free-field
blast exposure.

This model may be termed multi-modal TBI (mmTBI),
with the caveat that this is purely a descriptive term for
the experimental condition, and not a term that is cur-
rently used in clinical diagnosis of human TBI. We
note, however, that this model is clearly capable of in-
ducing neurotrauma31–41 and may be considered useful
for studying brain cell processes after injury and in
evaluating the efficacy of putative therapeutic agents.
For example, through this mmTBI model we have re-
cently reported the unexpected ability to reverse
chronic neurodegeneration in the brain and restore
neurological function at a very distal time-point (over
1 year) after TBI in mice, challenging the long-held
dogma that the treatment window for saving brain tis-
sue from chronic degeneration and impaired cognitive
functioning is limited to an acute time period immedi-
ately following injury.42

To properly design a laboratory model of bTBI, it is
important to emphasize the unique aspects of blast-
wave exposure. A blast wave is a supersonic distur-
bance characterized by a shock front causing a nearly
instantaneous ‘‘step’’ increase in all gas dynamic condi-
tions, such as static pressure, having a rise-time of

FIG. 7. Frame sequence from high-speed imaging of the free-flight motion of a ballasted sphere
subjected to the jet-flow impingement. The test sphere attained a velocity of about 15 m/s within 5 ms or
an acceleration about 270g.
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about 1 nsec. As the shock front reflects and diffracts
around the body within about 1 msec, complex pat-
terns of principal and shear stress are imparted as trav-
eling waves through tissue, yet there is usually no
external evidence of wounding. Stress rates and stress
enhancement at tissue interfaces or boundaries are
expected to be as injurious as stress amplitude itself.
It is important to consider the phenomenon of rise-
time when studying primary blast injury.

Damage from primary blast injury is due to the
unique loading process from the supersonic shock
front as it reflects and diffracts around an object. The
shock front rise-time is *1 nsec, and the shock front
then diffracts around a human in less than 0.5 msec.
This process imparts complex stress waves that en-
hance damage at material interfaces, most distinctly
to air-backed organs such as lung, gut, and ear. There
is no true comparator for this manner of physical in-
sult. Typical car-crash impact to the head, for example,
is focal in nature and has a load rise-time that is thou-
sands of times longer than a shock front from blast.
Humans, as well as many inert structures, are actually
highly resilient to hydrostatic compression when load-
ing is quasi-steady, even if rapidly time-variant, be-
cause the material is able to equilibrate throughout
the process. For example, whereas a pressure change
of 20 atm or 300 psi over a few minutes can be endured
by a free-diver, a shockwave loading of only 2 atm will
destroy the eardrum and entail substantial risk of death
from lung and gut damage. Organs surrounded by
fluid, such as the brain and spinal cord, may be sub-
jected to stress concentrations as the wave passes
through them. In the brain, this involves sharply tran-
sient pressure changes, possibly including partial vac-
uum or underpressure conditions capable of causing
fluid cavitation. These stresses acutely and chronically
damage the brain, with primary neuropathology of dif-
fuse axonal injury and cytoskeletal changes.

With regard to effects on a specimen, a true blast
wave as depicted in Figures 8 and 9 will reflect and dif-
fract around a target, subjecting it to a transient shock
front with a rise-time of *1 nsec as it sweeps fully
around the exposed surfaces. The process of shock dif-
fraction itself occurs in less than 1 msec for an object the
scale of a human head, and from 50 to 100 lsec for a
specimen the size of a rat. By the nature of shock dif-
fraction, the loading entirely envelops all exposed sur-
faces of a target with particularly high reflected-shock
conditions on surfaces facing the incident blast. Follow-
ing the diffraction phase, the target is exposed globally

to a quasi-steady decay of static pressure combined
with a relatively small component of blast-wind effect.
By comparison, notwithstanding a negligible precursor
shock, impingement of the jet flow in this case has a
rise-time on the order of 1.5 msec and subjects a target
to extreme drag forces in a mode similar to high-speed
aerodynamics. The flow energy is almost entirely from
quasi-steady dynamic pressure.

The two conditions of incident blast primarily
responsible for mechanical damage are static and dy-
namic pressure. Briefly, static pressure is the ‘‘crushing’’
action of the blast, whereas dynamic pressure is the ki-
netic energy of the flow, also known as the blast-wind
effect. The energy partition between static and dy-
namic pressure changes with blast intensity. For a

FIG. 8. Description of blast-wave profiles for
static and dynamic pressure (adapted with
permission from Glasstone and Dolan51).
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weak acoustic blast <10 kPa in static overpressure, the
dynamic pressure is negligible. For blast with peak
static overpressure of 103 kPa (15 psi), the peak dy-
namic pressure is about 33 kPa (4.8 psi). However,
for a strong blast of 480 kPa (69 psi) approaching the
edge of a typical explosive fireball, the peak amplitudes
of static and dynamic pressure are about equal.
Another distinction between these flow conditions is
that the shape and duration of the waveforms for dy-
namic pressure and static overpressure differ, with dy-
namic pressure decaying more abruptly and lasting
longer. Figure 9 is an example excerpt from a American
National Standards Institute publication,48 showing
how the two blast conditions change from a 5-ft to 6-
ft standoff from a 1-lb TNT blast.

Historically, blast-wave phenomenology has been
widely studied with respect to nuclear blast in the
1940s, and numerous references describe the technical
specifications for the gas dynamic conditions relevant
to nuclear or high-explosive blast.46–53 As shown in
Figure 8, the distinctive feature of the traveling wave in
free-field conditions (without any target obstruction) is
the shock front denoting a nearly step-function increase
in all the gas dynamic properties (static pressure, density,
temperature, and flow velocity). Immediately following
the shock front, the flow conditions decay to below am-
bient levels before gradually returning to ambient. The
incident free-field static overpressure condition, particu-
larly peak level and duration or impulse, is traditionally
used to cite the level of blast exposure.54 However, it is
important to note that the static overpressure is not

the actual loading that an exposed object would experi-
ence. Rather, the incident wave reflects and diffracts
around a target, causing widely variant transient pres-
sure loading over its exposed surfaces.

The respective damage or injury potential of the
static and dynamic pressure conditions is thus depen-
dent on the nature of the target’s shape, materials,
and structural make-up. It is also strongly dependent
on scale, meaning the blast wavelength compared
with the ‘‘characteristic length’’ of the target. Objects
that are small relative to the scale of the blast are
strongly affected by the throwing effect of blast wind.
For example, a human with a torso diameter of 0.3 m
subjected to a 35-kPa blast of 5-msec duration will
only feel jolted by acceleration forces, but will likely
suffer serious eardrum injury due to the static pressure
of the blast wave. However, a human subjected to a
35-kPa blast of 500 msec duration, which translates to
about 150 m in wavelength (the scale of explosion
from a tactical nuclear weapon or ammunition depot
explosion), will be thrown several meters and suffer se-
rious impact trauma, an effect due to the dynamic pres-
sure or blast wind. This latter effect is also known as
tertiary blast injury.

The effect of blast scaling relevant to bTBI was inves-
tigated by studies in which different-sized spheres,
ranging from the size of a table-tennis ball to a soccer
ball, were subjected to the same standardized blast
wave of 125 kPa amplitude and 6 msec duration, repre-
sentative of a roadside IED-scale event. All spheres
were imparted with an initial ‘‘kick-off’’ velocity from

FIG. 9. Description of blast-wave profiles for static and dynamic pressure for the case of 1 lb (0.454 kg)
TNT at distances of 5 and 6 ft standoff (1.52, 1.83 m). (reprinted with permission from American National
Standards Institute50).
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the reflection and diffraction of the shock front. How-
ever, results showed that an unusual fluid-dynamic
phenomena was invoked by the flow gradients devel-
oped from the blast diffraction phase. This caused the
spheres to be increasingly decelerated by the blast
wind with increasing size.44 Supplementary studies
with ballasted human-skull replicas demonstrated sim-
ilar effects with non-spherical shapes as well, as shown
in Figure 10. The acceleration forces on a human skull
are minor for this scale of blast, with displacement
being only a few millimeters. Therefore, the transient
crushing action of static overpressure, particularly dur-
ing the initial reflection and diffraction of the shock
front, is the dominant injury mechanism.

Conclusion
A comprehensive series of experiments has been con-
ducted with the jet-flow OPC, along with modeling
by CFD, to evaluate the injurious flow conditions.
The results show that the exposure conditions are
those of a very high-speed jet-flow impingement rather
than simulation of explosive blast. The severe impul-
sive loading is clearly capable of inflicting neurotrauma
in a systematic manner, for example, conceptually sim-
ilar to laboratory models of controlled cortical impact
or fluid percussion. The jet-flow OPC apparatus is
therefore useful for discovery and validation of putative
TBI therapies, as well as investigation of underlying
pathophysiological processes in the brain after TBI.
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