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SUMMARY

Bymeans of ab initio computation schemes, we examine the electronic screening,
Coulomb interaction strength, and the electronic structure of a quantum spin
liquid candidate monolayer TaS2 in its low-temperature commensurate charge-
density-wave phase. Not only local (U) but non-local (V ) correlations are esti-
mated within random phase approximation based on two different screening
models. Using GW + EDMFT (GW plus extended dynamical mean-field theory)
method, we investigate the detailed electronic structure by increasing the level
of non-local approximation from DMFT (V = 0) to EDMFT and GW + EDMFT.
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INTRODUCTION

Understanding the effect of Coulombic interaction between electrons in solid has long been a central

theme of condensedmatter physics.1 Notably, the relevant material systems are being extended to include

various two-dimensional (2D) van derWaals materials2–9 andmore recently their twisted combinations.10–18

The local on-site interaction (conventionally represented byU in Hubbardmodel) can induce electron local-

ization, magnetic moment and thereby leading to metal-to-insulator and magnetic phase transition.1,19–21

Many of most intriguing phenomena have been explored within this picture such as unconventional super-

conductivity and quantum spin liquid.21–26 Non-local Coulomb interaction (denoted by V in extended Hub-

bard model) also plays an important role. For example, it can enhance the itinerancy of electrons by

screening Coulomb interactions or broadening the effective bandwidth.27,28 Out of its competition and

cooperation with electron hoppings and local correlations, various instabilities can be induced toward

the charge-ordered or charge density wave (CDW) phase and many others including high angular mo-

mentum superconductivity.27–37 Recently, the effect of non-local Coulomb interaction receives increasing

attention in 2D material.6,38–41

Among many correlated van der Waals materials, TaS2 provides an intriguing case by displaying multiple

ordered phases and their transitions.42–45 At high temperature, TaS2 is known to be metallic and has 1T

structure shown in Figure 1A. As temperature is lowered, it exhibits so-called ‘nearly commensurate

CDW (NCCDW)’, and then finally becomes insulating.46,47 Superconductivity is also observed below

TCz2 � 5 K by applying pressure, doping or electric field.42–44 Importantly, the stabilization of the

low temperature insulating phase is accompanied by commensurate CDW (CCDW) transition for which

the long-range ‘star of David (SOD)’ pattern of atomic rearrangement is well identified in both experi-

ments and simulations (see Figures 2A and 2B).46–50 This phase hosts a flat band in the close vicinity

of chemical potential because of the reduced hopping integral in between SOD molecular orbitals.

Therefore, unveiling the electronic property of CCDW SOD phase is important to understand the

metal-insulator transition and the other related phases observed or suggested in this material at low

temperature.42–45,51–53 Given that Ta atom has the 4+ formal valance, the SOD unit cell should have

odd number of electrons (i.e., 13 = 5d1 3 13), and CCDW-TaS2 is expected to be metallic according

to the standard band picture. It is however in a sharp contrast to experiments.54 Several recent studies

focusing on this issue suggested that either Mott mechanism or interlayer dimerization is responsible for

metal-to-insulator transition.45,55–61 The important challenge here is to estimate the strengths of

Coulomb interactions.62

Another intriguing possibility in this material is quantum spin liquid (QSL). By noting that the low-temper-

ature CCDW phase forms a triangular lattice and carries nominally S = ½ local moment, the low
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Figure 1. Crystal and electronic structure of 1T-TaS2
(A) Crystal structure of monolayer 1T-TaS2. The side and top view is presented above and below, respectively. As shown in

the side view, a layer consists of S-Ta-S layer. In the top view, the triangle (solid line) and inverted triangle (dotted line)

indicates the S atoms around Ta in the upper and the lower layers, respectively.

(B) The local environment around Ta. The Ta atom is surrounded by six S atoms forming the octahedral structure with

slight trigonal distortion. The red, green, and blue arrow (a, b, and c vectors) indicates the three cell vectors shown in (A).

The magenta, cyan, and olive colored arrow shows the local coordinate axes for Ta-d orbital projection. Local axes point

to the octahedral directions by neglecting the small trigonal distortion.

(C) The orbital-projected band structure of 1T-TaS2. Blue and red color shows the Ta-t2g and Ta-eg orbital contribution,

respectively, and yellow refers to the p orbital contribution of S atoms.
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temperature TaS2 was suggested as a QSL candidate.51 This idea is supported by the absence of long-

range magnetic order down to low temperature and the gapless spin excitations.51–53 Notably, a recent

study highlights the effect of non-local Coulomb interaction (V ) on the magnetic nature related to QSL.63

In this paper, we examine the detailed electronic behaviors of monolayer TaS2. Based on two different

models, the electronic screenings are taken into account within random phase approximation (RPA). Cor-

relation strengths, in terms of both on-site U and inter-site V , are successfully quantified for the low-tem-

perature CCDW phase. By adopting GW + EDMFT,32,64–69 we calculate the electronic structure with three

different levels of approximation for inter-site correlation. Although theMott gap is mainly governed by the

local interaction, non-local Coulomb interaction is also sizable. Its effect on the electronic screening, band

dispersion and another possibility toward charge-ordered phase are discussed.
RESULTS AND DISCUSSION

Non-interacting band structure and tight-binding parameters

Figures 1A and 1B shows the crystal structure of 1T-TaS2 and the local TaS6 unit, respectively. The cor-

responding non-interacting band structure within generalized gradient approximation (GGA; i.e., U =

V = 0 eV) is presented in Figure 1C where different colors represent the different orbital characters as

projected onto the local coordinates as defined in Figure 1B. Ta-t2g states dominate the near Fermi en-

ergy (EF) region and the t12g configuration is well identified. The higher energy bands above + 3 eV and

below � 1 eV are mainly composed of Ta-eg and S-p character, respectively, whereas the greenish bands

reflect the mixture of Ta-eg and S-p. The overall electronic feature is in good agreement with previous

studies.56,70–72
2 iScience 26, 106681, May 19, 2023
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Figure 2. Crystal and electronic structure of CCDW-TaS2
(A) Crystal structure of CCDW phase of TaS2. Twelve Ta atoms move toward the central Ta, forming a SOD unit (inset) and

a molecular orbital at around the center. U and V refers to the on-site and the inter-site Coulomb interaction of the

molecular orbital, respectively. a and b are the unit cell vectors corresponding to CCDW phase.

(B) The calculated MLWF for the SOD molecular orbital in CCDW-TaS2. Red line depicts the SOD unit.

(C) The calculated DFT band structure (left; black line) and its density of state (right). The overlaid green line shows the

band structure of MLWF for SOD molecular orbital. The inset shows the zoom-in figure near EF.
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By lowering temperature, 1T-TaS2 is known to undergo CDW structural transitions. So-called nearly

commensurate charge density wave (NCCDW) phase is stabilized below Tz350 K and followed by

CCDW at Tz180 K.46–48 Figure 2A depicts the CCDW structure, so-called SOD pattern, in which twelve

Ta atoms move toward the central one forming a 13-Ta-atom unit cluster.46,47,73,74 In this phase, the

band structure also changes accordingly.55,56,75,76 As shown in Figure 2C, a well-separated single electron

band is solely responsible for the low energy region near EF whereas six bonding orbital states are fully

occupied by twelve Ta-d electrons well below EF . It is noted that the near EF band is fairly flat and nondis-

persive. It is therefore prone to metal-to-insulator transition and other exotic possibilities such as quantum

spin liquid phase when interactions come in to play.55,56,75,76

The green-colored line in Figure 2C shows the band produced by maximally localized Wannier function

(MLWF)77,78 based on which we estimated a reliable set of parameters for the low energy effective (non-in-

teracting) Hamiltonian of CCDW-TaS2. Its real space visualization is given in Figure 2B. The calculated TB

parameters are as follow: the first and the second neighbor hopping is jt1j = 1:812 and jt2j = 0:814 meV,

respectively, well compared with the previous reports.63,79 It is interesting to note that the third neighbor

hopping jt3j = 1:785 meV is larger than jt2j and comparable with jt1j.63
iScience 26, 106681, May 19, 2023 3



Table 1. Estimated Coulomb interactions for CCDW-TaS2

3 bands (RPA) 5 bands (cRPA)

U (eV) 0.371 0.653

V (eV) 0.208 0.359

The calculated on-site (U) and inter-site Coulomb interaction (V ) corresponding to the SOD CDWphase. The parameters are

estimated from two different approaches as discussed in the main text.
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The estimation of on-site and inter-site correlation

Now we try to calculate the interaction parameters from first-principles. Quantitative information of corre-

lation strength is often crucial for exploring the possible exotic quantum phases and understanding their

properties. In the debate over the band gap origin of TaS2,
45,55–61 for example, the size of on-site U is of key

importance. Non-local V is of particular interest in the systems close to the CDW instability as it can induce

charge-ordering instability in the extended Hubbard systems.27,32,80 In general, the constructed phase di-

agrams can be qualitatively different depending on the non-local term. As such, there have been several

attempts to directly estimate the interaction strengths of various transition metal dichalcogenides

(TMDs).2,55,81–85 However, ab initio calculation of these parameters corresponding to CDW phase is chal-

lenging especially for non-local V .

We calculate both U and V for CCDW-TaS2 based RPA/cRPA method. Ideally, it is desirable to compute

these parameters from the direct cRPA calculation of CCDW unitcell. However, a difficulty arises from

the demanding computation cost in dealing with the large cell size. Here we extract the interaction param-

eters from the undistorted 1T-structure,55,86 and consider two different approaches. First, the CCDW U

value can be estimated as the average of atomic Coulomb interactions of 1T structure whose screening

process can be considered within RPA. This first way of computation gives rise to:

U =
1

132

X
R;R0 ˛+

UR�R0 (Equation 1)

where UR�R0 is the Fourier transformed leading eigenvalue of RPA-screened Coulomb matrix. Namely,

UR�R0 = 1
Nq

P
q
Uqe

iq$ðR�R0Þ where Uq = max lq; and lq is the eigenvalue of RPA-screened Coulomb matrix

WRPA
q represented in the eigenbasis of bare Coulombmatrix.86 The screened Coulombmatrix is calculated

for t2g manifold; namely, the red-colored bands in Figure 1C. R and R0 are the lattice cell vectors corre-

sponding to 1T structure, and q is the lattice momentum. Nq is the grid number of lattice momentum.

The white-star symbol represents the + indices of Ta atoms in the same SOD (which is composed of 13

Ta atoms; see Figure 2A). In this first approach, the inter-site correlation V is also computed within the

same spirit:

V =
1

132

X
R˛+;R0 ˛+

UR�R0 (Equation 2)

where the black-star symbol+ refers to the indices of Ta atoms belonging to the nearest-neighboring SOD

(indicated by the unit cell vector a and b in Figure 2A). The calculated U and V following this first approach

are presented in Table 1; referred to as ‘3 bands (RPA)’.

The second approach considers the weights of Ta atoms by projecting them onto the CCDW molecular

orbital. This idea itself is not necessarily combined with (c)RPA but can go with any other method of

computing atomic Coulomb interaction ULR.55 The molecular orbital U then can be estimated from the

atomic Ta-dULR: By calculating the projected weights of Ta-d orbitals (jdaD) with respect to CCDW molec-

ular orbitals (jJD),

U

ULR
=

X
a˛+

jCdajJDj4 (Equation 3)

where a is the atomic Ta index. Ta atoms are classified into three different types considering their symmetry

(see the inset of Figure 2A). Our calculations give rise to jCdajJDj2 = 0:229; 0:064 and 0.035 for Ta-I, Ta-II, and

Ta-III, respectively. U and V are obtained as follow:
4 iScience 26, 106681, May 19, 2023
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U =
X

R;R0 ˛+

jCdR jJDj2jCdR0 jJDj2UR�R0 (Equation 4)
V =
X

R˛+;R0 ˛+

jCdR jJDj2jCdR0 jJDj2UR�R0 (Equation 5)

Here we calculate UR�R0 based on cRPA. In Table 1, this set of results are denoted by ‘5 bands (cRPA)’ as

5-band model of 1T-TaS2 (both t2g and eg) is adopted.

The calculation results are summarized in Table 1. The U values are different in two different approaches:

U = 0:371 eV from ‘3-band RPA’ and 0.653 eV from ‘5-band cRPA’. It is not surprising but rather expected

because different ‘models’ shall take care of different screenings. For example, the weaker correlation in

the former model is naturally attributed to the more screening channels taken into account. Both results

therefore carry useful information for further study whereas the larger supercell of CCDW phase is not

directly computable within cRPA. It is also noted that our results are considerably larger than that of a pre-

vious study based on linear response calculation; U = 0:180 eV.55 From the point of view of the extracting

method of CCDW-U value from 1T structure, the previous study by Darancet et al.55 is the same with our

second approach (i.e., ‘five-band model’). Thus the �0.5 eV difference certainly reflects the difference be-

tween the linear response adopted by Darancet et al.55 and our RPA method whereas only the latter takes

the electronic screenings into account directly. Interestingly, however, the calculated atomicU itself (that is,

corresponding to Ta-d on-site interaction) is larger in the linear response calculation, ULR = 2:27 eV,55 than

our cRPA UR�R0 = 0 = 1:83 eV. It is therefore indicative of that the difference is not simply attributed to the

difference between cRPA and linear response.We presume that the projection also plays an important role.

As shown in Equation 4, our projection method not just takes all of Equation 3 portions into account but it

also includes some inter-site contributions between different Ta atoms in an SOD molecular orbital.

It is also useful to compare the correlation strength of TaS2 to that of NbSe2. A previous study of Kamil

et al.86 reports U = 0:3 eV for NbSe2 and their estimation was based on RPA and three-band model, corre-

sponding to our first approach. It is noted that U for CCDW-TaS2 is significantly larger than CCDW-NbSe2
by about 0.07 eV (see Table 1), which is likely attributed to the different screenings as discussed in the pre-

vious studies on the comparison of TaSe2 with TaS2.
85,87 Here we also note that a recent ARPES study sug-

gests the weaker correlation for NbSe2 than TaSe2.
88

Table 1 also presents the inter-site correlation strength V which can be important for understanding the

possible exotic phases relevant to this system, but has not been quantitatively estimated before. First of

all, sizable V value is noticed; �50% of on-site correlation in both models. It can therefore be important

to take this effect into account within the extended Hubbard model. It is obvious that Hubbard-type

correlation is indispensable for overcoming the DFT-GGA limitation which gives rise to metallic band struc-

ture.54 Previous theoretical studies showed that the inclusion of on-site correlation within DFT+ U and sin-

gle-site DMFT indeed well reproduces the insulating state even though the former incorrectly predicts the

magnetically ordered ground state.55,56 According to the DMFT calculation, Mott transition starts to occur

at U �0.7 eV in bulk TaS2.
56 Note that both sets of our results in Table 1 provide the large enough interac-

tion U with respect to the bandwidthW � 9jtj � 0:02 eV. Importantly, however, the effect of non-local V

has remained unexplored.
GW + EDMFT electronic structure

To see the effect of both local U and non-local V on the electronic structure, one needs to go beyond the

single-site DMFT. Here we adopt GW + EDMFT for that purpose. Computation details are given in STAR

Methods. In Figures 3A–3C, we present the calculated spectral functions as obtained by analytic continu-

ation of Matsubara Green function using maximum entropy method.89–91 In sharp contrast to the metallic

DFT-GGA band structure, GW + EDMFT result clearly shows the insulating gap being consistent with

experiment, DFT+ U and single-site DMFT. In the case of DFT+ U, the long-range spin order naturally

comes in as the ground state configuration.55 With our first set of interaction parameters (U = 0:371 eV,

V = 0:208 eV; shown in Figures 3A and 3B), the upper and the lower Hubbard peak is observed at about

G0.2 eV, respectively, which is well compared with a recent STM experiment of monolayer TaS2.
54,69

Another set of 5-band model produces a slightly larger gap as presented in Figure 3C. Although this stron-

ger correlation set of parameters also reproduces the insulting phase as expected, the notable difference is
iScience 26, 106681, May 19, 2023 5
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Figure 3. Results of GW + EDMFT calculations

(A) The momentum-dependent spectral function calculated by DFT-GGA (dashed lines) and GW + EDMFT (red line). The estimated Coulomb interaction

parameters from 3-band model were used as given in parentheses (U;V ).

(B and C) The momentum-integrated spectral function of GW + EDMFT. Coulomb interactions are estimated by (B) 3-band and (C) 5-band model. The red

colored data represent the density of states (DOS) of GW + EDMFT, and the black lines show the DOS sum of GW + EDMFT and DFT.

(D and E) The calculated imaginary part of local (D) Green function and (E) self-energy of GW + EDMFT. The red and blue color refers to the two different

interaction parameter sets as given in the parentheses.
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the position of Hubbard bands which are in this case found inside the uncorrelated states (thin black line).

The detailed spectroscopic characterization of the valence and conduction band can therefore be useful to

determine the correlation strength whereas the band gap size itself is probably too small to be precisely

compared.

To unveil the other aspects of electronic correlations, we present the imaginary part of local Green function

in Figure 3D. With both parameter sets, it is clearly observed that Im GðiunÞ goes to zero as iun/ 0, indic-

ative of the zero spectral weight at EF, namely, the insulating phase. From the fact that minimum frequency

point is lower in the 3-band-model case (red line), it also confirms the observed gap size difference in

Figures 3A–3C. The calculated self-energies highlight the same feature: In Figure 3E, the slope of vImS=

vun at iun/0 shows the vanishing quasiparticle weight Z =
h
1 � vImS

vun

i� 1
z0, indicating Mott phase.
Further examination of screened coulomb interactions

To gain further insights on the electronic correlations, we investigate the screened Coulomb interaction

and the charge susceptibility. Figure 4A shows the real part of screened Coulomb interaction Wloc. The ef-

fect of non-local Coulomb interaction can be systematically examined by changing the level of
A B C

Figure 4. Bosonic quantities from GW + EDMFT

(A) The screened Coulomb interaction W calculated by DMFT (yellow; V = 0), EDMFT (orange), and GW + EDMFT (red).

(B) The static part of WðiUm = 0Þ (blue-colored; left yaxis) and c� 1
loc (red-colored; right yaxis) as a function of V . The 3-band RPA estimation of V is indicated by

vertical green-dotted line.

(C) The momentum-dependent charge susceptibility cðq; iUm = 0Þ in the vicinity of charge-ordered phase. The calculation has been conducted with

ðU;VÞ = ð0:371 eV; 0:565 eVÞ indicated by black-star symbol in (B).

6 iScience 26, 106681, May 19, 2023
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approximations. Here we fix the value of on-site interaction U = 0:371 eV, and compare the results of two

different inter-site V = 0 and 0.208 eV. GW self-energy can also be taken into account on top of that. In

high-frequency limit, the effective Coulomb interaction approaches to its ‘bare’ value U = 0:371 eV in all

three cases. In low frequency limit, Wloc gradually decreases as the more non-local interactions get

involved. It is a general feature of extended Hubbard model27,32 although the screening effect by V is

not significant as the charge fluctuation is largely suppressed in Mott phase. Figure 4B also shows that

WðiUm = 0Þ gradually decreases as V increases whereas it does not vary much when V is small.

In large V limit, on the other hand, its effect can become pronounced. As shown in Figure 4B, the screened

Coulomb interaction is significantly reduced, indicating that charge fluctuations caused by V further screen

the Coulomb interactions.27,32 In this regime of Va 0.5 eV,W gets rapidly reduced, and simultaneously, the

local charge susceptibility diverges (red line):27,32

c� 1
loc/0 (Equation 6)

where cloc = 1
Nq

P
q
cðqÞ and cðqÞ = ð�Pðq; iUmÞ½1 � vðqÞPðq; iUmÞ�� 1ÞiUm = 0. To perform the detailed inves-

tigation of this limit, we calculate the momentum-dependent static charge susceptibility at V = 0:565 eV

which is deemed a point close enough to the charge-ordering-type instability (corresponding to the black

star point in Figure 4B). In Figure 4C, a diverging feature is clearly identified at (nb1
;nb2

)=(0.333,0.333) indic-

ative of a charge-ordering instability (nbi
is fractional coordinate of reciprocal lattice vector bi). Although it

implies the further charge instability over the CCDW phase, the critical V value is far from being realistic in

the current system.
Conclusions

We investigated the electronic screening and the spectral property of monolayer TaS2 by the combination

of DFT, RPA, MLWF and GW + EDMFT. Both on-site and inter-site correlation strengths are estimated

based on two different ab initio RPA approaches. Although its Mott insulating gap is mainly determined

by on-site interaction, the inter-site V is also found to be sizable. The comparison of DMFT, EDMFT, and

GW + EDMFT exhibits a systematic change of the electronic behavior because the levels of non-local

self-energy computations are varied. Our work provides useful information and insight for understanding

TaS2 and the other related systems.
Limitations of the study

Our computations of screened Coulomb interaction are based on random phase approximation. The elec-

tronic structure calculations take account of non-local as well as dynamical self-energy within GW +

EDMFT. The singlet formation caused by interlayer dimerization57,59,92,93 could not be considered in our

calculation setups.
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M., Schüler, M., Sangiovanni, G., and
Wehling, T.O. (2018). Electronic structure of
single layer 1T-NbSe2: interplay of lattice
distortions, non-local exchange, and Mott–
Hubbard correlations. J. Phys. Condens.
Matter 30, 325601. https://doi.org/10.1088/
1361-648X/aad215.

87. Miyake, T., Nakamura, K., Arita, R., and
Imada, M. (2010). Comparison of ab initio
low-energy models for LaFePO, LaFeAsO,
BaFe2As2, LiFeAs, FeSe, and FeTe: electron
correlation and covalency. J. Phys. Soc. Jpn.
79, 044705. https://doi.org/10.1143/JPSJ.79.
044705.

88. Nakata, Y., Sugawara, K., Chainani, A., Oka,
H., Bao, C., Zhou, S., Chuang, P.-Y., Cheng,
C.-M., Kawakami, T., Saruta, Y., et al. (2021).
Robust charge-density wave strengthened by
electron correlations in monolayer 1T-TaSe2
and 1T-NbSe2. Nat. Commun. 12, 5873.
https://doi.org/10.1038/s41467-021-26105-1.

89. Jarrell, M., and Gubernatis, J.E. (1996).
Bayesian inference and the analytic
continuation of imaginary-time quantum
Monte Carlo data. Phys. Rep. 269, 133–195.
https://doi.org/10.1016/0370-1573(95)
00074-7.

90. Sim, J.-H., and Han, M.J. (2018). Maximum
quantum entropy method. Phys. Rev. B 98,
205102. https://doi.org/10.1103/PhysRevB.
98.205102.

91. Yoon, H., Sim, J.-H., and Han, M.J. (2018).
Analytic continuation via domain knowledge
free machine learning. Phys. Rev. B 98,
245101. https://doi.org/10.1103/PhysRevB.
98.245101.

92. Ritschel, T., Berger, H., and Geck, J. (2018).
Stacking-driven gap formation in layered 1T-
TaS2. Phys. Rev. B 98, 195134. https://doi.org/
10.1103/PhysRevB.98.195134.
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METHOD DETAILS

DFT and extended hubbard model construction

We performed DFT calculations of monolayer 1T- and CCDW-TaS2 with Vienna Ab initio Simulation Pack-

age (VASP).94,95 The cell parameters and the internal coordinates were optimized with the force criterion of

0.1 meV/�A. The GGA-PBE functional98 was used and the 25�A vacuum taken into account to simulate the

monolayer. 2132131 (83 83 1) k-grid and 500 eV (400 eV) cutoff energy were adopted for 1T-TaS2
(CCDW-TaS2). To describe the effect of electronic correlations of low-energy state in CCDW-TaS2, we

consider the single-band extended Hubbard model:

H = �
X
ijs

tijc
y
iscjs +U

X
i

ni[niY +V
X
< ij >

ninj � m
X
i

ni (Equation 7)

where cyis and cis is the creation and annihilation operator of electron, respectively, with spin s = f[;Yg at
site i. ni = cyiscis is the electron number operator at site i, and

P
< ij >

denotes the nearest-neighbor summation.

The hopping amplitude tij between two site i and jwas calculated with theMLWFmethod.77,78U and V is the

local and non-local Coulomb interaction, respectively. The realistic estimation of these two interaction pa-

rameters is one of the main issues of current study. For this purpose, we used (c)RPA method as imple-

mented in RESPACK code.97

GW + EDMFT

The Hamiltonian is solved within GW + EDMFT whose standard self-consistent loop can be briefly summa-

rized as below.27,32

(i) Calculate the lattice green function G and the screened Coulomb interaction W :
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Gðk; iunÞ = ½iun � tðkÞ+m � Sðk; iunÞ�� 1
;

W
�
q; iUm

�
= v

�
q
��
1 � v

�
q
�
P
�
q; iUm

��� 1
;

where k and q are the crystal momentum vectors. iun and iUm refers to the fermionic and bosonic

Matsubara frequency, respectively. The momentum space tðkÞ corresponds to the Fourier transformed tij.

Sðk; iunÞ and Pðq; iUmÞ represents the electron self-energy and the polarization function, respectively. The

bare Coulomb interaction vðqÞ is given by vðqÞ = 2V
h
cosðqxÞ + cos

�
1
2qx +

ffiffi
3

p
2 qy

�
+ cos

�
� 1

2qx +
ffiffi
3

p
2 qy

�i
. In

practice, we start the first loop from Sðk; iunÞ = Pðq; iUmÞ = 0.

(ii) Compute the fermionic and bosonic Wiess fields G and U:

GðiunÞ =
h
GlocðiunÞ� 1 +SlocðiunÞ

i� 1

;

UðiUmÞ =
h
WlocðiunÞ� 1 +PlocðiUmÞ

i� 1

;

where AlocðiunÞ = 1
Nk

P
k

Aðk; iunÞ for any A, and Nk is the number of k-points.

(iii) Solve the following impurity model to obtain the impurity self-energy SimpðiunÞ and polarization

PimpðiUmÞ:

Simp =

Z Zb

0

dtdt0cðtÞ�� G� 1ðt � t0Þ�cðt0Þ
+
1

2

Z Zb

0

dtdt0Uðt � t0ÞnðtÞnðt0Þ

where AðtÞ is the Fourier transormation of AðiunÞ, and cðtÞ and cðtÞ are the Grassmann field for electrons.

Here we took the continuous-time hybridization expansion quantumMonte Carlo impurity solver as imple-

mented in ComDMFT package.96

(iv) Construct the new self-energy and polarization function from the calculated SimpðiunÞ and

PimpðiUmÞ:

Sðk; iunÞ = SimpðiunÞ+SGW
nonlocðk; iunÞ;
P
�
q; iUm

�
= PimpðiUmÞ+PGW

nonloc

�
q; iUm

�
;

where SGWðk; iunÞ = � P
q;iUm

Gðk +q; iun + iUmÞWðq; iUmÞ,

PGW
�
q; iUm

�
= 2

X
k;iun

G
�
k + q; iun + iUm

�
Gðk; iunÞ;

and

Anonlocðk; iunÞ = Aðk; iunÞ � AlocðiunÞ:

(v) Go back to the step (i) and repeat the calculations until Gðk; iunÞ and Wðq; iUmÞ are converged.
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