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A B S T R A C T   

A considerable number of vehicular accidents occur in low-millage zones like school streets, 
neighborhoods, and parking lots, among others. Therefore, the proposed work aims to provide a 
novel ADAS system to warn about dangerous scenarios by analyzing the driver’s attention and the 
corresponding distances between the vehicle and the detected object on the road. This approach is 
made possible by concurrent Head Pose Estimation (HPE) and Object/Pedestrian Detection. Both 
approaches have shown independently their viable application in the automotive industry to 
decrease the number of vehicle collisions. The proposed system takes advantage of stereo vision 
characteristics for HPE by enabling the computation of the Euler Angles with a low average error 
for classifying the driver’s attention on the road using neural networks. For Object Detection, 
stereo vision is used to detect the distance between the vehicle and the approaching object; this is 
made with a state-of-the-art algorithm known as YOLO-R and a fast template matching technique 
known as SoRA that provides lower processing times. The result is an ADAS system designed to 
ensure adequate braking time, considering the driver’s attention on the road and the distances to 
objects.   

1. Introduction 

In recent years, there has been an increment in research of multiple tasks of Advanced Driver Assistance Systems (ADAS) due to 
pedestrians having a significant risk of being in an accident at intersections, low mileage zones, on the roadway, etc. [1–3]. To address 
this problem, ADAS systems involve tasks like vehicle detection, driver gazes and pose estimation, and driver road attention to 
increment road safety, as attending to the drivers’ attention is crucial, considering that a significant proportion of car accidents stem 
from drivers’ lack of awareness [4,5]. 

As mentioned by Li et al. [6], an important aspect of implementing ADAS systems for preventing accidents is primarily the deaths 
and injuries that can occur, but in another perspective, accidents also leave enormous economic costs, and according to the National 
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Highway Traffic Safety Administrator (NHTSA) in 2018 the showed a total costs of 242 billion dollars for crashes, and specifically for 
the case of confirmed distracted driver’s the total cost is roughly sixteen percent of the total cost. In many instances, the lack of 
awareness or distraction can be deduced from the driver’s posture, which can impede their ability to make critical decisions aimed at 
preventing collisions, like in the work of C. Addanki et al. [7], where they analyze the head pose but also include the consideration of 
the eyelid movement for drowsiness that is directly related for knowing the driver fatigue. Also, the work of S. Jha et al. [8] presents an 
approach to estimate the driver’s gaze through the head orientation of the driver. Therefore, pose estimation techniques, such as Head 
Pose Estimation (HPE) [9–11], play a considerable role in ADAS application tasks. HPE is an ongoing field with a wide range of ap-
plications like facial tracking, facial expression, CGI, and driver awareness and fatigue, among others [12–14]. HPE estimation is a 
computer vision application that can be estimated through different techniques, which are image-based, depth-based, and mixed 
methods. In Abate et al. [15] a complete structure of HPE methods is depicted and also mentions the most used techniques for common 
applications in driver assistance, which are possible via the capture of body and facial images, which are processed to classify the 
driver’s activity. However, several research studies focus on the driver’s pose without considering the detection of road individuals 
within the scene who may be injured due to driver distraction. Therefore, concurrent systems that combine head pose estimation and 
road object detection can provide enhanced information to alert the driver when a dangerous scenario happens [7,16,17]. The pro-
posed work presents a driver assistance technique designed to aid drivers in assessing potential hazards. This research focuses on 
enhancing safety by integrating two key components. First, the approach involves estimating the driver’s head pose to classify the area 
of attention. Second, it includes the detection of objects external to the vehicle, enabling the measurement of the distance between the 
vehicle and these objects. Both aspects of this study leverage triangulation and stereo-vision methods for accurate depth estimation, 
thereby enhancing the overall scenario assessment. 

The proposed system of this work continuously computing the HPE of the driver through constant solving of rotational matrices at 
17 frames per second, concurrently an external stereo vision system and in combination with an object detection algorithm that 
computes the distance of the object, which allows the classification of different alarming scenarios for the driver. The novelty of this 
work is divided into the following points:  

• The continuous HPE computation is done by using 3D points recovered by the triangulation method, which works at 17 FPS with a 
MAE of 0.87◦.  

• The incorporation of an object detection phase based on the YOLOv4 network that also extracts depth information via stereo vision, 
in tandem with the HPE of the driver, for assessment of dangerous scenarios.  

• An intuitive driver alarm is designed to alert drivers in dangerous scenarios, particularly when they are not attentive to objects at 
intersections and low-speed areas, which pose a high risk of accidents involving pedestrians, bicycles, and other hazards. 

Considering that low speed zones (40mph and under) have a considerable amount of accidents, for example, for single person 
injuries in accidents below 30(mph) are 14.5 %, and combined with the accidents at 40 mph, the percentage increases to 42.5 %; as the 
U.S. Department of transportation mentions in the traffic safety facts [2], this research aims to contribute towards the development of 
more robust safety assistance systems. 

The rest of the manuscript is organized as follows: Section 2: Related Works, where recent works are presented. Section 3: 
Methodology, where the basic principles and core functionality of the proposed system is presented. Section 4: Experiments and 
Discussion, where the results of our testing is shown and the viability of the present system is discussed. And finally, Section 5: 
Conclusion. 

2. Related Works 

Recently, image-based, depth-based, and mixed methods have incorporated Deep Learning (DL) [18,19] for pose estimation and 
HPE, which has lowered the management of extensive data sets for image applications. For example, S. Jha et al. [8] used the Gaussian 
Process Regression as their back-bone for estimating probabilistic regions of drivers’ gaze and pose and combined it with neural 
networks, which delivered better results for the drivers’ gaze estimation. Liu et al. [20] introduced an end-to-end network for human 
pose estimation, which also includes cues of the human head, whereby a CNN was trained with second-order statistics to describe the 
region features of the human joints in the image. Deep learning (DL) applications for ADAS systems are diverse, with each employing 
unique evaluation methods. Nevertheless, artificial intelligence is emerging as a critical aspect of vision-based applications, including 
HPE, as noted in the review of [21] i.e., the work of H. Liu et al. [22] is an approach of combining convolutional networks for HPE tasks 
and more specifically for infrared images, with the goal to provide an alternative for RGB cameras that are affected by illumination 
variations. In S. Biswas et al. [23], the authors implement a pre-trained VGG16 model to classify three zones, left, right, and straight, of 
the passengers gaze, by using multiple sensing devices (electroencephalographic, electrocardiographic, among others) applied to the 
passenger’s and image captures from the passengers behavior, this with the premise of using the passengers to create an indirect 
judgment on the driver behavior. Lastly, in Zhang et al. [24], adding to the use of an NN, the information of distinctively head dues 
known as orientation tokens is presented, which serve as auxiliary data to the HPE estimation. An important aspect to highlight is that 
conventional HPE techniques rely on 2D imagery which suffer from changes in occlusion, blur, illumination, among other factor, being 
the illumination one of the most common and works like there are research made with infrared cameras. Ju et al. [25], used IR cameras 
for obtaining the HPE through a CNN trained with 2D gamma distribution labels of the drivers’ head pose to address the changes in 
illumination show considerable progress in mitigating this problem but they still rely on one camera and the HPE is estimated by steps 
and not as a continuous value. But Lately, as 3D data sets or depth techniques and also depth sensors become more available, the use of 
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3D data has become desirable given that it allows to treat HPE as a Perspective-n- Point problem and also provides robustness against 
the mentioned problems in 2D image techniques also,like changes in illumination, occlusion, and blur, among other variables when 
capturing images [26,27],i.e., like in Akrout et al. [14], where the authors used a conventional algorithm of Viola and Jones to create 
3D points for the inclusion of the head pose in their fatigue detection system. Also, in C. Bisogni et al. [28],the authors propose an 
end-to-end network that relies only upon depth data, with which through independent HP from fusion of fractal encoded features and 
Key-points detection of the facial depth data is estimated, and then combined to create a final result of HPE through a fusion technique 
known as Nelder-Mead Method (NMM), their result show promising advance in lowering processing times but still show levels of Mean 
Absolute Error of above 4◦. 

Koay et al. [21] noted that driver assistance systems differ based on sensor type, methodology, and applications. The different 
applications of ADAS have included the utilization of depth sensors for assessing driver road attention due to their capability to capture 
significant data regarding the person’s pose, including body, arms, hands, head, and facial features. Moreover, depth sensors or 
cameras are desirable as they are non-intrusive devices that do not distract or disturb the driver. Therefore, in recent years, 
multi-camera concurrent systems have emerged as an efficient, non-invasive solution. For example, Khairdoost et al. [29], equipped a 
vehicle with multiple cameras to obtain distance measurements and an IR depth sensor for the driver pose, and all this visual infor-
mation (vehicle distance, gaze, head pose, among other factors.) predicts drivers maneuvers for switching lanes. The work of 
Khairdoost et al. is also an example of how stereo vision helps with the decision-making of ADAS systems, as depth estimation is used to 
aid the driver maneuver with the gaze and pose estimation. This system creates a circular attention zone where the driver is paying 
attention on the road, and with the depth estimation, creates 3D points that help to see if the driver will make a right or left turn or 
remain straight. Another work incorporating stereo vision is from Leng et al. [30], who apply the disparity maps obtained with a 
Regional Convolutional Neural Network (RCNN) to detect and provide better spatial and geometrical information about the objects on 
the road. This research provided state-of-the-art performance against common Faster-RCNN models but still suffers with overlapping 
vehicles. 

The distinctive works referenced before estimate the pose and sometimes the gaze of the driver, and commonly, AI techniques are 
used to solve these tasks as a classification problem. In many cases, these works are for one application i.e., driver monitoring or object 
detection. However this research, as discussed in the previous section, looks to provide a system that identifies the objects on the road 
and concurrently analyses the drivers’ heads pose to identify its attention on the driving and all of this is capable thanks to the leverage 
of stereo vision which enables us to obtain depth at considerable real-time speeds with a pair of cameras inputs. And, as shown by Shi 
et al. [31] and Khairdoost et al. [29] that leverage stereo vision, depth information is desirable with ADAS systems given that it 
provides extra layers of information that help with the drivers’ assistance tasks (HPE and object distance), and specifically in this 
research, provide an ADAS system that considers low mileage zones. 

3. Methodology 

As mentioned in the introduction, this paper proposes an approach for real-time HPE and concurrently detecting pedestrians, 
providing their depth estimation for the main objective of alarming the driver of dangerous scenarios when crossing a crosswalk or in a 
low mileage zone. 

This work uses a mathematical approach (triangulation technique) to provide the 3D coordinates for the alarm system, which is 
different from previously cited works where they use AI to estimate the depth of information. In conjunction with landmark detection 
approaches, the triangulation technique enables extracting 3D coordinates. It can be used in various tasks, like structural deformation, 
HPE, or the medical sector [32,33]. Also, as in the presented research, the authors in Ref. [33] applied landmark detection to recover 
the angles through stereo vision. However, in this research, the translation of the recovered 3D points in two different timestamps is 
used to calculate the Euler angles for the HPE. 

Fig. 1. Stereo Vision Systems: a) SVS-1 mounted on a base for object detection on the road, and b) SVS-2 mounted inside of the vehicle for the HPE 
of the driver. 
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3.1. Stereo vision system 

For this research, we propose using two stereo vision systems. The first is presented in Fig. 1 a), where it is mounted on a base for 
adhering it to the car hood; this uses object detection to detect pedestrians. The second is, presented in Fig. 1 b), this stereo vision 
system inside the vehicle sees the face of the driver and performs HPE by 3D facial landmark detection. 

To compute the 3D Coordinates, there are a series of prerequisites to verify first: The angles of view of each camera (Horizontal and 
vertical), the camera resolution, the compensation angle, and the Calibration setting [34]. Once these settings are introduced, depth 
information can be computed. 

The depth information is computed by Eq. (1), Eq. (2) and Eq. (3): 

X= a
(

sin C ∗ sin B
sin(B + C)

)

(1)  

Y = a
(

cos B ∗ sin C
sin(B + C)

−
1
2

)

(2)  

Z= a
(

sin B ∗ sin C ∗ tan β
sin(B + C)

−
1
2

)

(3)  

where X, Y, and Z are spatial coordinates given in meters, and a is the separation between the cameras, also known as the baseline. 
These equations can obtain the 3D facial points for HPE and also an object’s distance from the vehicle with the mounted cameras. 

As shown in Figs. 2 and 3, a is the baseline of the cameras. B, C, and β are the corresponding angles to the specific point (P) in space. 
The specific computation of B and C, is shown in Eq. (4) and Eq. (5): 

B=Bi + B0 (4)  

C=Ci + C0 (5)  

where Bi, Ci and B0, C0 are the computed variables of the point (P) and constants, respectively. The constants B0, and C0 are the values 
that fall outside the horizontal angle of view of each camera. These constants are values estimated with Eq. (7) and Eq. (6). 

B0 =90 −
H
2

(6)  

C0 =B0 (7) 

For the unknown variables Bi and Ci, Eq. (8) and Eq. (9) are used for their computation. 

Bi =H
W − Pxl

W
(8)  

Ci =H
Pxr

W
(9)  

where H is the horizontal angle of view of the corresponding camera, W is the width resolution of the corresponding image. Pxl and Pxr 
are the surface point pixel coordinates on the left and right images on the horizontal axis, respectively. β is the corresponding angle for 
the vertical axis and is computed by Eq. (10). 

Fig. 2. Vertical field of view of the SVS.  
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β=(V)

⎛

⎜
⎝

VR
2 − Py

VR

⎞

⎟
⎠ (10)  

where Py is the corresponding pixel value of the point (P) on the vertical axis, this value can either be from the right or left image. V is 
the corresponding angle of view on the vertical axis of the cameras. VR, is the height of the image in pixels for the corresponding 
camera, and finally, the SPylr is the surface pixel point coordinate on the left image. 

3.2. Head pose estimation 

In this paper Eq. (1), Eq. (2), and Eq. (3) are used to provide 3D points to estimate the head pose of a person by solving rotational 
matrix equations to know the pose of a driver [35]. The rotation of spatial points can be made by applying rotational matrices like the 
ones seen in Equations (11)–(13). 

Rx(ψ)=

⎡

⎣
1 0 0
0 cos ψ − sin ψ
0 sin ψ cos ψ

⎤

⎦ (11)  

Ry(θ) =

⎡

⎣
cos θ 0 sin θ

0 1 0
− sin θ 0 cos θ

⎤

⎦ (12)  

Rz(φ)=

⎡

⎣
cos φ − sin φ 0
sin φ cos φ 0

0 0 1

⎤

⎦ (13)  

where Rx, Ry, and Rz are the rotational matrices on each axes. ψ, θ, and φ are the corresponding angles for each rotation on each axis, 
respectively, which are also known as Yaw, Pitch, and Roll angles or Euler Angles. 

The process of rotating a set of spatial points is not commutative, so it has to be made in a specific order, first by the X axis (Rx), then 
by the Y axis (Ry), and finally by the Z axis (Rz), as seen in equation (14). 

R=Rx(ψ)Ry(θ)Rz(φ) (14) 

The multiplication of the component in Eq. (14), provides an extensive and complicated matrix, and conventionally it is abbre-
viated to make it easy to manage. This matrix abbreviation is presented by equation (15). 

R=

⎡

⎣
R11 R12 R13
R21 R22 R23
R31 R32 R33

⎤

⎦ (15)  

where Ri,j are elements of the rotation matrix. These elements rely on the sine and cosine functions. 

Fig. 3. Horizontal field of view of the SVS.  
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The process of rotating a set of spatial points involves a simple matrix multiplication and is shown by the following Eq. (16). 

Pʹ=R ∗ P (16)  

where (Pʹ) are the rotated points of the original ones (P). The only requirements are the known points and the specified angles for 
rotation. 

Now, if there is a need to recover the rotation of a known set of 3D points, like in this work, as we investigate the rotation of a 
driver’s head, an inverse process must be undertaken. First, the original 3D points (P) must be known as the rotated ones (Pʹ), and the 
only unknown variables left to compute are the Ri,j elements of the rotation matrix, with which Eq. (17), Eq. (18), and Eq. (19) can be 
solved to find each Euler Angle. 

ψ = atan 2
(

R23

cos θ
,

R33

cos θ

)

(17)  

θ= − sin− 1
(R31) (18)  

φ= atan 2
(

R21

cos θ
,

R11

cos θ

)

(19)  

⎡

⎣
x1 ∗ R11 + y1 ∗ R12 + z1 ∗ R13 x2 ∗ R11 + y2∗R12 + z2∗R13 x3 ∗ R11 + y3∗R12 + z3 ∗ R13
x1 ∗ R21 + y1∗R22 + z1 ∗ R23 x2 ∗ R21 + y2 ∗ R22 + z2∗R23 x3 ∗ R21 + y3∗R22 + z3∗R23
x1 ∗ R31 + y1∗R32 + z1∗R33 x2 ∗ R31 + y2∗R32 + z2∗R33 x3 ∗ R31 + y3∗R32 + z3 ∗ R33

⎤

⎦=Pʹ (20) 

These equations are known to recover each Euler angle and are derived by solving for each angle using the elements Ri,j from Eq. 
(15). The next step is to find the elements R1,1, R2,1 , R3,1, R2,3 and R3,3 this unknown elements are computed by solving the system of Eq. 
(20) for each of them.where xn , yn, and zn are the spatial points used as templates to calculate the rotation angles. After solving for each 
matrix element needed for the angle recovery, the following equations are left to compute. 

R11 =
(xʹ

2y1 − y2xʹ
1
)(

− z1y3 + z3y1
)

(x2y1 − x1y2)
(
− z1y3 + z3y1

)

− (xʹ
3y1 − y3xʹ

1
)
( − z1y2 + z2y1)

−
(
x3y1 − x1y3

)
( − z1y2 + z2y1)

(21)  

R21 =
(yʹ

2y1 − y2yʹ
1

)(
− z1y3 + z3y1

)

(x2y1 − x1y2)
(
− z1y3 + z3y1

)

− (yʹ
3y1 − y3yʹ

1
)
( − z1y2 + z2y1)

−
(
x3y1 − x1y3

)
( − z1y2 + z2y1)

(22) 

Fig. 4. Graphic description of each corresponding section of the HPE process, where the flow of the data is depicted and also an overview of the 68 
facial landmark classifier is included. Here, both images taken pass thru the Dlibs landmark detector, for obtaining matching points for the next step, 
which is triangulation, then the points are used to obtain the HPE thru inverse rotational matrices. 
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R31 =
(ź2y1 − y2 ź1

)(
− z1y3 + z3y1

)

(
x3y1 − x1y3

)
( − z1y2 + z2y1)

− (ź3y1 − y3ź1
)
( − z1y2 + z2y1)

−
(
x3y1 − x1y3

)
( − z1y2 + z2y1)

(23)  

R13 =
(xʹ

2x1 − x2xʹ
1
)(

− y1x3 + y3x1
)

− ((− z1x3 + z3x1)( − y1x2 + x1y2))

− (xʹ
3x1 − x3xʹ

1
)
( − y1x2 + y2x1)

+(− z1x2 + x1z2)
(
− y1x3 + y3x1

) (24)  

R33 =
(ź2x1 − x2ź1

)(
− y1x3 + y3x1

)

− ((z1x3 + z3x1)( − y1x2 + x1y2))

− (ź3x1 − x3ź1
)
( − y1x2 + y2x1)

+( − z1x2 + x1z2)
(
− y1x3 + y3x1

) (25)  

where x́n , ýn, and źn are the rotated points. 
In this work, three spatial points are used for the head pose recovery, which are extracted by a facial feature extractor algorithm 

(FFE). Fig. 4 shows the flow of the HPE section of our scenario assessment system. First, the images from both cameras of the SVS 1 are 
sent to the FFE algorithm, which provides a set of 68 points representing the characteristics of a person’s face, and by applying the same 
FFE algorithm to both images in the SVS system, a set of matching points can be obtained for the triangulation. From these 68 3D points 
computed by triangulation, three are used for the estimation of the Euler Angles, which are the tip of the nose and two points of the face 
contour, one on each side. After the facial 3D points are available, the next step is to use the solved Eq. (21), Eq. (22), Eq. (23), Eq. (24), 
and Eq. (25) for the recovery of the Euler Angles (see Fig. 4). 

3.3. Stereo Object Detection 

The proposed system requires the concurrent operation of two units; the first one shown in sec.3.2 is for HPE and the second one 
with Stereo Object Detection (SOD). This second unit of the proposed ADAS approach is graphically shown in Fig. 5, and is described as 
follows: First, the two available frames from each camera are captured, and using the object detection algorithm known as YOLO-R 
with the image from “CAM1″ multiple persons and vehicles can be detected within the frame. Next, the pattern matching technique 
from Ref. [36] is used to find the same object on the image from “CAM2″, to finally perform the triangulation from both images to 
obtain the objects’ X, Y, and Z coordinates. With these coordinates, the object’s position can be classified and then used to assess the 
situation. 

The pattern matching presented by Ref. [36] where selected for de SOD unit as it consists of fast template matching with a linear 
complexity, which provides fast and efficient template matching when compared with pattern matching algorithms like Sum of Ab-
solute Differences (SAD) [37,38], among others. 

Fig. 5. Graphic description of the SOD section. The input images from the external SVS are taken, and only the left image is passed to the object 
detection network (based on YOLOv4 Network), from the objects detected, a pattern matching technique is used to find the correct template match 
on the right images to enable the triangulation process to be made. 

J.C. Rodriguez-Quiñonez et al.                                                                                                                                                                                      



Heliyon 10 (2024) e35929

8

The implemented pattern matching technique was developed to provide a fast and low computation technique to use with an object 
detection algorithm. The algorithm is known as Subtraction of Relationship Array (SoRA). This algorithm is based on SAD, but instead 
of matrices subtraction, SoRA implements the inclusion of relationship arrays and the characteristics of a SVS, which reduces the 
computational cost and provides a decreased processing time when compared to other known techniques, a general view of SoRA is 
shown in 1, for a comprehensive understanding of the SoRA algorithm, we recommend referring to the article by Ref. [36] et al. article. 

3.4. Scenario assessment 

The complete diagram of the proposed system is shown in Fig. 6, where both HPE and SOD units are shown and represent the data 
extraction portion for the scenario assessment, in said image, the proposed ADAS, takes into consideration the Euler Angles for 
classifying the position on to the driver is viewing, the five positions are frontal view (FV), left mirror (L), middle (M), Stereo or center 
console (S), right mirror (R), and finally if the driver looks down to its smartphone (T), as shown in Fig. 7. For the classifications of 
these six sectors a neural network (NN) is implemented, as shown in Fig. 6, where a demonstrative figure shows in which part of the 
process it is located, this NN has one input layer with four neurons, two hidden layers with 15 neurons each, and at the output layer 
there are six neurons corresponding to the six classification zones. 

Algorithm 1. SoRA Pseudo Code  

1: Read frames L(n × m) and R(n × m) 
2: Set template size: template(n × n) 
3: Select the template in Left Image: 
4: Initialize template T 
5: Compute row means of T 
6: Compute template relationship array Tr from T 
7: Search for Similarity in Right Image: 
8: Initialize best match variable:minDissimilav rity 
9: Select parallel rows Rc(n × m) on the R(n × m) 10: Compute column means of the matrix Rcn × m 
11: Compute Relationship array Rr from Rc 
12: for i = 0; length(Rr); i++ do 
13: Dissimilarity[i] = Tr(i)-Rr(i) 
14: Best Match position: 
15: Row = get rows of Rr 
16: Column = min(Dissimilarity) + n/2  

The data used for the training of the NN are obtained after validating the performance of the HPE section, where it was found that 
the proposed approach could achieve levels of Mean Absolute Error (MAE) of 0.87◦ moving steps of 3◦. The HPE method does not 
require a specific data set, the Dlibs FLD does the estimation of the facial features for each camera image and consequently creates a 
adequate match between the estimated points to enable the triangulation technique, then rotational matrices provide the Euler angles 
when solving Eq. (17), Eq. (18), and Eq. (19). 

Fig. 6. Proposed ADAS system diagram, in this figure all the main units and process are shown HPE, SOD and the proposed NN which has only two 
hidden layers with 15 neurons each, the exclamation symbol is referring to a warning and this node provides with the classification of the driving 
scenario in question. 
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For the driver assistance system, the head zone classification and the distance between the car and the object are used to provide a 
warning to the driver to pay attention to the zone that is not viewable to the driver and there might be a potential hazard. The 
considerations for providing feedback of a hazardous situation are established by the Boolean Eq. (26). This equation depends on the 
detection to which zone the driver is looking and the detection of objects near the vehicle. 

Alarm= L(A+B) + M + S + R(C+B) + T (26)  

where A, B, and C are the corresponding sectors of the visible area on the stereo images. These sectors can be adjusted to the desired 
value, also, there is a depth parameter that defines the max distance to consider an object “close” to the vehicle for the alarm signal. 

4. Experiment and analysis 

The presented work is developed to provide information of SVS tackling an important application on the automotive industry: a 
driver safety system. This research implements fast template matching, HPE, and NN with the characteristics of a SVS to develop a 
system that can analyze the drivers head movement and the distance between the vehicle and a visible object. The software of the 
proposed system was developed with a combination of LabVIEW 2021 and Python language 3.9, with a resolution of 320 × 240 pixels. 
Our experiments were performed using two laptops one with an Intel core i5 7th Gen., the other one with an Intel core i7 12 Gen. and 
both with 16 GB of RAM. Two SVS, each SVS is equipped with two varifocal lens between 5 and 50 mm and equipped with a Sony 
IMX179 sensor. These cameras are mounted on a 3D printed base, which is separated with a baseline of 100 mm. A driving scenario 
was simulated on a parking lot to evaluate the proposed work. Inside the vehicle in front of the driver the first SVS was collocated. 
Outside, the second SVS was mounted on the hood of the vehicle, and from the center of the SVS two lines were attached to divide the 
three sectors previously discussed A, B, and C, these lines were attached to a camera mounting base and collocated at approximately 5 
m of the car. In Figs. 9 and 10 it can be observed the collocation and distribution of said cameras and sectors of the image. 

The NN used in this research, was trained using compiled information from a test regarding the five zones established. The cameras 
were mounted inside a vehicle, and a driver was instructed to look at each zone for a specific amount of time to compile enough data 
values for each angle. After this trial, the computed Euler Angles were analyzed and used to calculate synthetic data with the same 
standard deviation and mean to increase the data value points for the training of the NN. The point clouds of each zone can be seen in 
Fig. 8, where it is shown that Yaw and Pitch are the angles well separated and provide the best definition of each zone. 

With the estimated point clouds, different clustering models were used but a NN proved a better choice for this task. After the 

Fig. 7. Virtual visualization of the zone classification of the drivers pose.  

Fig. 8. Training data used on the NN for the zone classification, this data is obtained from running the mentioned HPE system, with which a test of 
the six positions analyzed in this work is made, to obtain well separated data for the training of NN with three layers and a soft-max activation 
function at the output layer. 
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Fig. 9. View of the SVS and the driver while testing for the HPE.  

Fig. 10. Second SVS collocation and sectors A, B, and C delimitation for the experimentation. This delimitation is defined to divide the scene into 
sections for the implementation of the driver alarm when a possible object is located in a place where it is not seen. 

Fig. 11. Confusion matrix evaluation of the proposed NN with the provided data points, where: 0 is FV, 1 is L, 2 is S, 3 is R, 4 is M, 5 is T.  
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training of the NN, it was evaluated and with that data a confusion matrix was created. The confusion matrix is shown in Fig. 11, and it 
shows the capacity of the final NN trained with the data shown in Fig. 8. The general accuracy of the NN is of 99.83 %, the only label 
that it has trouble which is when the driver looks at the radio (zone: S), the advantage of implementing the NN instead of a KNN 
classifier was because of the intrinsic characteristics of the loss function, in this work it is desired a system with flexibility over the 
drivers pose and using a loss function like soft-max that learns probabilistic distribution of the data. 

In Fig. 9, it can be observed the first SVS in front of the driver, the cameras don’t obstruct the visibility of the driver and are capable 
of viewing the drivers face to provide the desired images for the HPE. In Fig. 10, the second SVS is shown and the aforementioned 
sectors, a subject is used for the evaluation and is also shown in said image. 

For the experimentation, a driver is situated in the vehicle and a subject is outside at the same distance as the camera mounts. The 
evaluation starts with situating the outside subject first at sector A, then B, and finally C. When moving the outside subject onto each 
sector, the driver will also perform a parallel test by directing its attention to each previously defined classification zone (FV, L, M, S, R, 
and T). This, to analyze the processing time and the ability of the proposed NN and the overall system to provide feedback if there is a 
dangerous scenario up front or not. 

The implemented object detection system, as said beforehand, consist of the application of the object detection algorithm YOLO-R, 
which proved to provide excellent results in object detection and classification, and the use of the pattern matching algorithm SoRA 
[36], due to the shorter processing times over others. The overall SOD unit results under a controlled environment is 0.4 m of Average 
Error, at distances from 5 to 15 m. When testing the system two camera bases were used to delimit each sector but also to have a 
distance mark, these bases were placed at 5 m from the car, and the subject was situated under that distance line. In outdoor testing the 
average RMSE is 0.73 m, which proved that still under outdoor lighting it can still provide relatable measurements for these 
applications. 

When compared to similar depth estimations like in Yang et al. [39], the proposed system shows competitiveness denoted by a 
comparison of RMSE and the Squared Relative Error (SqRel). The work of Yang et al. [39] presents an approach of a deep network 
paired with a custom epipolar attention module for multi-view depth estimation (called MVS2D), which is for 3D scene reconstruction, 
where a considerable number of depth points are computed for short and medium distances., also they compared their findings with an 
existing data set and network both named DeMoN [40], also used for multi-view depth estimation. In contrast, the proposed system 
works for larger distances and is designed to work with a smaller number of objects, and for each object, the depth is computed in 
relation to its centroid on the captured stereo images, and also this is done with just a pair of frames instead of a consecutive stream of 
video or multiple camera images. The proposed system of MVS2D obtains depth estimation with a low RMSE, and when comparing it to 
our proposed work, their documented level of RMSE is 0.38 and for our proposed work, is 0.73, and lastly, for DeMoN is 2.27, which is 
the highest of the three. When comparing these three systems with their Relative Squared Error, MVS2D showed a lower level of SqRel 
with 0.1; ours came in second with 0.21, and DeMoN in third with 1.68. The MVS2D system showed the lowest level of error under 
these two-metric comparisons. Nevertheless, MVS2D is tailored for short distances, necessitating the capture of multiple images and/or 
videos for optimal functionality. Furthermore, its design is optimized for operation within laboratory conditions. Hence, we consider 
that the proposed approach is more convenient as it is suitable for medium to long-distance applications where processing time is 
critical, and the achieved RMSE is adequate for this application. 

The proposed ADAS system performs well under adequate levels of illumination (with clouds or shade over the vehicle), with a 98 
% accuracy rate. Applying the proposed system to different evaluations under different lighting scenarios provided the expected 
outcomes of the system, which were a decrease in accuracy, with a 96 % accuracy in the morning at 10 a.m. (with the sun over the 
vehicle) and 91 % accuracy in the evening at 6 p.m. (with the sun directly illuminating the face of the driver). Regarding the number of 
objects that the system could detect, this is bound to the YOLO network performance of detection, but for our application, the system 
proved capable of detecting multiple persons throughout the testing phase and would register the closest person to the vehicle. The 
proposed system runs on average at 17 frames per second, which is capable of being used in low-speed road sections, like: crossing 
sections, school zones, and others. As, stated by the American Association of State Highway and Transportation [41] a driver has a 1.5 s 
reaction time (RT) to a possible stopping situation, and as shown in Table 1 the RT at different speeds impacts heavily on the breaking 
distances (BD), given that as the vehicle speed increments the RT distance also increases. Table 1 shows an example of an object 
detected at a distance of 25m, and with the AASHTO guidelines on breaking, the accountability of the RT distance and the addition of 
the distance that an image frame represents, the range of speed on which our system can be applied is estimated (bellow 30 km/h), this 
table shows that at 20 km/h there is approximately 12 m to apply the brakes with sufficient time to come to a stop before impact (SbI), 
and as it increases to 30 km/h it is reduced to almost 2 m to brake. These numbers are estimated with a constant deceleration of 3.4 
m/s2. In a case of emergency braking the vehicle can decelerate at a much higher rate which widens the minimum breaking distance to 
much higher velocities. 

Fig. 12 represents the example of an object at 25m, in this figure it can be graphically appreciated the amount of meters needed for a 
safe breaking situation, it shows that with a speed of 20 km/h there is sufficient distance for the driver to start the braking process or 
with an AESB. In this example an adequate supervision of the driver awareness and object detection can provide a quick feedback to the 
driver to apply the brakes before the minimum BD needed for a safe stopping, but when the speed of the vehicle increases this 
minimum BD will also increase, and according with Table 1, with a speed of 30 km/h there is only 1.71m left to start braking, which 
makes having an automatic system to alert the driver can help with the braking situation. This analysis shows that the proposed 
approach is applicable under 30 km/h given the USA guidelines, that manage a constant deceleration of the vehicle. 

Overall, the proposed system can leverage stereo vision characteristics to provide stable and accurate depth estimation and HPE, 
which can be used in ADAS. Thanks to its level of depth perception, which is obtained through parallax, The proposed system proves 
capable of obtaining reliable depth measurements, either inside or outside of the vehicle, as noted in our results, but also, through 
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testing; a downside was encountered. When using a set of stereo cameras inside a vehicle, it is desirable that they have a wider field of 
view to accommodate the different possible collocations of the cameras and provide a complete view of the driver at all times to reduce 
the physical complexity of mounting the cameras on difficult sections of the vehicle, on the dashboard or the windshield. Also, the 
proposed SVS proved capable of working at real-time speeds, this was done by leveraging the implementation of working in parallel 
with two computers, one for the main system and the other one for the usage of a GPU for the DL algorithm. Finally, the proposed 
system also proved capable of working under different lighting conditions, providing promising results when working on indoor or 
outdoor scenarios, but for extreme scenarios like low and extreme lighting conditions, the system under performed, like in most 
camera-based systems, the lighting of a scene can over saturate the image and provide undesired results, and for this application, in a 
future iteration of the system the RGB cameras will be replaced by IR cameras, this to improve the performance under illumination 
variations. 

5. Conclusion and future works 

The proposed work showcases a suitable ADAS system that requires as input a pair of images to deliver a possible dangerous 
situation assessment in real-time, to decrease the percentage of street accidents. This assessment is possible by concurrently estimating 
the HPE estimation and classifying the zone on which the driver is viewing with a 99.77 % accuracy. The proposed system is able to 
classify the head movement through a continuous computation of the head pose with an average error of 0.87◦, which is an important 
characteristic of our work; this characteristic provides an opening to future works where we can analyze the flow of the drivers’ head to 
classify their behavior. Finally, the proposal to integrate the YOLO-R model with the template matching SoRA has enabled real-time 
object detection and distance determination processing, thus furnishing essential information to the alarm system. With a processing 
speed of 17 fps, this system can be effectively deployed in low mileage zones, as shown in Table 1. 

In conclusion, our proposed work can provide driver feedback for a possible collision or can be paired with an AESB for automatic 
deceleration. For future research, the driver’s emotion and behavior analysis will be considered to increase the robustness of the 
driver’s road attention and automatic control configurations. Also, the RGB cameras used for HPE will be replaced by IR cameras to 
improve the system against illumination variation and to introduce low light application. 
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Table 1 
Table of Breaking Distance for different vehicle velocities. For this research application, the response time of our system is estimated at 17 FPS, with 
which the calculations for the Reaction time (RT) and breaking distances (BD), taking into account the AASHTO guidelines, to estimate if the vehicle 
will stop before impact (SbI) are computed.  

Frame rate Speed (Km/h) Speed (m/s) RT RT (m) FPS (m) OD BD (3.4m/s^2) BD Window Min BD SbI 

17 20 5.56 1.50 8.33 0.33 25 4.60 20.40 11.73 Yes 
17 30 8.33 1.50 12.50 0.49 25 10.30 14.70 1.71 Yes 
17 40 11.11 1.50 16.67 0.65 25 18.40 6.60 − 10.72 No 
17 50 13.89 1.50 20.83 0.82 25 28.70 − 3.70 − 25.35 No  

Fig. 12. Breaking distances of a vehicle traveling at 20 km/h. This figure shows a graphic demonstration of the vehicle breaking operation, where 
the driver has to take with precaution all the primary distances that have to be considered when breaking: Object distance, Braking Distance (BD), 
Reaction Time (RT) lost in meters and the minimum BD. 
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