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Abstract Background: Very limited information is available regarding the accuracy and appli-
cability of various ultrasonography parameters [abdominal circumference (AC), biparietal
diameter (BPD), femur length (FL), and head circumference (HC)]-based fetal weight estima-
tion models for Indian population. The objective of this study was to systematically evaluate
commonly used fetal weight estimation models to determine their appropriateness for an In-
dian population.
Methods: Retrospective data of 300 pregnant women was collected from a tertiary care center
in Bengaluru, India. The inclusion criteria were a live singleton pregnancy, gestational age > 34
weeks, and last ultrasound scan to delivery duration < 7 days. Cases with suspected fetal
growth restriction or malformation were excluded. For each case, fetal weight was estimated
using 34 different models. The models specifically designed for low birth weight, small for
gestation age, or macrosomic babies were excluded. The models were ranked based on their
mean percentage error (MPE) and its standard deviation (random error). A model with the least
MPE and random error ranking was considered as the best model.
Results: In total, 149 cases were found suitable for the study. Out of 34, only 12 models had
MPE within � 10% and only seven models had random error < 10%. Most of the Western
population-based models had a tendency to overestimate the fetal weight. Based on MPE
and random error ranking, the Woo’s (AC-BPD) model was found to be the best, followed by
Jordaan (AC), Combs (AC-HC-FL), Hadlock (AC-HC), and Hadlock-3 (AC-HC-FL) models. It was
observed that the models based on just AC and AC-BPD combinations had statistically signifi-
cant lesser MPE than the models based on all other combinations (p < 0.05).
Conclusion: It was observed that the existing models have higher errors on Indian population
than on their native populations. This points toward limitations in direct application of these
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models on Indian population without due consideration. Therefore, it is recommended that cli-
nicians should exert caution in interpretation of fetal weight estimations based on these
models. Moreover, this study highlights a need of models based on native Indian population.
ª 2016, Elsevier Taiwan LLC and the Chinese Taipei Society of Ultrasound in Medicine. This is
an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/
by-nc-nd/4.0/).
Introduction

Intrauterine well-being and survival of a fetus is very closely
linked with intrauterine weight gain as fetuses outside the
normal weight range are shown to be at an increased risk of
perinatal morbidity, mortality, and poor growth and devel-
opment in the long term [1,2]. This makes it very important
to have an accurate estimation of fetal weight. In the last
few decades, researchers across the globe have published a
number of models based on ultrasonography parameters for
fetal weight estimation, albeit with a varying degree of
success. Most of these models are based on the Western
population, with recent additions of Asian population-based
models [3e5]. Although it is possible to use a model devel-
oped on one population for another population [6], differ-
ences in nutritional, socioeconomic, and genetic factors of
populations are likely to impact the accuracy of the model
[7,8]. Therefore, so far, no model has shown to be consis-
tently superior across different populations [9].

Inaccurate estimation of fetal weight may result in un-
necessary or delayed interventions, resulting in morbidity
for patients and making clinicians more susceptible for
medicolegal issues. Therefore, it is very important to
systematically validate existing models prior to their appli-
cation on any new population. Unfortunately, for the
Indian population, very limited information is available in
this regard, which puts clinicians and patients at a disad-
vantage. This study is an attempt to provide systematic in-
formation to clinicians regarding ultrasonography-based
fetal weight estimation,which they can use in their practice.

The aim of this study was to systematically evaluate
commonly used ultrasonography-based fetal weight esti-
mation models to determine their accuracy and appropri-
ateness for an Indian population.

Material and methods

Study population

We used retrospectively collected records of 300 pregnant
women who were delivered in a tertiary care hospital in
Bengaluru (Bangalore), India, during 2013 for this study.
The deidentified data was stored in Microsoft Office Excel
2010 (version 14.0.7166.5000, Microsoft Corporation, USA,
2010) software and was scrutinized for inclusion and
exclusion criteria. The inclusion criteria for the study were
a live birth singleton pregnancy, gestational age � 34
weeks, and cases with the last ultrasound scan to delivery
duration � 7 days. All the cases with suspected fetal mal-
formation, fetal growth restriction, large for gestational
age fetuses or cases with pre gestational or gestational
diabetes were excluded as these conditions are known to
influence the fetal weight, possibly introducing a bias in the
accuracy of a model.

For inclusion, gestational age was determined using the
date of the last menstrual period; in case of ambiguity,
gestational age by ultrasound examination was considered.
All the ultrasound scans were performed by sonologists
using standard protocols. Based on ultrasonography pa-
rameters, the fetal weight was estimated using the
Hadlock-4 model. The fetuses with estimated weight less
than the 10th percentile for gestational age were classified
as having growth restriction, whereas the fetuses with
estimated weight more than the 90th percentile were
classified as large for gestational age. Weights of all
newborn babies were measured immediately after birth. In
total, 149 cases were found suitable for the study.

The study was approved by an ethical committee in
writing. The study was conducted in accordance with local
regulations and, where applicable, the Declaration of
Helsinki.

Selection of fetal weight estimation models

To determine the existing ultrasonography-based fetal
weight estimation models, online databases of MEDLINE and
Google Scholar were searched; reference lists from the
selected papers were also used to find further relevant
studies. The selection was restricted to models based on
combinations of four routinely used biometry parameters,
such as abdominal circumference (AC), biparietal diameter
(BPD), head circumference (HC), and femur length (FL).
The models, which are specifically designed for low birth
weight, small for gestation age, or macrosomic babies were
excluded. In total, 34 models were found to be suitable for
the study (Table 1). All these models were implemented in
MATLAB (MATLAB 8.4, The MathWorks Inc., Natick, MA,
2015) and fetal weights were estimated based on ultraso-
nography parameters from the last week of pregnancy.

Statistical analysis methodology

The estimated fetal weights (EFW) by different models
were compared with actual birth weights (ABW) by means
of: (1) mean of differences between EFW and ABW (EFW e
ABW) for all individual cases; (2) standard deviation of
differences; (3) mean of percentage errors (MPE), for an
individual case, percentage error (PE) was calculated using
the following equation:

Percentage error ðPEÞZ
�
EFW � ABW

ABW

�
� 100
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Table 1 Details of the selected ultrasonography-based fetal weight estimation models.

No. Model (ultrasonography
parameters)

Country
of origin

Formula

1 Campbell (AC) [10] UK Ln EFW Z �4.564 þ 0.282 (AC) � 0.00331 (AC)2

2 Hadlock (AC) [11] USA Ln EFW Z 2.695 þ 0.253(AC) � 0.00275(AC)2

3 Higginbottom (AC) [12] UK EFW Z 0.0816(AC)3

4 Jordaan (AC) [13] S. Africa Log10 EFW Z 0.6328 þ 0.1881(AC) � 0.0043(AC)2 þ 0.000036239(AC)3

5 Warsof (AC) [14] USA Log10 EFW Z �1.8367 þ 0.092(AC) � 0.000019(AC)3

6 Waseem-1 (AC) [5] Pakistan Log10 EFW Z 0.708 þ 0.136 (AC) � 0.002 (AC) 2

7 Warsof (FL) [14] USA Ln EFW Z 4.6914 þ 0.151(FL)2 � 0.0119(FL)3

8 Hadlock (AC-HC) [11] USA Log10 EFW Z 1.182 þ 0.0273(HC) þ 0.07057(AC) � 0.00063(AC)2 � 0.0002184(HC)(AC)
9 Jordaan ( AC-HC) [13] S. Africa Log10 EFW Z 0.9119 þ 0.0488(HC) þ 0.0824(AC) � 0.001599(HC)(AC)
10 Ferrero (AC-FL) [15] Italy Log10 EFW Z 0.77125 þ 0.13244(AC) � 0.12996(FL) � 1.73588(AC � AC)/1000 þ 3.09212(FL � AC)/1000 þ 2.18984(FL/AC)
11 Hadlock-1 (AC-FL) [16] USA Log10 EFW Z 1.304 þ 0.05281(AC) þ 0.1938(FL) � 0.004(AC)(FL)
12 Warsof (AC-FL) [17] USA Ln EFW Z 2.792 þ 0.108(FL) þ 0.0036(AC)2 � 0.0027(FL)(AC)
13 Waseem-3 (AC-FL) [5] Pakistan Log10 EFW Z �3.548 þ 0.204(AC) þ 0.935(FL) � 0.027(AC)(FL)
14 Woo (AC-FL) [3] Hong Kong Log10 EFW Z 0.59 þ 0.08(AC) þ 0.28(FL) � 0.00716(AC)(FL)
15 Hadlock (AC-BPD) [11] USA Log10 EFW Z 1.1134 þ 0.05845(AC) � 0.000604(AC)2 � 0.007365(BPD)2 þ 0.000595(BPD)(AC) þ 0.1694(BPD)
16 Hsieh (AC-BPD) [18] Republic

of China
Log10 EFW Z 2.1315 þ 0.0056541(AC)(BPD) � 0.00015515(BPD)(AC)2 þ 0.000019782(AC)3 þ 0.052594(BPD)

17 Jordaan (AC-BPD) [13] S. Africa Log10 EFW Z �1.1683 þ 0.0377(AC) þ 0.0950(BPD) � 0.0015(BPD)(AC)
18 Merz (AC-BPD) [19] Germany EFW Z �3200.40479 þ 157.07186(AC) þ 15.90391(BPD)2

19 Shepard (AC-BPD) [20] USA Log10 EFW Z �1.7492 þ 0.166(BPD) þ 0.046(AC) � 0.002546(AC)(BPD)
20 Vintzileos (AC-BPD) [21] USA Log10 EFW Z 1.879 þ 0.084(BPD) þ 0.026(AC)
21 Warsof (AC-BPD) [14] USA Log10 EFW Z �1.599 þ 0.144(BPD) þ 0.032(AC) � 0.000111(BPD)2(AC)
22 Waseem-2 (AC-BPD) [5] Pakistan Log10 EFW Z 0.949 þ 0.099(AC) � 0.001(AC) 2 þ 0.056(BPD)
23 Woo (AC-BPD) [3] Hong Kong Log10 EFW Z 1.63 þ 0.16(BPD) þ 0.00111(AC)2 � 0.0000859(BPD)(AC)2

24 Hadlock-2 (AC-BPD-FL) [16] USA Log10 EFW Z 1.335 � 0.0034(AC)(FL) þ 0.0316(BPD) þ 0.0457(AC) þ 0.1623(FL)
25 Hsieh (AC-BPD-FL) [18] Republic

of China
Log10 EFW Z 2.7193 þ 0.0094962(AC)(BPD) � 0.1432(FL) � 0.00076742(AC)(BPD)2 þ 0.001745(FL)(BPD)2

26 Shinozuka (AC-BPD-FL) [22] Japan EFW Z 0.23966(AC)2(FL) þ 1.6230 (BPD)3

27 Waseem-4 (AC-BPD-FL) [5] Pakistan Log10 EFW Z �2.213 þ 0.147(AC ) þ 0.088(BPD) þ 0.652(FL) � 0.020(AC)(FL)
28 Woo (AC-BPD-FL) [3] Hong Kong Log10 EFW Z 1.54 þ 0.15(BPD) þ 0.00111(AC)2 � 0.0000764(BPD)(AC)2 þ 0.05(FL) � 0.000992(FL)(AC)
29 Jordaan (AC-BPD-HC) [13] S. Africa Log10 EFW Z 2.3231 þ 0.02904(AC) þ 0.0079(HC) � 0.0058(BPD)
30 Combs (AC-HC-FL) [23] USA EFW Z 0.23718(AC)2(FL) þ 0.03312(HC)3

31 Hadlock-3 (AC-HC-FL) [16] USA Log10 EFW Z 1.326 � 0.00326(AC)(FL) þ 0.0107(HC) þ 0.0438(AC) þ 0.158(FL)
32 Munim (AC-HC-FL) [4] Pakistan Log(EFW) Z 6.9044186 þ 0.0000022(HC)2 � 0.0150359(AC) þ 0.0000291(AC)2 þ 0.0667425(FL) � 0.0004164(FL)2

33 Ott (AC-HC-FL) [24] USA Log(EFW) Z 0.04355(HC) þ 0.05394(AC) � 0.0008582(HC) � AC þ 1.2594 (FL/AC) � 2.0661
34 Hadlock-4

(AC-HC-BPD-FL) [16]
USA Log10 EFW Z 1.3596 þ 0.0064(HC) þ 0.0424(AC) þ 0.174(FL) þ

0.00061(BPD)(AC) � 0.00386(AC)(FL)

AC Z abdominal circumference; BPD Z biparietal diameter; EFW Z estimated fetal weights; FL Z femur length; HC Z head circumference; S. Africa Z South Africa; UK Z United
Kingdom; USA Z United States of America.
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based on individual percentage errors, MPE was calculated;
(4) standard deviation of percentage errors (SD-PE); (5)
analysis for proportions of EFW, which are within �5%,
�10%, and �15% of ABW; and (6) Pearson correlation co-
efficient between EFW and ABW.

The models were compared with each other using the
one-way analysis of variance test; a p value < 0.05 was
considered as a statistically significant difference. All sta-
tistical analyses were performed in MATLAB and Microsoft
Office Excel 2010.

Selection of the best model

Most of the researchers have used MPE and SD-PE as primary
measures to compare the accuracy of different models.
MPE denotes a magnitude of systemic error between fetal
weight estimates by an individual model and ABW. A posi-
tive value of MPE denotes degree of overestimation,
whereas a negative value denotes degree of underestima-
tion in fetal weight estimation. The SD-PE is an indicator of
random error in a measurement.

For selection of the best model, we used the method-
ology proposed by Melamed et al [25] with a few modifi-
cations. The models were first ranked in an ascending order
on the basis of their MPE and SD-PE independently, with
rank 1 indicating the lowest error. For a model, the total
score was calculated by adding its MPE and SD-PE ranks.
Finally, the models were ranked based on their total scores;
a model with the least score was ranked as the best model.

Results

A total of 149 cases were found suitable for the final
analysis. The important characteristics of the study popu-
lation are summarized in Table 2. Out of all selected cases,
21 cases had hypertensive disorder and 12 cases had thyroid
disorders. About 60% cases had an ultrasound scan done
within 3 days before delivery. Based on a literature review,
34 commonly used fetal weight estimation models were
identified. Among these models, 19 models were based on
the Western populations (UK, USA, and Europe), three on
African populations, and the remaining 12 on Asian pop-
ulations. Out of 34 models, seven models were based on
just one biometry parameter; 16 models were based on
combinations of two parameters; 10 models were based on
Table 2 Demographic characteristics of the study
population.

Parameter Mean (� SD)

Maternal age (y) 23.64 (� 3.36)
Mean gestational age (wk) 38.36 (� 1.49)
Biparietal diameter (cm) 8.98 (� 0.38)
Abdominal circumference (cm) 32.84 (� 1.48)
Head circumference (cm) 32.32 (� 1.01)
Femur length (cm) 7.15 (� 0.27)
Mean actual birth weight (g) 2763.63 (� 380.40)
Mean duration between ultrasound

scan and delivery (d)
2.87

SD Z standard deviation.
combinations of three parameters, and one model was
based on all four parameters.

Accuracy parameters of the models

For the models (model-1, 5, 17, 19, 21, and 33) those pro-
vide EFW in kg, it was converted in gram for comparison.
We observed a very wide variation in mean difference
among various models (�1799.8 g to 1478.5 g) with most of
the models having a tendency to overestimate the weight.
Only six models had a mean difference within �200 g, with
three models having it within �100 g. The worst difference
(more than �1000 g) was observed with the Warsof (AC-FL),
Waseem (AC), Munim (AC-HC-FL), and Waseem-2 (AC-BPD)
models.

Systemic errors as measured by MPE also showed a wide
variation (�65.5% to 54.1%), with only 12 models having MPE
within �10%. The least systemic error was observed with
the model of Woo (AC-BPD), followed by Jordaan (AC); both
of them had systemic error within �5%. The lowest random
error was observed with the model of Waseem-1 (AC), but it
had a very high MPE. Random error showed lesser variation
than systemic error, evident by the fact that 30 models had
random error in a narrow range of 9% to 12%.

Most of the models had a correlation coefficient in a
range of 0.650e0.725, with the highest correlation coeffi-
cient of 0.7296 with Hadlock-4 (AC-HC-BPD-FL) model.

Selection of the best model

Total score and ranks of all the models are summarized in
Table 3. As per ranking method, the Woo’s (AC-BPD) model
had the least score; thus, it was judged as the best model
followed by the model of Jordan (AC).

Most of the models with low systemic errors also had low
random errors; however, there were a few models, which
had low systemic error but marginally high random error.
Due to the overall small variations in random error, such
models had high total score even though the difference in
their random error was very small compared with other
models; this resulted in these models being placed at higher
ranks. Therefore, rather than totally relying on the ranking
method, we selected those models where systemic error
was within �10% for further detailed analysis. We selected
10% as the threshold because any model with more than
�10% variations in EFW is likely to be of limited use in
clinical practice. In total, 12 models fulfilled this criterion
(models with the rank 1 to 10, rank 16, and rank 20). The
comparative analysis of these 12 models on the basis of
their MPE is illustrated in Figure 1. It was observed that the
MPE of these models had an asymmetric distribution around
their mean values.

Regarding analysis for proportions of EFW, which are
within a certain limit of ABW, we observed that out of the
12, only four models had EFW within �10% of ABW for more
than 60% cases (Table 4).

Figure 2 shows the detailed proportional distribution of
EFW of the selected 12 models. It was observed that the
models had considerable variations in the distribution of
proportion of cases with most of the models having a ten-
dency to overestimate the fetal weight.



Table 3 Accuracy parameters of the selected models.

No. Model Total
score

Rank Mean difference,
g (�SD)

Mean percentage
error, % (�SD)

Correlation
coefficient

1 Campbell (AC) 38 22 317.14 (265.81) 12.46 (10.48) 0.7120
2 Hadlock (AC) 41 23 333.17 (269.81) 12.92 (10.56) 0.7152
3 Higginbottom (AC) 23 8 145.59 (285.27) 5.80 (10.52) 0.7190
4 Jordaan (AC) 10 2 93.72 (267.16) 4.48 (9.86) 0.7145
5 Warsof (AC) 53 29 474.51 (273.77) 18.10 (11.12) 0.7105
6 Waseem-1 (AC) 34 17 �1733.0 (363.30) �62.09 (4.62) 0.5440
7 Warsof (FL) 49 26 303.13 (294.15) 12.18 (11.79) 0.6291
8 Hadlock (AC-HC) 17 4 202.09 ( 270.77 ) 8.06 (10.11) 0.7159
9 Jordaan (AC-HC) 48 25 387.57 (266.21) 15.01 (10.68) 0.7145
10 Ferrero (AC-FL) 56 31 566.46 (273.04) 21.4 (11.18) 0.7250
11 Hadlock-1 (AC-FL) 34 18 302.39 (270.03) 11.71 (10.37) 0.7254
12 Warsof (AC-FL) 37 21 �1799.86 (265.53) �65.55 (8.08) 0.7145
13 Waseem-3 (AC-FL) 52 27 324.32 (291.70) 13.04 (11.63) 0.6336
14 Woo (AC-FL) 63 33 697.20 (295.0) 26.02 (11.91) 0.7242
15 Hadlock (AC-BPD) 42 24 295.54 (290.58) 11.50 (11.03) 0.6851
16 Hsieh (AC-BPD) 30 16 208.1 (238.58) 8.25 (10.58) 0.6999
17 Jordaan (AC-BPD) 29 12 277.89 (269.78) 10.91 (10.37 0.7131
18 Merz (AC-BPD) 52 28 482.06 (266.48) 18.50 (11.02) 0.7128
19 Shepard (AC-BPD) 58 32 435.02 (311.86) 16.45 (11.91) 0.6867
20 Vintzileos (AC-BPD) 53 30 342.05 (319.95) 12.96 (11.90) 0.6891
21 Warsof (AC- BPD) 24 10 82.04 (293.46) 3.63 (10.59) 0.6812
22 Waseem-2 (AC-BPD) 65 34 1478.54 (424.75) 54.15 (16.17) 0.7127
23 Woo (AC-BPD) 5 1 �43.03 (272.63) �0.85 (9.58) 0.7006
24 Hadlock-2 (AC-BPD-FL) 29 13 283.74 (269.42) 11.02 (10.31) 0.7267
25 Hsieh (AC-BPD-FL) 36 20 206.53 (317.91) 8.15 (11.60) 0.6572
26 Shinozuka (AC-BPD-FL) 29 14 278.35 (269.48) 10.93 (10.36) 0.7138
27 Waseem-4 (AC-BPD-FL) 29 15 �438.17 (325.81) �14.84 (9.72) 0.5028
28 Woo (AC-BPD-FL) 22 7 199.13 (279.96) 7.93 (10.45) 0.7046
29 Jordaan (AC-BPD-HC) 25 11 276.07 (267.73) 10.81 (10.22) 0.7203
30 Combs (AC-HC-FL) 12 3 196.75 (261.16) 7.96 (9.80) 0.7262
31 Hadlock-3 (AC-HC-FL) 19 5 232.83 (267.50) 9.15 (10.06) 0.7279
32 Munim (AC-HC-FL) 34 19 �1727.79 (378.30) �61.81 (5.39) �0.1086
33 Ott (AC-HC-FL) 19 6 244.15 (264.50) 9.63 (10.01) 0.7260
34 Hadlock-4 (AC-HC-BPD-FL) 23 9 247.50 (266.64) 9.69 (10.11) 0.7296

AC Z abdominal circumference; BPD Z biparietal diameter; FL Z femur length; HC Z head circumference.
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Model accuracy as per country of origin

Out of the selected 12 models, six models were based
on the USA population, 2 models each on Hong Kong
and Republic of China (Taiwan) population, and 1 model
each on South Africa and the United Kingdom population.
We observed that there were considerable variations
in the accuracy of models from different counties as
well as models from the same country. However, models
based on similar populations showed more coherence
with a tendency to cluster around each other (Figure 3).
For the USA models, using one-way analysis of variance
test, we observed that the Warsof’s (AC-BPD) model had
statistically significant less MPE, whereas the remaining
models were comparable with each other. Similarly, we
observed that the Woo’s (AC-BPD) model had statistically
significant less MPE compared with the other model
based on the Hong Kong population. No such difference
was observed between the two models based on a
Taiwanese population.
Model accuracy based on combinations of
ultrasonography parameters

In our study, among the 12 models, the models based on AC-
BPD combinations had the least average systemic error,
followed by the models based on just AC (Figure 4). When
both AC based models were compared independently with
all other combinations (except AC-BPD), we observed that
these models had statistically significant less MPE. Simi-
larly, except the Hsieh’s (AC-BPD) model, other two AC-BPD
models had statistically significant less MPE compared with
all other combinations of parameters.
Discussion

The purpose of this study was to systematically evaluate
the accuracy and appropriateness of existing
ultrasonography-based fetal weight estimation models for
an Indian population as very limited information is available



Figure 1 Box plot showing the mean percentage error of the
selected 12 models along with outliers (observations beyond ±

2 random error) indicated by small circles. The y-axis indicates
the rank of a particular model.
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in this regard. We could find only one study by Hebbar [26]
where seven different ultrasonography models were eval-
uated on an Indian population. However, this study evalu-
ated a limited number of models, and none of the Asian
models were studied. The other limiting factor was the use
of mean absolute difference rather than MPE for accuracy
measurement, which makes it inappropriate to compare
results of this study with other studies [9].

In the present study, the Woo’s (AC-BPD) model was
found to be the most appropriate model for Indian popu-
lation as it had the least total score. However, we observed
wide variations in systemic errors of different models in our
study population compared with earlier studies [9], with
less than one-third of the models having MPE within �10%.
We also observed a weak correlation between EFW of
different Western models and ABW. Most of the other
studies form the South East Asian countries have also re-
ported similar observations [4,5,27e29].

Although a random error <7% has been rarely reported in
the literature [9], we observed overall high random error
Table 4 Percentage of EFW within a certain range of ABW for

Rank Model % EFW within � 5% of ABW

1 Woo (AC-BPD) 44.97
2 Jordaan (AC) 37.58
3 Combs (AC-HC-FL) 29.53
4 Hadlock (AC-HC) 32.21
5 Hadlock -3 (AC-HC-FL) 26.17
6 Ott (AC-HC-FL) 24.83
7 Woo (AC- BPD-FL) 27.52
8 Higginbottom (AC) 38.26
9 Hadlock-4 (AC-HC BPD -FL) 25.50
10 Warsof (AC-BPD) 39.60
16 Hsieh (AC-BPD) 25.50
20 Hsieh (AC-BPD-FL) 25.50

ABW Z actual birth weight; AC Z abdominal circumference; BPD Z
length; HC Z head circumference.
(mean Z 10.41%) in our study. Random error denotes the
contribution of local factors, such as variation in the mea-
surement due to intraobserver and interobserver differ-
ences, training and experience of an operator, image
quality, and instrument calibration, in the overall error of a
model. These factors need a proper attention from clini-
cians and call for well-defined protocols, consistent
equipment calibration, and adequate training of pro-
fessionals involved. Better image processing tools and
automated measurement of ultrasonography parameters
could be other possible solutions. Many authors have pro-
posed different methodologies to minimize these errors
during examination, including taking multiple measure-
ments of each parameters or by averaging the measure-
ments taken by different sonologists [30,31]. However,
practical difficulties in implementation of these method-
ologies are limiting factors in their widespread use.

We observed that the models developed on similar
populations show a tendency to cluster around each other,
indicating potential impact of population characteristics on
the behavior of a model. Except the Warsof’s (AC-BPD)
model, for all other models, the MPE on our study popula-
tion was of higher magnitudes than the MPE of the same
model on the Western population [9]. For commonly used
Hadlock-4 (AC-HC BPD-FL) model, most of the Western
studies have reported MPE within �2.5% [9], whereas we
reported MPE of 9.69% in our study. The Woo’s (AC-BPD)
model, which is developed on Hong Kong population was
found to be more appropriate for our study population than
the other models; however, even there, the mean differ-
ence in our study (�43.03 g) was significantly higher than
the mean difference (0.2 g) reported on the native popu-
lation [32]. This could be due to the underlying difference
in anthropometric and genetic characteristics of the study
population, which are known to affect the accuracy of a
model [7,8]. It reiterates a fact that a model developed on
a particular population is most likely to work better for that
population. This points toward limitations in direct appli-
cation of these models on Indian population without due
consideration; this also highlights a need of a model based
on native Indian population.

There is no consensus in the literature regarding the best
combination of ultrasonography parameters for fetal
various models.

% EFW within � 10% of ABW % EFW within � 15% of ABW

74.50 87.25
66.44 83.22
59.06 79.19
58.39 77.18
52.35 73.83
48.99 71.14
55.70 77.18
63.09 78.52
50.34 71.81
66.44 82.55
53.62 74.45
52.35 73.15

biparietal diameter; EFW Z estimated fetal weight; FL Z femur



Figure 2 Distribution of proportions of estimated fetal weight (EFW) within certain limits of actual birth weight (ABW) for a
particular model. The values above “0%” horizontal line indicate proportions of cases with overestimation of fetal weight (positive
error), whereas values below “0%” indicate cases with underestimation of fetal weight (negative error).
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weight estimation. In the earlier studies, Campbell and
Wilkin [10] and Higginbottom et al [12] have demonstrated
good results with just the AC parameter, whereas many
later studies have suggested that the combinations of two
or more parameters work better [9,16]. In our study, we
found that the models based on just AC and AC-BPD com-
binations were much superior to models based on all other
combinations. This suggests that having multiple parame-
ters does not necessarily result in a better accuracy of
estimation. A study with a bigger dataset is needed to
elucidate the importance of parameters; a bigger dataset
could help in developing models using modern techniques
like Lasso, which automatically reduces the contribution of
the unimportant parameters [33].

To overcome the limitations of existing ultrasonography-
based models, a few authors have developed new models
by incorporating parameters like fetal mid-thigh soft tissue
thickness or by combining ultrasonography parameters with
maternal characteristics [34,35]. These approaches need
further evaluation before their utility is firmly established.
Considering limitations of conventional ultrasonography,
researchers have also proposed different modalities like
three-dimensional ultrasound scan and magnetic resonance
imaging to estimate fetal weight based on various volu-
metric equations. The early studies have shown positive
results with these modalities [9]; however, these modalities
are currently not widely available in developing countries.
In a view of these factors, routine ultrasonography
parameter-based fetal weight estimation method, which is
already a well-established method, is likely to continue as a
preferred method for the foreseeable future. This makes it
important to study and minimize all potential sources of
biases from this method.

The limitations of our study are that the data was
collected from a single center involving a small number of
samples, which makes it difficult to generalize these results
for the entire country due to prevailing geographical and
ethnicity differences. Due to the retrospective study
design, we could not study other fetal weight estimation
models, which combine ultrasonography parameters with
certain maternal characteristics. However, at the same
time, the retrospective design provided us an opportunity
to evaluate the performance of existing models on unse-
lected population without any forced standardization.

To conclude, there are numerous factors known to
influence the accuracy of fetal weight estimation models.



Figure 3 Systemic and random error for the 12 selected models (country of origin is indicated by an eclipse). Co Z Combs (AC-
HC-FL); Ha Z Hadlock (AC-HC); Ha-3 Z Hadlock-3 (AC-HC-FL); Ha-4 Z Hadlock-4 (AC-HC BPD-FL); Hi Z Higginbottom (AC); Hs-1 Z
Hsieh (AC-BPD); Hs-2Z Hsieh (AC-BPD-FL); JoZ Jordaan (AC); OtZ Ott (AC-HC-FL); S.Z South; W-1ZWoo (AC-BPD); W-2ZWoo
(AC-BPD-FL); Wa Z Warsof (AC-BPD).

Figure 4 Average of systemic errors of the models based on
different combinations of ultrasonography parameters (anal-
ysis for selected 12 models). The numbers in bracket indicate
a total number of models based on a particular combination.
AC Z abdominal circumference; BPD Z biparietal diameter;
FL Z femur length; HC Z head circumference.
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This warrants extensive evaluations of such models
before their widespread use. Unfortunately, very limited
information is available from India concerning the accu-
racy and applicability of various existing models; this
study is one of the early systematic attempts in this di-
rection. We observed that the existing models have
higher errors on the Indian population than on their
native populations. This points toward limitations in the
direct application of these models on Indian population
without due consideration. We also observed that the
models based on AC and AC-BPD combination were
much better in accuracy than the models based on other
combinations. Obstetricians also need to keep these
factors in mind when taking important management de-
cision based on estimated fetal weight. The findings of
this study suggest that there is a need for further eval-
uation of existing ultrasonography-based fetal weight
estimation models with well-designed prospective studies
across the country. At a time where “personalized med-
icine” makes headlines, the study results further recom-
mend the development of models based on native Indian
populations for better accuracy of ultrasonography-based
fetal weight estimation.
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