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Abstract: Protocol Reverse Engineering (PRE) is crucial for information security of Internet-of-Things
(IoT), and message clustering determines the effectiveness of PRE. However, the quality of services
still lags behind the strict requirement of IoT applications as the results of message clustering are
often coarse-grained with the intrinsic type information hidden in messages largely ignored. Aiming
at this problem, this study proposes a type-aware approach to message clustering guided by type
information. The approach regards a message as a combination of n-grams, and it employs the Latent
Dirichlet Allocation (LDA) model to characterize messages with types and n-grams via inferring the
type distribution of each message. The type distribution is finally used to measure the similarity of
messages. According to this similarity, the approach clusters messages and further extracts message
formats. Experimental results of the approach against Netzob in terms of a number of protocols
indicate that the correctness and conciseness can be significantly improved, e.g., figures 43.86% and
3.87%, respectively for the CoAP protocol.

Keywords: message clustering; protocol reverse engineering; Internet of Things; information security

1. Introduction

Edge computing and artificial intelligence have driven the development of the Internet of Things
(IoT) [1-4]. In information security of the IoT, Protocol Reverse Engineering (PRE) has long been
pursued, which is the process of extracting parameters, formats, and semantics of protocols without
access to formal specifications [5]. Protocol specifications are crucial for protocol evaluation, protocol
reusing, malware detection, etc. To extract the specification of a protocol from network traffic, a typical
routine of PRE includes message clustering, message formats extraction, and protocol state machines
extraction. Amongst them, the extraction of message formats and protocol state machines depends on
the capability to precisely cluster messages.

Similar messages are believed to belong to the same type. This study defines type information as
the probability that a message belongs to some type. Message clustering applies clustering algorithms
to group similar messages. These messages often share the same format. For instance, in FTP protocol
implementations, messages used to log in servers are clustered as a group, which are formatted as “USER
username \r\n". To cluster messages, approaches based on message character sequence alignment have
been widely used. However, these approaches are limited to finding the similarity of message bytes data.
Directly applying sequence alignment approaches to message clustering will inevitably ignore the latent
type information in messages. This will lead to coarse-grained clustering results.

In theory, as high-level semantic information of messages, type information is intrinsically within
messages. Since message clustering puts together messages of the same type, its results will be
improved if type information is properly used. However, it is not easy to confirm types of messages
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with limited prior knowledge. Furthermore, approaches need to properly represent type information
and use it to guide message clustering.

Some existing approaches [6,7] employ topic generative models to extract message formats.
They characterize messages with keywords and n-grams via inferring keyword distributions for each
message. However, such approaches still focus on basic literal message data, with type information ignored.
Two research challenges remain before type information can be exploited to guide message clustering:

1. Practically, it is no cinch to properly represent type information. How to express this information
as model components still remains to be solved.

2. In theory, the results of message clustering will be improved with the help of type information.
However, it is needed to figure out how to apply type information into message clustering.

To tackle these challenges, an appropriate solution should be able to (1) properly express type
information as model components, and (2) ensure that the extracted type information can be effectively
used to guide message clustering. This study develops a type-aware approach to message clustering.
The approach employs n-gram model to represent protocol messages. It regards a message as a
combination of n-grams. It also incorporates Latent Dirichlet Allocation (LDA) model to characterize
messages with types and n-grams via inferring type distributions for each message. The type
information in the approach is type distributions of LDA model. Such distribution is used as distance
metric in message clustering. Guided by type information, messages are properly clustered according
to their types.

To evaluate the effectiveness of this approach, a number of experiments were carried out. During
evaluation, the message clustering approach in Netzob was first replaced by the proposed approach.
Then, experiments were conducted to choose optimal parameters for the approach. Finally, this study
made a comparison between two approaches, with respect to the correctness and conciseness.

The main contributions of this study are as follows:

1. A solution has been proposed to properly represent type information. This enables a fine-grained
message clustering which takes into consideration type information or the higher-level semantic
information.

2. Anapproach to message clustering is developed. It uses a new similarity metric to guide message
clustering, which is based on type information instead of literal alignment results.

2. Related Work

Numerous attempts have been made to reverse the formats of messages sent by a network
application, which is crucial for information security of IoT [8,9]. Studies undertaken for this
purpose focus on (1) approaches based on network traces [10] and (2) approaches based on execution
traces [11]. In the context of IoT, with limited access to binary implementations, it is practically easier
to access network traces and use them to reverse message formats. The most salient works along this
direction are introduced as follows.

Beddoe et al. [10] proposed PI Project to use sequence alignment to compare similar messages
and detect the fields. However, PI used alignment scores to cluster messages and users must analyze
the clustering tree to extract message formats. Following PI Project, Bossert et al. [12] proposed Netzob
to characterize botnets’ communication, in which they inferred message formats and protocol state
machines. Netzob relied much on expert knowledge. During inference, users must provide observed
delimiters and key fields to cluster messages. In [13], the authors used a segment-based alignment
approach to extract packet structures, which worked around the limitations of global alignment.
But their approach to message clustering was based on binary distance measure, which was limited to
literal bytes data.

To exploit deeper information of messages, some language models have been employed to cluster
messages or extract message formats. Wang et al. [14] proposed to employ a Latent Dirichlet Allocation
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(LDA) model to describe the relationship among messages, keywords, and message n-grams. However,
their work was still limited to the literal message data and the output of LDA model needed post
processing before being available. In [15], the nonparametric Bayesian statistical model was modified
to identify field boundaries.

Amongst above approaches, sequence alignment or other measures have been used as similarity of
messages. Message clustering in those approaches only used observed literal information, with semantic
information hidden in messages ignored. This led to coarse-grained results of message clustering.
Besides, these approaches often needed extra expert knowledge or manual work, which limited the
automation of these approaches. To give a deeper insight into messages data, the proposed approach
takes type information into consideration and has the following major concerns: (1) to use the higher-level
semantic information for fine-grained message clustering, and (2) to improve the automation of existing
approaches.

3. Latent Dirichlet Allocation Model and Its Inference

It is desirable to find an approach to describing type information of protocol messages. This study
tries to employ topic generative models to characterize protocol messages with their type information.
To explain how this model works, this section first recaps basic ideas of LDA and how LDA generates
documents over some topics. Then, the approach to model inference is demonstrated.

3.1. How LDA Works

Topic generative models can be used to analyze the evolution of unobserved topics of a collection
of documents. The Latent Dirichlet Allocation (LDA) model [16] is a typical topic generative model
used to discover the abstract “topics” that occur in a collection of documents. Given that a document
is about some specific topic, LDA assumes that specific words will appear in this document more or
less frequently. Therefore, LDA can discover topics for each document based on the statistics of words
in these documents.

Figure 1 illustrates how LDA generates a document. In LDA, documents are represented as
mixtures over topics, with each topic characterized by a distribution over words. In this way, LDA can
be simplified as two distributions: (1) W for per-document topics and (2) F for per-topic words.
Each distribution is controlled by its Dirichlet prior parameter and comes with its conjugate distribution.
LDA assumes a document to be generated in the following steps:

— .
Sampling topic distribution ¢; from W, ie., the topic distribution for the i-th document;
Sampling topic z; ; from 6; , i.e., the top1c for the j-th word in the i-th document;

—
Sampling word distribution ¢, from ﬁ i.e., the word distribution for topic z; j;

Sampling word wjj from QE: , i.e., the j-th word in the i-th document;
Repeating 2, 3, and 4 to sample all the words for the i-th document.
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Figure 1. The generation of a document under LDA .

With this assumption, documents can be characterized with topics and words via inferring the
topic distribution of each document. Since the statistics of words reflect topics, the topic distribution
can be inferred by observing these statistics.
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For protocols, it is similar to generate a message. A protocol message can be viewed as a mixture
over types. Message n-grams appear more or less frequently in specific types of messages. This makes
it possible to infer type distribution via statistics of message n-grams. Considering such resemblance
between protocol messages and documents, this study employs LDA to characterize messages with
message types and n-grams.

3.2. Inference of LDA

In this study, the type information is defined as the type distribution in LDA. The inference of type
distributions in LDA is often approximated by the Markov Chain Monte Carlo algorithm (MCMC). This
approach uses Gibbs Sampling, a typical MCMC algorithm, to extract type distributions for each message.

Assuming that there are M messages and T message types, the n-gram vectors and their
corresponding message types are denoted as @ = (@}, ..., wy) andZ = (Z1,...,Zp1), where ),
denotes n-grams vector for the i-th message and Z; denotes its type. With all the M messages, p(w)
denotes the probability that n-gram w appears in all the M messages, p(z = z¢) denotes the probability
that the type of a message is z; and p(w|z = z;) denotes the probability that n-gram w appears in
messages that belong to type z;. For all the messages of T types, Equation (1) illustrates how to

calculate p(w).
T T

plw) = ¥ ploolz = z)p(z =), L plz=z) =1 <1>
i=1 i=1

With posterior occurrences of o already known, this approach aims at inferring the type
distribution p(Z'| W), the probability distributions over types.

For specific variables, Gibbs sampling tries to update their values by iteratively sampling from the
corresponding variable distribution. Therefore, in order to estimate p(?> \ W) , this approach replaces
each z; with a value sampled from p(z; \Zi, W) When the model has converged, the approach will
stop sampling and output the type distributions for each message.

4. Type-Aware Message Clustering

The output type distributions of LDA are regarded as type information of protocol messages. Such
type information is used to develop the type-aware approach to message clustering. The proposed
approach is a module in PRE frameworks. This study implements the proposed approach to improve
existing PRE frameworks.

4.1. Overview of the Proposed Approach

Figure 2 illustrates the overview of TA-LDA, i.e., a Type-Aware LDA based approach to message
clustering. TA-LDA is developed as a module of PRE frameworks. A typical PRE framework should
include at least three components: (1) data preprocessing, (2) message formats extraction, and (3) state
machines extraction. This study implements a type-aware approach to message clustering, which is
crucial for message formats extraction and state machines extraction.

The proposed approach takes protocol messages as input and outputs message clusters. It uses
LDA to extract type distributions for each message, which are used as type information to cluster
messages. First, before feeding into LDA, messages are tokenized using n-gram model. This splits
messages into vectors of n-grams and tokenizes these vectors. Then, n-grams vectors are used as
corpora to train the LDA model, i.e., inferring the type distributions for those messages. Next, the
approach uses type distributions as distance vectors for each message. Finally, typical clustering
algorithms are adopted to cluster messages according to the calculated distance vectors.

The following subsections detail how the approach extracts type information and uses it to
cluster messages.



Sensors 2019, 19, 716 50f13

Network Protocol
Traces Specifications i
TALDA \ Data Message State
\\ Preprocessing Formats Machines

Extraction Extraction

\
N-grams \
s
— \ Data _— Delimiters — Sequence
Type Distributions \ Importing Extraction Labeling
Inference \

\
LIJPGN!A \ Message Fields States
Clustering I Clustering Extraction Merging

Figure 2. Overview of TA-LDA.

4.2. N-Grams Generation

In many existing PRE frameworks, basic message elements are bytes, which only contain literal
information. The n-gram model has been widely used in many disciplines. Previous researches have
employed n-gram model to describe messages. Following these approaches, this study also uses
n-grams as basic message elements.

An n-gram is n consecutive bytes. To give an example, for the sequence “HTTP 1.0\r\n 200 OK”,
every four bytes can form a four-gram. Therefore, four-grams for this sequence can be “HTTP”, “TTP”,
“TP1”7,”P1.”,”1.07,...,700 0", “0 OK”. In this way, a sequence of bytes can be divided into basic n-grams.

However, many n-grams might not contribute to type information. To filter these extra n-grams,
this study employs TF-IDF algorithm [17] to exclude unimportant n-grams.

Given a collection of messages, M, Equations (2) and (3) define how to calculate TF and IDF
scores, where n; ; denotes the times that the i-th n-gram appears in the j-th message and t; denotes the
i-th n-gram. Equation (4) defines how to calculate TF-IDF scores.

TF,; = —%- @)
KA
M|
IDF; =1 3
= T d e MIs € ay] ®)
TFIDFI,] = TFI',]' X IDFl (4)

With TE-IDF algorithm, this approach only selects n-grams that can better describe the type
information for each message.

4.3. Type Distributions Inference

To infer type distributions for each message, this approach employs Gibbs Sampling algorithm to
infer parameters of LDA model, which include the target type distributions. Algorithm 1 demonstrates
the whole process.

In Algorithm 1, n,(q? is the times that an n-gram for message m is assigned to type t and ngg ) is the
times that n-gram g is assigned to type t. During each iteration, the type for each n-gram is resampled
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from the output distribution conditioned on the other variables. When the model has converged, the type
distributions for each messages are accordingly output, which are type information used in this study:.

Algorithm 1: LDA with Gibbs Sampling

Input: n-grams vectors M = {n_ﬁ}, hyper-parameters «, B, the number of message types T
Output: type distributions {Z}

Data: count statistics {n,(,i) 1, {nEg )} and their sums {n,,}, {n:}; full conditional array p(z|-)
1 //initialization;

n,(,i) = O;ngg) =0n,=0n=0;

2
3 for m € M do

4 // m is a vector of n-grams;

5 for g € mdo

6 // g is an n-gram;

7 sample type index 2®) =t~ Multi(1) ;

8 n,(é)—i—:1;n5g)+:1;nm+:1;nt+:1;

9 end

10 end

11 repeat

12 for m € M do

13 forg € mdo

14 nﬁ,?—:1;n§g)—:1;nm—:1;nt—:1;
15 sample type index z,(ﬂg) =t~ p(z|lz—g,m);
16 n£,?+:1;n£g)+:1;nm+:1;nt+=1;
17 end

18 end

19 until model converges;
20 get {Z'} from p(z|-)

4.4. Message Clustering Based on Type Information

In traditional sequence alignment based approaches, alignment scores are used as similarity of
messages. Semantics, e.g., keywords, can also be used as distance metric of messages. These distance
metrics can perform well. However, the aim of message clustering is actually to cluster messages over
the same types. This indicates the importance of type information.

This approach extracts type distributions for each message. For each message, the distribution
is a probability array marked as p(t|m) = [p(t1|m), p(t2|m), ..., p(tx|m)], where p(t;|m) represents the
probability that message m is of type tx. For messages of the same type, their probability arrays should
be similar. Thus, we defined D (m;, m j), the distance between message m; and message m jsas shown in
Equation (5).

T
D(m,mj) =Y [p(telm;) — p(telm;))| ©)
k=1
On the basis of such distance metric, clustering algorithms are further employed, e.g.,

UPGMA [18], Information Bottleneck [19], K-Means [20] and etc. This approach simply uses UPGMA
to cluster messages according to their type information, i.e., type distributions from the LDA model.

5. Experiments and Results

Experiments were carried out to evaluate the effectiveness of this approach. Considering that
most existing frameworks are not publicly available, this paper selects Netzob, one of the open-source
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PRE frameworks, as a basic framework. In Netzob, there have been some approaches for message
clustering, e.g., clusterBy Alignment, clusterByKeyField, clusterby ApplicativeData and etc. This study
developed an approach clusterByLDA to replace the original clustering approaches.

This section first introduces the evaluation criteria. Then data collection is briefly covered. Next,
it is demonstrated how parameters can affect model performance. Finally, the improvements against
Netzob are illustrated.

5.1. Evaluation Criteria

To compare with Netzob, this study used Conciseness and Correctness as evaluation criteria.
Conciseness indicates whether true formats can be described in as few models as possible, which means
there should not be extra inferred models for a true format. Differently, correctness indicates whether
inferred models are valid, which means that messages in a cluster should actually share the same true
format.

Let M be the set of messages, F;;, fer be inferred formats and Fj,,. be true formats. Two functions,
It M — Fypeeand T : M — Fypye are defined. | (m) denotes the inferred format for message m and
T(m) denotes its true format. Equation (6) defines the function Neosrect : Frrue — N.

Neorrect (f) = |[{T(m) ¥m € M such that I(m) = f }| (6)
Equation (7) defines the function Neypcige : Fin fer — N
Neoncise(f) = [{I(m) ¥Ym € M such that T(m) = f }| (7)

According to functions Neorrect and Neopeise, Equations (8) and (9) calculate correctness and
conciseness, respectively.
Correctness = p(Neorrect = 1) x 100 (8)

Conciseness = p(Nyopeise = 1) x 100 )

5.2. Data Collection

This approach aims at improving message clustering in the reverse engineering of IoT protocols.
This study analyzed some typical IoT application protocols. Amongst them, CoAP (Constrained
Application Protocol) is designed for those micro devices and is an application protocol based on UDP.
XMPP (Extensible Messaging and Presence Protocol) is a communication protocol for message-oriented
middle-ware. CoAP and XMPP were used as our target protocols. Considering the comparison for
other protocols, FTP was also used to experiment.

For CoAP, CoAPthon [21], an open-source implementation, was employed to simulate
communications and messages were collected from the communication channel. For XMPDP, since it is
defined in XML format, messages data were generated by filling values for specific keys. For FTP, public
datasets [22] were adopted. With data collected, this approach first preprocessed them. For sniffed
PCAP data, WireShark [23] was employed to filter the noisy messages and data beyond the predefined
length were cut off. For generated data, no preprocessing was done.

5.3. Parameter Tuning

Parameters can affect the performance of a model. Perplexity is widely used to measure the
generalizability of the model. Equation (10) defines perplexity, where p(wy,) is the probability that
n-grams of the m-th message occur and Ny, is the number of n-grams in the m-th message.

L log p(win) }

Perplexity(Diest) = exp { *M N,
i m

(10)
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perplexity

perplexity

Several parameters affect the performance of LDA:

I, the number of iterations.

Theoretically, with increasing times of iterations, the best parameters can be sampled. However,
for specific model, it converges after appropriate iterations. Extra iterations can barely improve
model but bring more computational cost [24,25].

In order to find an appropriate iteration count, this approach set types number from 20 to 80 and
used 40%, 60% and 80% n-grams to infer LDA parameters. Figures 3-5 illustrate the basic results
for selecting I, i.e., the number of iterations. For FTD, it could typically reach the optimal point by
about 5500 iterations. For CoAP, it needed 8500 iterations to converge. For XMPP, this value was
8000 iterations. According to these results, this approach set the iterations counts to be 6500, 9500,
9000 for FTP, CoAP and XMPP, respectively. By the extra 1000 iterations, this study made sure
that the model can converge.

420 | :
701 11260 .
400 :
780 | :
380 : 1240 | .
770 | .
360 | | 1220 |- .
760 | :
L | | | L | | | L | | |
0 2000 4000 6000 0 2000 4000 6000 0 2000 4000 6000

(a) (b) (c)
’+T:20+T:35+T:50+T:65+T=80

Figure 3. Selection of I for FIP. (a) Perplexity for model with 40% n-grams used; (b) Perplexity for
model with 60% n-grams used; (c) Perplexity for model with 80% n-grams used.

T T T T T
800 |- - | |
\“\\N« ) L’\— - X““M.. |
750 |- | 960 - -
1200 - -
940 |- I m,,,
700 - R
! ! ! 920 L ! | 1150 [ ! L
0 5000 10000 0 5000 10000 0 5000 10000
(a) (b) (o)

’+T:20+T:35+T:50+T:65+T:80‘

Figure 4. Selection of I for CoAP. (a) Perplexity for model with 40% n-grams used; (b) Perplexity for
model with 60% n-grams used; (c) Perplexity for model with 80% n-grams used.



Sensors 2019, 19, 716 90f 13
330 | 480 1 |
600 [ & =
460 | . i sose
> 320 s
"';: 550 - =
WV
N& 440 |- =
WV
S 310 = 500 | |
420 - =
300 | 400 b ! 4 450 4 | 5
5000 10000 0 5000 10000 0 5000 10000
(a) (b) (c)

’+T:20+T:35+T:50+T:65+T:80‘

Figure 5. Selection of I for XMPP. (a) Perplexity for model with 40% n-grams used; (b) Perplexity for
model with 60% n-grams used; (c) Perplexity for model with 80% n-grams used.

N, the proportion of n-grams to be used.

In the case of thousands of messages, they might generate numerous n-grams, some of which
were useless. With a limited number of n-grams, e.g., 40% in the experiments, the model failed to
classify messages into different types, since n-grams are too few to represent each type. However,
with too many n-grams, the model might consider extra unimportant n-grams, which would also
affect the accuracy. We observed that when using 60% n-grams, the model generally performed
well, except for conditions with small type counts. As a result, this approach used 60% n-grams,
although perplexity for experiments using 40% n-grams are generally lower. The selected 60%
n-grams were obtained by filtering others according to TF-IDF scores.

T, the types number of messages to be used.

The number of messages types determines the granularity of message clustering. With an
increasing number of types, the model achieves fine-grained results. However, this also brings
extra computational cost. Figures 3-5 also illustrate the optimal values of T. For FTP, when using
60% n-grams, the model performed well with T = 65. For both CoAP and XMPP, this value was 50.

The hyper parameters that controls two Dirichlet distribution, i.e., « and .

In this approach, the distribution controlled by « is per-message type, and the distribution
controlled by S is per-type n-gram. With I, N and T fixed, i.e., iteration counts, proportion of
n-grams and types number of message, it was not hard to decide the optimal values for « and B.

Original LDA sets 50/K as default « value, where K is the number of topics. Witha < 1,
the distribution tends to be normalized and for a document, most topics will hold low probability.
Considering this, 0.1, 0.5 and 0.9 were used as candidates for a.

Practically, models tend to employ small values for §, e.g., 200/W, where W is the number of
words. Considering the large scale of n-grams, this study did not use 200/W to calculate an
experience value. Instead, it tested 0.01, 0.05, 0.1, 0.2, and 0.5 for § and used the optimal one as
experiment parameter.

Figure 6 demonstrates the basic results of tuning these two parameters. By considering both
Correctness and Conciseness, this study used Correctness-Conciseness scatter diagrams to
compare the performance for varying « and f values. For the mark “a-b”, “a” means value
of « and “b” means value of B. The upper-right points correspond to optimal parameters.
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Figure 6. Selection « and B. Correctness-Conciseness scatter diagrams used to compare the quality of

inferring (a) FTP message formats; (b) CoAP message formats; (c) XMPP message formats.

According to experimental results, for FTP, this study selected 0.1 and 0.005 for hyper parameters
« and B, respectively. For CoAP, 0.1 and 0.05 were used. For XMPP, 0.1 and 0.01 were used.
The formats of XMPP are based on XML, which makes the conciseness for XMPP better, whereas
for CoAP, some fields are bit-aware, which makes it confused to classify a message into some
type. This thus, explains the lower conciseness for CoAP. By tuning these two hyper parameters,

relatively optimal values were selected for final experiment.

5.4. Performance Evaluation in Terms of Correctness and Conciseness

The experiments in Netzob generally proved the effectiveness of this approach, as illustrated in
Figure 7, where “Netzob” means the original framework with manually selected delimiters, “TA-LDA”
means the basic version of this approach and “TA-LDA+” means this approach enhanced with

delimiters selected manually.

80 =
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(o}
S
T

40

!
FTP

|

CoAP
(a)

!
XMPP

Conciseness
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70

60
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40
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!
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] 00 Netzob I I TA-LDA JITA-LDA+ \

[

CoAP
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!
XMPP

Figure 7. Correctness and Conciseness Comparison. (a) Correctness for different approaches applied

to infer message formats; (b) Conciseness for different approaches applied to infer message formats.

Table 1 demonstrates the general improvements for correctness and conciseness by hiring the

proposed approach in Netzob.
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For correctness, Netzob was improved by replacing clusterByAlignment with clusterByLDA.
During experiments in original Netzob, this study manually set “<”, “>" and “=" to be delimiters.
This makes Netzob a little better than the basic version of the proposed approach but it is not
so automatic. However, the general results show the effectiveness of the proposed approach.
With proposed clustering approach, i.e., clusterByLDA, Netzob performed better. This could be
explained by the use of the higher-level type information instead of literal bytes data.

For conciseness, the improvements are not so obvious. Without assigning delimiters, this approach
performed slightly worse for CoAP and HTTP. For these two protocols, their formats contain more
information and need more accurate inference. However, the slightly worse performance is a trade-off
between performance and automation. This shows that the proposed approach improves Netzob’s
automation with only slight performance reduction.

Table 1. Improvements for Netzob.

FTP CoAP XMPP

Improvements for Correctness  3.28%  43.86%  0.95%
Improvements for Conciseness 0.10%  3.87%  2.15%

6. Conclusions

This study develops a type-aware approach to message clustering. The approach can extract
latent type information hidden in protocol messages and utilize it to cluster messages.

The approach utilizes a variant of LDA to characterize protocol messages with their types and
n-grams. Type information is represented as type distribution of LDA. This distribution is used as
distance vector for each message, which guides message clustering. This approach ensures that messages
are clustered according to type information, the higher-level semantic information for messages.

Experimental results indicates that the results of message clustering are improved using proposed
type information. The results also demonstrate that the correctness and conciseness are significantly
improved, e.g., the figures are 43.86% and 3.87%, respectively, for CoAP protocol.

Furthermore, determination of parameters can affect the results. Experiments were conducted to set
optimal parameters, e.g., the number of iterations, the number of types, and Dirichlet prior parameters.

The approach holds the potential to improve the extraction of message formats as well as state
machines. Overall, the work paves the way to quantitatively expressing and utilizing type information
for protocol messages by hiring topic generative models.

Author Contributions: Conceptualization, Y.W.; Formal analysis, X.L. and PX.; Funding acquisition, Y.W.;
Methodology, X.L.; Project administration, X.L. and P.X.; Supervision, D.C. and Y.W.; Writing—original draft, X.L.;
Writing—review & editing, D.C.

Funding: This research was supported by the National Key Research and Development Program of China under
grant No. 2018YFB1003602, the National Natural Science Foundation of China under grant No. 61472439, the
National Nature Science Foundation of China under grant No. 61772380 and the Foundation for Innovative
Research Groups of Hubei Province under grant No. 2017CFA007.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Khoshkbarforoushha, A.; Ranjan, R.; Gaire, R.; Abbasnejad, E.; Wang, L.; Zomaya, A.Y. Distribution based
workload modelling of continuous queries in clouds. IEEE Trans. Emerg. Top. Comput. 2017, 5, 120-133.
[CrossRef]

2. Wang, M.; Perera, C.; Jayaraman, P.P.; Zhang, M.; Strazdins, PE.; Shyamsundar, R K.; Ranjan, R. City Data
Fusion: Sensor Data Fusion in the Internet of Things. Int. J. Distrib. Syst. Technol. 2016, 7, 15-36. [CrossRef]


http://dx.doi.org/10.1109/TETC.2016.2597546
http://dx.doi.org/10.4018/IJDST.2016010102

Sensors 2019, 19, 716 12 of 13

10.

11.

12.

13.

14.

15.

16.
17.

18.

19.

20.

21.

22.

23.

Ma, Y,; Wang, L.; Liu, P; Ranjan, R. Towards building a data-intensive index for big data computing—A case
study of remote sensing data processing. Inform. Sci. 2015, 319, 171-188. [CrossRef]

Nepal, S.; Ranjan, R.; Choo, K.K.R. Trustworthy processing of healthcare big data in hybrid clouds. IEEE
Cloud Comput. 2015, 2, 78-84. [CrossRef]

Sija, B.D.; Goo, Y.-H.; Shim, K.-S.; Hasanova, H.; Kim, M.-S. A Survey of Automatic Protocol Reverse
Engineering Approaches, Methods, and Tools on the Inputs and Outputs View. Secur. Commun. Netw. 2018,
2018, 8370341. [CrossRef]

Zhang, Z.; Zhang, Z.; Lee, PP; Liu, Y.; Xie, G. Proword: An unsupervised approach to protocol feature word
extraction. In Proceedings of the INFOCOM, Toronto, ON, Canada, 27 April-2 May 2014; pp. 1393-1401.
Zhang, Y,; Xu, T.; Wang, Y.; Sun, ]J.; Zhang, X. A Markov Random Field Approach to Automated
Protocol Signature Inference. In Proceedings of the International Conference on Security and Privacy in
Communication Systems, Dallas, TX, USA, 26-29 October 2015; Springer: Berlin, Germany, 2015; pp. 459-476.
Luo, J.Z.; Shan, C.; Cai, J.; Liu, Y. IoT Application-Layer Protocol Vulnerability Detection using Reverse
Engineering. Symmetry 2018, 10, 561. [CrossRef]

Meng, E; Zhang, C.; Wu, G. Protocol reverse based on hierarchical clustering and probability alignment
from network traces. In Proceedings of the 2018 IEEE 3rd International Conference on Big Data Analysis
(ICBDA), Shanghai, China, 9-12 March 2018; pp. 443—447.

Beddoe, M.A. Network Protocol Analysis using Bioinformatics Algorithms. Available online: http://www.
4tphi.net/~awalters/PI/PLhtml (accessed on 21 April 2018)

Li, M.J.; Wang, Y].; Xie, PD.; Huang, Z.; Jin, S.J.; Liu, S.S. Message format extraction of cryptographic
protocol based on dynamic binary analysis. J. Res. Pract. Inf. Technol. 2014, 46, 145-166.

Bossert, G.; Guihéry, F. Security evaluation of communication protocols in common criteria. In Proceedings
of the IEEE International Conference on Communications, Ottowa, ON, Canada, 10-15 June 2012.

Esoul, O.; Walkinshaw, N. Using Segment-Based Alignment to Extract Packet Structures from Network
Traces. In Proceedings of the 2017 IEEE International Conference on Software Quality, Reliability and
Security (QRS), Prague, Czech Republic, 25-29 July 2017; pp. 398—409.

Wang, Y.; Yun, X.; Shafiq, M.Z.; Wang, L.; Liu, A.X,; Zhang, Z.; Yao, D.; Zhang, Y.; Guo, L. A semantics
aware approach to automated reverse engineering unknown protocols. In Proceedings of the 2012 20th IEEE
International Conference on Network Protocols (ICNP), Austin, TX, USA, 30 October-2 November 2012;
pp- 1-10.

Wang, Y; Yun, X.; Zhang, Y.; Chen, L.; Wu, G. Nonparametric approach to the automated protocol fingerprint
inference. |. Netw. Comput. Appl. 2017, 99, 1-9. [CrossRef]

Blei, D.M.; Ng, A.Y.; Jordan, M.I. Latent dirichlet allocation. . Mach. Learn. Res. 2003, 3, 993-1022.

Sparck Jones, K. A statistical interpretation of term specificity and its application in retrieval. ]. Doc. 1972, 28,
11-21. [CrossRef]

Sokal, R.R.; Michener, C.D. A Statistical Method of Evaluating Systematic Relationships; The University of
Kansas: Lawrence, KS, USA, 1958; Volume 38, pp. 1409-1438.

Slonim, N.; Tishby, N. Agglomerative Information Bottleneck. Available online: https://papers.nips.cc/
paper/1651-agglomerative-information-bottleneck.pdf (accessed on 24 May 2018)

Zhao, Y.; Ming, Y,; Liu, X.; Zhu, E.; Zhao, K,; Yin, J. Large-scale k-means clustering via variance reduction.
Neurocomputing 2018, 307, 184-194. [CrossRef]

Tanganelli, G.; Vallati, C.; Mingozzi, E. CoAPthon: Easy development of CoAP-based IoT applications with
Python. In Proceedings of the 2015 IEEE 2nd World Forum on Internet-of-Things (WF-IoT), Milan, Italy,
14-16 December 2015; pp. 63-68.

Pang, R.; Paxson, V. A High-level Programming Environment for Packet Trace. In Proceedings of the
Conference on Applications, Technologies, Architectures, and Protocols for Computer Communications,
Karlsruhe, Germany, 25-29 August 2003; pp. 339-351.

Wireshark - Go Deep. Available online: https:/ /www.wireshark.org/ (accessed on 15 July 2018).


http://dx.doi.org/10.1016/j.ins.2014.10.006
http://dx.doi.org/10.1109/MCC.2015.36
http://dx.doi.org/10.1155/2018/8370341
http://dx.doi.org/10.3390/sym10110561
http://www.4tphi.net/~awalters/PI/PI.html
http://www.4tphi.net/~awalters/PI/PI.html
http://dx.doi.org/10.1016/j.jnca.2017.10.009
http://dx.doi.org/10.1108/eb026526
https://papers.nips.cc/paper/1651-agglomerative-information-bottleneck.pdf
https://papers.nips.cc/paper/1651-agglomerative-information-bottleneck.pdf
http://dx.doi.org/10.1016/j.neucom.2018.03.059
https://www.wireshark.org/

Sensors 2019, 19, 716 13 of 13

24. Tang, Y.; Chen, D.; Wang, L.; Zomaya, A.Y.; Chen, J.; Liu, H. Bayesian tensor factorization for multi-way
analysis of multi-dimensional EEG. Neurocomputing 2018, 318, 162-174. [CrossRef]

25. Chen, D.; Hu, Y.; Wang, L.; Zomaya, A.Y.,; Li, X. H-PARAFAC: Hierarchical parallel factor analysis of
multidimensional big data. IEEE Trans. Parallel Distrib. Syst. 2017, 28, 1091-1104. [CrossRef]

® (© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution

(CC BY) license (http:/ /creativecommons.org/licenses/by/4.0/).



http://dx.doi.org/10.1016/j.neucom.2018.08.045
http://dx.doi.org/10.1109/TPDS.2016.2613054
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction
	Related Work
	Latent Dirichlet Allocation Model and Its Inference
	How LDA Works
	Inference of LDA

	Type-Aware Message Clustering
	Overview of the Proposed Approach
	N-Grams Generation
	Type Distributions Inference
	Message Clustering Based on Type Information

	Experiments and Results
	Evaluation Criteria
	Data Collection
	Parameter Tuning
	Performance Evaluation in Terms of Correctness and Conciseness

	Conclusions
	References

