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A B S T R A C T   

Background: Difficult airway conditions represent a substantial challenge for clinicians. Predicting 
such conditions is essential for subsequent treatment planning, but the reported diagnostic ac-
curacies are still quite low. To overcome these challenges, we developed a rapid, non-invasive, 
cost-effective, and highly-accurate deep-learning approach to identify difficult airway condi-
tions through photographic image analysis. 
Methods: For each of 1000 patients scheduled for elective surgery under general anesthesia, im-
ages were captured from 9 specific and different viewpoints. The collected image set was divided 
into training and testing subsets in the ratio of 8:2. We used a semi-supervised deep-learning 
method to train and test an AI model for difficult airway prediction. 
Results: We trained our semi-supervised deep-learning model using only 30% of the labeled training 
samples (with the remaining 70% used without labels). We evaluated the model performance using 
metrics of accuracy, sensitivity, specificity, F1-score, and the area under the ROC curve (AUC). The 
numerical values of these four metrics were found to be 90.00%, 89.58%, 90.13%, 81.13%, and 
0.9435, respectively. For a fully-supervised learning scheme (with 100% of the labeled training 
samples used for model training), the corresponding values were 90.50%, 91.67%, 90.13%, 82.25%, 
and 0.9457, respectively. When three professional anesthesiologists conducted comprehensive 
evaluation, the corresponding results were 91.00%, 91.67%, 90.79%, 83.26%, and 0.9497, 
respectively. It can be seen that the semi-supervised deep learning model trained by us with only 
30% labeled samples can achieve a comparable effect with the fully supervised learning model, but 
the sample labeling cost is smaller. Our method can achieve a good balance between performance 
and cost. At the same time, the results of the semi-supervised model trained with only 30% labeled 
samples were very close to the performance of human experts. 
Conclusions: To the best of our knowledge, our study is the first one to apply a semi-supervised 
deep-learning method in order to identify the difficulties of both mask ventilation and intuba-
tion. Our AI-based image analysis system can be used as an effective tool to identify patients with 
difficult airway conditions. 
Clinical trial registration: ChiCTR2100049879 (URL: http://www.chictr.org.cn).  
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1. Introduction 

A difficult airway is defined by a spectrum of clinical situations in which a conventionally-trained anesthesiologist faces difficulties 
(or fails) in providing mask ventilation, performing trachea intubation, or both [1]. The incidence rate of mask ventilation difficulties 
ranges from 1.4% to 5.0%, while that of intubation difficulties ranges from 1.9% to 10% [2–7]. Unanticipated difficult airway con-
ditions increase the risks of brain injury and mortality [8,9]. Furthermore, the treatment of such conditions requires specialized 
expertise and complicated procedures [10]. So, patients at risk of airway difficulties should be preoperatively identified in order to 
reduce the detrimental complications of these difficulties, and decrease the risk of anesthesia-induced mortality [9,11,12]. Never-
theless, predicting airway difficulties currently remains a challenging task, and the diagnostic accuracies of the existing prediction 
methods are still quite low [2,13]. Indeed, no satisfactory prediction performance for difficult airways can be achieved through 
common bedside screening tests [5]. In addition, comprehensive clinical evaluation methods for difficult airways (such as the modified 
LEMON criteria and the Simplified Airway Risk Index (SARI) model) cannot achieve the desired prediction performance, either [14, 
15]. 

The applications of artificial intelligence (AI) are expanding worldwide and its supporting role in medicine is increasingly being 
investigated [16]. At present, one of the key AI paradigms is deep learning. One significant advantage of deep learning is its ability to 
readily identify data patterns not typically recognized by human experts [16,17]. In recent years, deep learning has achieved 
remarkable outcomes in the detection and diagnosis of different clinical conditions, such as dermatopathy, diabetic retinopathy, oral 
squamous-cell carcinoma and even cancer types of unknown primary origins [17–20]. Patients with difficult intubation risks mostly 
manifest anatomical airway abnormalities, which anesthesiologists usually detect through naked-eye observations. Compared to 
human experts, the AI-based approaches appear to be better in identifying visual cues, and handling subtleties more objectively, 
accurately, and reliably [16,17]. 

To date, some research attempts have been made towards the development of image-based AI systems for difficult airway iden-
tification and management [21–24]. However, the existing AI-based methods for difficult airway management are still generally 
unsatisfactory due to several limitations such as the outdated AI algorithms, inadequate image acquisition standards, and low pre-
dictive accuracies. Moreover, the existing studies usually focused on intubation difficulties, but ignored mask ventilation difficulties. 

In this paper, we introduce for the first time a new perioperative airway evaluation database. This database provides different vital 
signs and mobility metrics including the patient’s natural appearance, mandibular mobility, maximum mouth opening, thyromental 
distance, Mallampati classification, neck movements, and chin-to-chest distance. Through this database, we develop a novel semi- 
supervised deep learning model which can be adequately trained for both types of difficult airway prediction. We believe the pro-
posed SSL model could provide a new, reliable and practical method for perioperative prediction and evaluation of difficult airways. 

2. Methods 

2.1. Study design and participants 

We conducted an observational study of 1000 patients who were scheduled for elective surgical procedures under general anes-
thesia at Henan Provincial People’s Hospital, Henan, China. The study design was reviewed and approved on May 24, 2021 by the 
Institutional Ethics Committee (chaired by Prof. Feng-Min Shao) at that hospital (Protocol number: LS(2021–57)). A written informed 
consent was obtained for each participant. All patients participating in this study had consented for their images, clinical data and 
other relevant information to be published. Our study was registered in the Chinese Clinical Trial Registry, a primary registry of the 
International Clinical Trial Registry Platform, the World Health Organization (clinical trial registration number: ChiCTR2100049879; 
URL: http://www.chictr.org.cn). Our study complies with all pertinent regulations and the patients were enrolled in this study based 
on four inclusion criteria: (1) The patient was older than 18; (2) the patient had an elective surgery under general anesthesia; (3) the 
patient had a grade I–III according to the physical status classification of the American Society of Anesthesiologists (ASA); and (4) the 
patient voluntarily signed an informed consent form. Other patients were excluded based on three exclusion criteria: (1) patients with 
head or neck deformities, oral or maxillofacial deformities, absence of incisors, subglottic stenosis, severe maxillofacial trauma or 
cervical spondylosis; (2) patients with central nervous system diseases or psychiatric disorders; and (3) patients with communication 
disorders (language barriers, or severe visual or hearing impairment). Generally, according to the sampling distribution theory, the 
sample statistics asymptotically follow a normal distribution. Here, a 90% confidence interval was used with a sampling error of 3%. A 
sample size of 800 is generally needed for sound statistical inference [25]. As mentioned above, we collected data for 1,000 patients 
from August to October of 2021. Of the 1000 patients, 455 were male, and 545 were female, and their mean age was 62.8 years. The 
average BMI of all patients was 23.5. Patients had the American Society of Anesthesiologists Physical status (ASA PS) 1–3, with 14.3% 
having ASA PS 1, 69.3% having ASA PS 2, and 16.4% having ASA PS 3. 

2.2. Study procedure 

According to the study design, a written informed-consent form was obtained for each patient. Then, images were collected for each 
patient from 9 different viewpoints during a routine preoperative anesthesia procedure. The collected image set was divided into 
subsets in the ratio of 8:2 for training and testing the proposed model, respectively. For each test patient, the automated airway 
assessment results were concealed from the handling anesthesiologist. However, the anesthesiologist could freely evaluate the patient 
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airways. As each patient entered the surgery room, routine monitoring was initiated for key vital signs including the electrocardiogram 
(ECG), non-invasive blood pressure (NBP), oxygen saturation (SpO2), and end-tidal carbon dioxide concentration (EtCO2). Anesthesia 
was induced by intravenously injecting midazolam (0.03 mg/kg), sufentanil (0.5–1.0 μg/kg), etomidate (0.3–0.6 mg/kg) and 
rocuronium (0.6–0.9 mg/kg). After administering these anesthetics, pure oxygen was supplied to each patient through a mask 
ventilation procedure, while the difficulty of this procedure was simultaneously evaluated. Moreover, for each patient, an anesthe-
siologist (with more than 5 years of clinical experience) performed a tracheal intubation procedure using a visual laryngoscope (after 
complete relaxation of the patient’s muscles), observed the patient’s laryngeal state, and then evaluated the intubation difficulty based 
on the Cormack–Lehane (CL) classification system [26]. In the CL system, Grade I indicates that the entire glottic aperture can be fully 
viewed; Grade II indicates that the vocal cords can be only partially viewed; Grade III reflects that only the epiglottis is viewable; and 
Grade IV represents the inability to view even the epiglottis. Airways with Grades I or II were regarded as normal airways, while those 
with Grades III or IV were labeled as difficult airways for tracheal intubation. Once a difficult intubation case was encountered, 
treatment guidelines were immediately followed with the help of a senior physician if necessary. In addition, patient safety may be 
further enhanced through using fiber bronchoscopes, employing light rods (to guide tracheal intubation), or constructing emergency 
surgical airways. If a patient has been confidently diagnosed with a difficult airway condition preoperatively, tracheal intubation 
should be performed without anesthesia under the guidance of a fiber bronchoscope or a light rod. If no definite CL classification could 
be determined for a certain case, that case would be directly marked as a difficult airway case in our database. 

2.3. Image acquisition standard 

In order to establish a perioperative airway assessment database, we collected nine face images of each patient as well as six 
difficult airway predictors: mandibular mobility, maximum mouth opening, the thyromental distance (TMD), Mallampati classifica-
tion (MPC), neck movements, and the chin-to-chest distance [11]. These predictors account for classical and modern clinical evalu-
ation methods of difficult airways. The setup and significance for each of the captured nine images of a patient are as follows:  

• Image 1: A frontal image of the patient with the mouth open and the teeth closed at the same time to observe the dentition;  
• Image 2: A frontal image of the patient protruding and closing the lower incisors to check whether the mandibular protrusion is 

limited;  
• Image 3: A frontal image of the patient with the face at a neutral expression and the neck completely exposed to check for obesity 

and anatomical deformity signs (in combination with Image 6); 

Fig. 1. (a) Sample images for some patients in the collected dataset. Each row corresponds to one patient, and 9 images are collected for each 
patient according to the image acquisition standard described in the text. (b) Five selected images with different angles. These images account for 
the patient’s maximum mouth opening, Mallampati classification, neck length, neck circumference, neck movements, and thyromental distance. 
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• Image 4: A frontal image of the patient with the mouth maximally open to evaluate the degree of mouth opening;  
• Image 5: A frontal image of the patient in an upright seated position, the head in a neutral position, the mouth open, and the tongue 

stuck out in order to observe the palatine arch, the uvula and the soft palate for Mallampati classification;  
• Image 6: A side image of the patient in an upright seated position with the head in a neutral position and the neck completely 

exposed to check for obesity and anatomical deformity signs (in combination with Image 3);  
• Image 7: A side image of the patient leaning back the neck as much as possible to observe the head and neck mobility;  
• Image 8: A side image of the patient with maximum neck flexion to observe the head and neck mobility;  
• Image 9: A side image of the patient in an upright seated position with the head in a neutral position, the lower incisors protruding, 

and the upper lip bitten for the occlusion test. 

Fig. 1(a) shows some samples of the captured nine images from each patient. Meanwhile, parts around the mouth and the lips were 
blurred in these images in order to hide other facial features, improve the prediction accuracy, and protect their personal privacy. The 
collected images constitute the airway image dataset used in this work. Fig. 1 shows some samples of the collected facial images of the 
patients. 

In our work, a semi-supervised deep learning (SSL) method is used for the first time to predict difficult airway conditions. The SSL 
framework reduces the manpower and resources needed for manual data labeling through effective exploitation of domain knowledge. 
Also, such a framework can lead to relatively high accuracies, and is thus quite applicable in medical image processing. However, for 
performance comparison of our semi-supervised learning method against baseline supervised learning methods, labels for all samples 
in our training dataset are needed. Unlabeled data samples can be obtained from our dataset by simply discarding the corresponding 
labels. 

For manual data labeling, three anesthesiologists with more than five years of individual clinical experience examined and graded 
each of the captured patient images in terms of airway difficulty. Based on this expert evaluation, all patients were categorized into 
difficult-airway patients or normal-airway patients. Three anesthesiologists were recruited to assess the airway of each patient. Each 
expert conducted the assessment independently from other experts, and the assessment results were not revealed to the patients. 
Finally, after excluding unusable samples according to the aforementioned inclusion/exclusion criteria, our dataset had a total of 1,000 
patients (including 758 non-difficult-airway patients and 242 difficult-airway patients). 

2.4. Proposed approach 

In this paper, we present the proposed semi-supervised deep learning method for predicting difficult airway conditions from multi- 

Fig. 2. The overall framework of the semi-supervised deep learning method for difficult airway prediction. This framework has three main modules: 
multi-channel information fusion, the MixMatch semi-supervised learning algorithm, and the ResNet neural network model. The MixMatch module 
consists of four parts: data augmentation, label guessing, sharpening, and MixUp (See the text for details). 
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view images. Specifically, we use a multi-channel information fusion approach to fuse multi-view patient images, and then use the 
MixMatch [27] semi-supervised deep learning method along with the ResNet18 [28] architecture as the backbone network for airway 
classification. Fig. 2 shows the workflow of the proposed approach. 

2.4.1. Data preprocessing 
In order to simplify the difficult airway prediction model, we used only five out of nine patient images (namely, the fourth, fifth, 

sixth, seventh and eighth images) for model construction (See Fig. 1(b)). The selected images highlight six key pieces of patient in-
formation: the maximum mouth opening, the Mallampati classification, the neck length, the neck circumference, neck motion, and the 
parathyroid distance. Moreover, the number of the non-difficult-airway patients in the collected dataset was approximately three times 
that of the difficult-airway patients. To alleviate this significant class imbalance, we used data augmentation techniques in order to 
increase the numbers of the training samples of the non-difficult-airway cases and the difficult-airway cases by factors of 2 and 6, 
respectively. The employed data augmentation techniques were specifically the following: horizontal flipping, random rotations 
within 10◦, scaling, as well as adjustment of brightness, contrast, saturation, and hue. After data augmentation, there was no significant 
difference in the numbers of difficult and non-difficult airway patients. 

2.4.2. Multi-channel information fusion 
The existing deep learning methods for difficult airway prediction are typically based on single-view image data (with no multi- 

channel data), and thus these methods aren’t highly reliable. In our work, we adopt a multi-channel information fusion method to 
fuse the aforementioned five image views of a patient’s airway. This fusion process produces a higher-dimensional image that captures 
the patient’s maximum mouth opening, the Mallampati classification, the neck length, the neck circumference, neck movements, the 
thyromental distance and other characteristic information. The fused information is quite comprehensive and the potential for better 
model reliability is higher. Since a color image has three channels (R, G, and B), the fused image of a single patient has a size of 224 ×
224 × 15. 

2.4.3. MixMatch 
MixMatch is a “holistic” learning approach which incorporates ideas and components from the dominant paradigms of semi- 

supervised learning. Table 1 shows the full MixMatch algorithm. Fig. 2 shows the flow of the semi-supervised deep learning algo-
rithm MixMatch for difficult airway prediction. The total loss is calculated using the following set of equations: 

X’,U’=MixMatch(X,U, T,K,α) (1)  

LX =
1
|X ′

|

∑

x,p∈X′

H(p
′

,Pmod el(y|x; θ)

)

(2)  

LU =
1

l|U ′
|

∑

u,q∈U′

⃦
⃦q′

− Pmod el(y|u; θ)
⃒
⃒|

2
2 (3) 

Table 1 
Algorithm 1.  

Algorithm 1 MixMatch takes a batch of labeled data X and a batch of unlabeled data U and produces a collection X′ (resp. U′ ) of processed labeled examples (resp. 
unlabeled with guessed labels). 

1:Input: Batch of labeled examples and their one-hot labels X = ((xb ,pb); b∈ (1,...,B)), batch of unlabeled examples U = (ub ; b∈ (1,...,B)), sharpening temperature 
T, number of augmentations K, Beta distribution parameter α for MixUp. 
2: for b = 1 to B do 

3: xb
∧

= Augment(xb)//Apply data augmentation to xb 
4: for k = 1 to K do 

5: ub,k
∧

= Augment(ub)//Apply kth round of data augmentation to ub 

6: end for 7: qb =
1
K
∑

k
Pmod el(y

⃒
⃒ub,k

∧
; θ)//Label Guessing 

8: qb = Sharpen(qb,T)//Temperature sharpening 

9: end for 10: X
∧

= ((xb
∧
,pb); b∈ (1, ...,B))//Augmented labeled examples and their labels 

11: U
∧

= ((ub,k
∧
,qb); b∈ (1, ...,B),k∈ (1, ...,K))

//Augmented unlabeled examples, guessed labels 

12: W = Shuffle(Concat(X
∧

,U
∧

))//Combine and shuffle labeled and unlabeled data 

13: X′

= (MixUp(Xi
∧

,Wi); i∈ (1, ...,
⃒
⃒
⃒X
∧⃒⃒
⃒))

//Apply MixUp to labeled data and entries from W 

14: U′

= (MixUp(Ui
∧

,W
i+|X

∧

|
); i∈ (1, ...,

⃒
⃒
⃒U
∧ ⃒⃒
⃒))

//Apply MixUp to unlabeled data and the rest of W 
15: return X’,U’  
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Fig. 3. Steps of the MixMatch module. (a) Data augmentation, label guessing, and sharpening. Each of the labeled samples X and the unlabeled samples U were treated with one and K data 
augmentation rounds, respectively. The results of the K data augmentation rounds for each unlabeled sample were predicted by the model, and then averaged. Finally, the classification entropy was 
modulated by temperature sharpening to generate a “guess” pseudo-label for the unlabeled sample. (b) Step 1 of MixUp: Combine the enhanced labeled and unlabeled samples and rearrange them after 
shuffling. (c) Step 2 of MixUp: Match the samples of the original order with the samples of the shuffled order, and then apply MixUp separately. (d) Loss calculation. For the labeled samples, calculate 
the cross-entropy loss between the model-predicted results and the true labels P′ after MixUp. For the unlabeled samples, calculate the mean-square error (MSE) loss between the model-predicted results 
and the pseudo-labels q′ after MixUp. Finally, combining these two losses with different weights constitutes the total loss function. 
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In Eq. (1), X denotes a batch of labeled data with labels p, while U denotes a batch of unlabeled data. The labeled data (X’, p’) and 
the unlabeled data (U’, q’) are generated after MixMatch, where q′ denotes the “guess” labels of the unlabeled data, while T,K, α are 
hyperparameters. In Eq. (2), LX represents the loss of the labeled data, |X′

| represents the number of the labeled examples, and H(p′

,

Pmod el) is the cross-entropy between the ground-truth sample label p′ and the model prediction Pmod el. In Eq. (3), LU represents the loss 
of the unlabeled data, l represents the number of categories, |U′

| represents the number of the unlabeled examples, and 
⃦
⃦.
⃒
⃒|

2
2 denotes the 

L2 norm, where L2 regularization [29,30] is used. In Eq. (4), λU is a weight coefficient, which represents the proportion of the unlabeled 
data loss to the total loss. The labeled data loss LX and the unlabeled data loss LU are combined with different weights to form the total 
loss function L. 

As shown in Fig. 2, the MixMatch module consists of four parts: data augmentation, label guessing, sharpening, and mixup. The 
complete MixMatch algorithm is shown in Algorithm 1. The MixMatch workflow is graphically shown in Fig. 3(a–c), while Fig. 3(d) 
gives a schematic diagram for the loss function calculations.  

① Data augmentation 

We perform data augmentation on both labeled and unlabeled data samples. Data augmentation applies input transformations 
assumed to leave class semantics unaffected. For example, in image classification, it is common to elastically deform or add noise to an 
input image, which can dramatically change the pixel content of an image without altering its label [31–33]. Roughly speaking, this 
can artificially expand the size of a training set by generating a near-infinite stream of new, modified data. Also increasing the type of 
samples and enhancing the generalisation performance of the model. For each xb in the batch of the labeled data X, we perform data 

augmentation once to generate xb
∧
= Augment(xb) (Algorithm 1, line 3). For each ub in the batch of the unlabeled data U, we perform 

data augmentation K times to generate ub,k
∧

= Augment(ub), k ∈ (1, ...,K) (Algorithm 1, line 5).  

② Label guessing & sharpening 

For each unlabeled example in U, we use the model prediction result to generate a “guessed” label, which is subsequently used to 
calculate the loss of the unlabeled data [34–36]. The model is used to predict the class distribution of ub’s K data augmentation results 

ub
∧

and hence obtain the average value (Algorithm 1, line 7): 

qb =
1
K

∑

k
Pmod el

(
y
⃒
⃒ub,k

∧
; θ
)

(5) 

In Eq. (5), qb is the average of the model’s predicted class distributions across all the K augmentations of ub. Based on entropy 
minimization [37] in semi-supervised learning, we added a sharpening step in the process of generating “guess” labels. Specifically, 
after obtaining the average qb, we use the Sharpen function to decrease the entropy loss, and we employ a parameter T to control this 
loss. The Sharpen function is mathematically expressed as follows 

Sharpen(p,T)i : = pi
1
T

/
∑L

j=1
pj

1
T (6)  

In Eq. (6), p denotes the class distribution predicted by the model (in the MixMatch module, p indicates the average class prediction qb 
of the K augmentation results, as shown in Algorithm 1, line 8), and T is a hyperparameter that can be used to adjust the entropy loss. In 
the MixMatch module, reducing the parameter T can encourage the model to make low-entropy predictions.  

③ MixUp 

Actually, MixUp [38] is an unconventional data augmentation method. In the aforementioned semi-supervised learning algorithm, 
the labeled and unlabeled data samples are completely separate. Here, MixUp is used to fuse such labeled and unlabeled samples, 
where the data generated by MixUp carries information about these two types of samples. We use here a fine-tuned variant of the 
original MixUp method. For two labeled examples (x1, p1) and (x2,p2), we use the following formulas to calculate the MixUp-generated 
data (x′

,p′

). 

λ ∼ Beta(α,α), (7)  

λ
′

=max(λ, 1 − λ), (8)  

x’= λ’x1 + (1 − λ′)x2, (9)  

p’= λ’p1 + (1 − λ′)p2, (10) 

In Eq. (7), α is a hyperparameter. While λ′

= λ in the original MixUp method, our fine-tuned MixUp method uses Eq. (8) to calculate 
λ
′ , such that x′ is closer to x1 instead of x2. In Eq. (9) and Eq. (10), x′ is the new sample after MixUp, and p′ is the new label after MixUp. 
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In order to use MixUp to fuse labeled and unlabeled examples, we collect all the augmented labeled examples into the collection X
∧

(Algorithm 1, line 10), and the unlabeled examples with “guess” labels into the collection U
∧

(Algorithm 1, line 11), as shown in Eq. (11) 
and Eq. (12). 

X
∧

= ((xb
∧
, pb); b∈ (1, ...,B)), (11)  

U
∧

=
( (

ub,k
∧
, qb

)
; b∈ (1, ...,B), k∈ (1, ...,K)

)
(12) 

Then, we combine and shuffle the collections X
∧

and U
∧

to form a collection W, which will be used as the data source for MixUp 

(Algorithm 1, line 12). For each example-label pair in X
∧

, we calculate MixUp(X̂i,Wi); i ∈ (1, ..., |X̂|) and add the result to the collection 

X′ (Algorithm 1, line 13). From Eqs. (8) and (9), we know that the examples in and X
∧

are highly similar. For each example-label pair in 

U
∧

, we apply MixUp with the remaining example-label pairs in W and add the result to the collection U′ (Algorithm 1, line 14). The 
MixMatch algorithm converts X to X′ , where X′ is a collection of labeled examples obtained with one application of data augmentation 
and MixUp. Similarly, U is converted to U′ , where each unlabeled example in U′ has undergone K rounds of data augmentation and one 
MixUp round, and has a corresponding “guess” label. 

3. Experimental setup, results and analysis 

3.1. Experimental setup 

3.1.1. Settings 
As mentioned before, our dataset contains samples for a total of 1000 patients, including 758 non-difficult-airway patients and 242 

difficult-airway patients. For model training, we used 80% of the data (800 patients including 606 non-difficult-airway patients and 
194 difficult-airway patients). For model testing, we used the remaining 20% of the data (200 patients with 152 non-difficult-airway 
patients and 48 difficult-airway patients). In order to avoid the dependence of the results on a particular division of the data into 
training and testing subsets, we followed a five-fold cross-validation scheme as shown in Fig. 4. In this validation scheme, the dataset is 
divided evenly into five folds, where each fold (20% of the data) is used in turn for testing while the remaining four folds (80% of the 
data) are used for training. According to this scheme, five training-testing data partitions (Dataset 1–Dataset 5) are produced with the 
same training-testing ratios but with completely different testing samples and partially different training samples. The five partitions 
are independently used to produce five different classification models. The test results for these five models are obtained and averaged 
to get the overall test results. 

To alleviate the class imbalance in the training data, we employed data augmentation in the preprocessing stage. The details of the 
data division among the two classes are given in Table 2. 

In order to ensure better model convergence, improve experimental efficiency, and reduce over-fitting, we used a transfer learning 
approach to retrain a ResNet18 architecture (pre-trained on ImageNet [28]) as our baseline model. For the semi-supervised learning 
method, we used a mixed loss function composed of a labeled data loss and an unlabeled data loss. For the supervised learning method, 
a cross-entropy loss was used. For all experiments, we used 90 epochs of training, an Adam optimizer, a batch size of 32, an initial 
learning rate of 0.001, and a learning rate adjustment to 0.0001 after two-thirds of the epochs. 

All experiments were run within Anaconda 4.10.1 on a Windows 10 operating system, with Python 3.7.10, PyTorch 1.8.1 and other 
packages. We used a graphics card of NVIDIA GeForce RTX 3070 with an 8-GB memory capacity, a GDDR8 memory type, and a 14000- 
MHz frequency. 

Fig. 4. Five-fold cross-validation. The dataset is divided into five folds, where each fold is used in turn as the test set while the other four are used as 
the training set. Thus, five different data combinations (Dataset 1–Dataset 5) are generated, and five corresponding classification models are trained 
and tested to get the results E1–E5. The average of these five test results is the final test result E. 
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3.1.2. Performance indicators 
In this study, we used the accuracy, sensitivity, specificity, precision, and F1-score as overall performance indicators. These in-

dicators are respectively defined as follows: 

Acc=
TP + TN

TP + TN + FP + FN
(13)  

Sen=
TP

TP + FN
(14)  

Spe=
TN

FP + TN
(15)  

Pre=
TP

FP + TP
(16)  

F1 =
2 × Pre × Sen

Pre + Sen
(17)  

In Eqs. (13) to (16), TP,TN, FP, FN denote the true-positive, true-negative, false-positive and false-negative, respectively. The result of 
Eq. (17) is calculated using the results of Eq. (14) and Eq. (16). 

For medical image classification problems, another key performance evaluation method is the receiver operating characteristic 
(ROC) curve analysis and the associated area under the ROC curve (AUC). Indeed, the ROC curve represents a comprehensive indicator 
of binary classification performance, where the curve continuously traces all sensitivity-specificity pairs, and each ROC point reflects 
the susceptibility to the same signal stimulus. The AUC value is generally between 0.5 and 1, and is used to judge the overall model 
performance. The closer the AUC value to 1, the better the model performance. 

3.2. Experimental results 

First of all, we investigated the classification performance with different types of backbone networks, namely, DenseNet121 [39], 
GoogLeNet [40], InceptionV3 [41], MobileNetV2 [26], ShuffleNetV2 [42], VGG16 [43], and ResNet18 [44]. For the semi-supervised 
deep-learning algorithms, we used each backbone network with the MixMatch method. The parameter settings of the different variants 
were kept consistent. From Table 3 and Fig. 5, we can observe that the best experimental results are obtained with a ResNet18 
backbone network, and 30% of the training samples being labeled (and 70% of the training samples being unlabeled). 

For our dataset, we evaluated the effectiveness of the MixMatch method through comparison with several semi-supervised learning 
methods: Π-Model [34], Mean Teacher [36], virtual adversarial training (VAT) [45], and Pseudo-Label [46]. For a fair comparison, all 
methods were implemented and compared with the same backbone network, ResNet18. Table 4 shows the performance outcomes of 
these methods with 30% (410) labeled training samples. The fully-supervised model trained with 100% (1368) labeled samples is used 
to set an upper bound on performance, while the fully-supervised model trained with 30% (410) labeled samples is used to set the 
baseline performance. The assessments of the three experienced anesthesiologists were combined to get the overall ground-truth 

Table 2 
Dataset division.   

Training data Training data after data expansion Test data 

Non-difficult Difficult Non-difficult Difficult Non-difficult Difficult 

Dataset 1 606 194 1212 1164 152 48 
Dataset 2 606 194 1212 1164 152 48 
Dataset 3 606 194 1212 1164 152 48 
Dataset 4 606 194 1212 1164 152 48 
Dataset 5 606 194 1212 1164 152 48  

Table 3 
Comparison of the metrics of our approach when using different backbone networks.  

Method Percentage Metrics 

Labeled Unlabeled Acc Sen Spe F1 AUC 

DenseNet121 30% 70% 86.50% 79.17% 88.82% 73.79% 0.8936 
GoogLeNet 30% 70% 79.50% 72.92% 81.58% 63.06% 0.8136 
InceptionV3 30% 70% 84.00% 81.25% 84.87% 70.91% 0.8588 
MobileNetV2 30% 70% 85.00% 83.33% 85.53% 72.73% 0.8782 
ShuffleNetV2 30% 70% 83.00% 83.33% 82.89% 70.18% 0.8495 
VGG16 30% 70% 87.50% 89.58% 86.84% 77.47% 0.9035 
ResNet18 30% 70% 90.00% 89.58% 90.13% 81.13% 0.9435  
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expert ratings. As we can see, all semi-supervised learning models gained some improvement in terms of all performance metrics 
compared to the baseline model. In particular, the MixMatch-based method gained better performance than the other semi-supervised 
learning methods. The upper-bound accuracy (with all training samples being labeled) was only 0.5% lower and the AUC was only 
0.004 lower compared to the performance indicators of the human experts. However, the fully-supervised method (with the 
upper-bound performance) requires labeling all of the training samples, and is thus quite time-consuming and laborious. In com-
parison, the MixMatch-based semi-supervised learning method demonstrated a good balance between performance and cost, where 
the obtained accuracy and AUC were respectively just 1% and 0.0062 lower than the indicators of the human experts, with only 30% of 
the training samples being labeled. Fig. 6 shows the ROC curves obtained for various methods. Clearly, the performance of our 
MixMatch-based method is better compared to other semi-supervised learning methods, and is very close to the upper-bound 

Fig. 5. Comparison of the ROC curves for our approach in combination with different backbone networks.  

Table 4 
Comparison of experimental results between different semi-supervised deep learning methods.  

Method Percentage Metrics 

Labeled Unlabeled Acc Sen Spe F1 AUC 

doctor - - 91.00% 91.67% 90.79% 83.26% 0.9497 
Upper Bound 100% 0 90.50% 91.67% 90.13% 82.25% 0.9457 
Baseline 30% 0 85.50% 81.25% 86.84% 72.90% 0.8850 
Π-Model [34] 30% 70% 87.00% 83.33% 88.16% 75.47% 0.9002 
Mean Teacher [36] 30% 70% 88.50% 85.42% 89.47% 78.10% 0.9110 
VAT [45] 30% 70% 89.00% 87.50% 89.47% 79.24% 0.9127 
Pseudo-Labe [46] 30% 70% 86.00% 81.25% 87.50% 73.58% 0.8936 
MixMatch 30% 70% 90.00% 89.58% 90.13% 81.13% 0.9435  

Fig. 6. Comparison of the ROC curves associated with different semi-supervised deep learning methods.  
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performance and the human expert performance. 
To verify the effectiveness of our multichannel information-fusion method, we compared the fused-input multi-image multi-angle 

model against the direct-input single-image single-angle model. As the results in Table 5 and Fig. 7 show, the fusion of the 5 images 
produced the best results, with all the performance metrics higher than the corresponding ones for the single-image model. This 
demonstrates the feasibility of the multichannel information-fusion approach, which accounts for the variability in patient charac-
teristics, captures more comprehensive information, and exhibits higher reliability . 

Furthermore, we investigated the impact of different percentages of training data labeling on the performance of our semi- 
supervised learning method. As Table 6 shows, our method achieves consistent improvements over the fully-supervised baseline 
model with labeling percentages of 5%, 10%, 20% and 30%. In addition, with a 30% labeling percentage, our method achieves an AUC 
of 0.9435, a sensitivity of 89.58%, and a specificity of 90.13%. In general, these results demonstrate the effectiveness of our approach 
in exploiting the unlabeled data for achieving performance gains. 

4. Discussion 

Our work introduces the first semi-supervised deep-learning method for identifying difficulties of both mask ventilation and 

Table 5 
Comparison of metrics of MixMatch-based semi-supervised learning methods for different input cases.  

Input Percentage Metrics 

Labeled Unlabeled Acc Sen Spe F1 AUC 

1.jpg 30% 70% 78.50% 77.08% 78.95% 63.24% 0.7841 
2.jpg 30% 70% 83.50% 83.33% 83.55% 70.79% 0.8527 
3.jpg 30% 70% 72.50% 72.92% 72.37% 56.00% 0.7401 
4.jpg 30% 70% 76.00% 75.00% 76.32% 60.00% 0.7688 
5.jpg 30% 70% 75.00% 72.92% 75.66% 58.33% 0.7538 
1.jpg~5.jpg 30% 70% 90.00% 89.58% 90.13% 81.13% 0.9435  

Fig. 7. Comparison of the ROC curves of the MixMatch-based semi-supervised learning methods for different input cases.  

Table 6 
Quantitative evaluation of our method was performed on the constructed dataset under different percentages of labeled data.  

Method Percentage Metrics 

Labeled Unlabeled Acc Sen Spe F1 AUC 

doctor – – 91.00% 91.67% 90.79% 83.26% 0.9497 
Upper Bound 100% 0 90.50% 91.67% 90.13% 82.25% 0.9457 
Baseline 5% 0 81.50% 79.17% 82.24% 67.26% 0.8230 
MixMatch 5% 95% 84.00% 83.33% 84.21% 71.43% 0.8699 
Baseline 10% 0 82.50% 81.25% 82.89% 69.03% 0.8441 
MixMatch 10% 90% 86.00% 83.33% 86.84% 74.07% 0.8845 
Baseline 20% 0 84.00% 83.33% 84.21% 71.43% 0.8669 
MixMatch 20% 80% 88.50% 87.50% 88.82% 78.51% 0.9032 
Baseline 30% 0 85.50% 81.25% 86.84% 72.90% 0.8850 
MixMatch 30% 70% 90.00% 89.58% 90.13% 81.13% 0.9435  
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intubation. In this work, we established a non-invasive, fast, and easy-to-use AI model for predicting difficult airways, Fig. 8 shows the 
application interface for difficult airway detection. Our model can be trained without a large number of labeled samples, and can 
greatly reduce the cost of medical expert labeling. Also, compared to existing bedside screening tests and systematic evaluation 
methods [11,24], our model demonstrated superior performance in terms of several performance indicators (such as the accuracy, 
AUC, sensitivity, and specificity). In addition, our AI model could more accurately differentiate between normal-airway patients and 
patients with risks of difficult intubation or difficult mask ventilation. Accordingly, the proposed method is clinically applicable with 
relatively low misdiagnosis rate, and relatively high reliability. Indeed, our model is accessible and useful for clinicians (especially 
young ones who lack clinical experience), and can actually help identify patients with risks of difficult intubation during preoperative 
anesthesia procedures. 

With the emergence of modern anesthesiology, airway management of patients under anesthesia has been a key issue towards 
achieving optimal oxygenation and ventilation. Most anesthesiologists frequently experience difficulties with airway management, 
and this brings great distress to the patients and poses treatment challenges. After a general anesthesia procedure, the patient loses the 
ability to breathe spontaneously, and the anesthesiologist shall usually re-provide adequate oxygen supply to the patient in about 1 
min through mechanical ventilation. This temporary asphyxia doesn’t usually cause any harm to the patient. However, for patients 
with difficult airways, ventilation cannot be quickly reestablished, and repeated intubation (or other procedures) could potentially 
damage the teeth, oral mucosa, and vocal cords [47]. Additionally, prolonged hypoxia can lead to serious organ damage, such as 
anoxic brain injury, myocardial ischemia, and even death [8,9]. 

Therefore, the 4th National Audit Project (NAP4) of the Royal College of Anesthetists and the Difficult Airway Society as well as 
other major national anesthesia societies recommend preoperative airway assessment [1,8]. Not only can such an assessment inform 
patients about suspected airway difficulties and intubation-related risks, but also alert anesthesiologists to develop adequately-tailored 
preoperative anesthetic procedures (such as abandoning routine rapid continuous drug injection, utilizing slow-induction anesthesia 
with spontaneous respiration, or awake tracheal intubation recommended by most guidelines) [1,48]. Such procedures reduce the 
possibility of serious perioperative complications caused by inadequate preparation or anesthetic regimens. In addition, accurate 
preoperative prediction of difficult airway conditions could effectively help with avoiding difficult airway management failures caused 
by other human factors (such as inadequate teamwork, failure to timely seek help from superior medical experts, and improper 
preparation of the endotracheal tube and medications) [12,49,50]. However, no indicator or method can still accurately predict 
difficult airway conditions. Indeed, no satisfactory prediction performance could be achieved based on a patient’s thyromental dis-
tance, chin-to-chest distance, maximum mouth opening and other indicators. Moreover, little improvements have been achieved 
through slightly complex clinical tests (such as the modified Mallampati classification and the upper lip bite test), or 
systematically-used multivariable models for airway assessment based on clinical experience (such as SARI, the Wilson risk score, and 
the LEMON method) [14,15,51]. 

Recently, AI techniques (especially deep learning ones) have been widely employed in multiple medical fields in order to help make 
better diagnosis, prognosis, and therapeutic decisions. Noticeably, the AI-based techniques for medical image analysis have been able 
to reach and even exceed the clinical performance of the human medical experts on certain clinical and diagnostic tasks (such as 
medical film reading) [52,53]. In fact, the human expert assessment of difficult airways is mostly based on visual information (with 
little attention to medical history). So, we believe that the AI-based predicative analytics can simplify the diagnosis of difficult airways. 
In fact, numerous AI-based methods have been proposed for predicting intubation difficulties. Hayasaka et al. established a deep 
learning model for difficult intubation classification using 16 patient head images [24]. However, just like other studies on difficult 
airway predication, the predication performance was limited by the small sample size (large datasets are critical for boosting the 
diagnosis performance) [20,54]. Therefore, considering the importance of the sample size on the predicative accuracy, we collected 
clinical information for 1000 patients in our study. In order to further increase the diversity of samples and improve the generalization 
performance of the model, we conducted data augmentation on the original data and used more diversified samples to train our AI 
model. In addition, to the best of our knowledge, we are the first to independently investigate the prediction of the mask ventilation 
difficulties. Despite the fact that very few cases of mask ventilation difficulties are available in our study, we believe that our study will 
be helpful to more comprehensively understand the risk factors of difficult airways. 

In this study, we used a multi-channel information fusion method to fuse multiple images of different parts and different angles of 
each patient. Compared with the single-image-input neural networks in the literature [24], we feed our network with 
higher-dimensional information generated by multi-channel image fusion. The fused information takes into account the patient’s 
maximum mouth opening, MPC, neck length, neck circumference, neck movements, TMD, and other key indicators. This information 
is more comprehensive and their reliability is relatively higher. 

We also used a semi-supervised deep learning method to solve the difficult airway prediction problem for the first time. Compared 
with an existing supervised learning algorithm, we achieved comparable classification performance with only a small amount of 
labeled data. While reducing the demand for human and material resources, our method can also ensure good classification accuracy, 
and greatly improved efficiency. 

We believe that the image acquisition location and angle are vital for the success of the AI-based predictions. Also, the success of our 
AI-based method does not mean that the clinical experience of the anesthesiologists is no longer important. No matter how science 
develops, the difficult airway predictors traditionally developed by anesthesiologists still have some clinical relevance and value. A 
wide range of bedside screening tests was utilized in our study, because just imaging a patient’s visual appearance cannot well reflect 
the internal airway conditions, nor confer an advantage for AI-based image classification. This is also the part where our study stands 
out compared to other studies. During the pre-operative anesthesia visits, most patients sit or stand to communicate with their an-
esthesiologists, except for special physical reasons. Therefore, all patient images in our study were taken while the patients were 
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Fig. 8. An application interface for difficult airway detection.  
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seated. Few previous studies claimed that the diagnostic performance with the supine position is better than that with the seated 
position [55]. However, the existing evidence is not sufficient enough to support this claim. 

The direct laryngoscope is generally of low cost and thus has been more frequently used in previous studies than the visual 
laryngoscope. However, an increasing clinical evidence has demonstrated that the visual laryngoscope can reduce the intubation 
frequency, widen the visual field, and reduce the intubation-caused airway injuries [56]. Furthermore, the application of the visual 
laryngoscope can reduce the hospitalization cost, the length of stay, the risk of complications, and the risk of admission to an intensive 
care unit (ICU) [57]. We believe that the visual laryngoscope would be more widely used in the future as the main intubation tool in 
clinical anesthesia. Therefore, in this study, we chose the visual laryngoscope as our preferred intubation tool, and the exposure field of 
this device was used as the basis for difficult airway assessment. 

5. Limitations of the study 

However, our work has a few limitations. Firstly, this study is a single-center study with a potential sample bias. Also, in our study, 
the incidence of the difficult airway cases in the Henan province is not high. However, it is worth noticing that the number of patients 
with oral cancer is increasing in southern China due to betel nut chewing. Although there is no evidence of reaching an epidemic level, 
the spread of oral cancer may lead to higher prevalence of difficult airway cases. Secondly, compared to other AI methods with more 
than 10 thousand images of computed tomography (CT) or magnetic resonance imaging (MRI), the number of cases and images we 
studied is still relatively small. Finally, in clinical practice, in addition to visual indicators, the assessment of difficult airways by senior 
anesthesiologists will also be assisted by their subjective expertise and the patient’s past medical history. Our AI-based method does 
not account for these pieces of information, and this represents a drawback of our work. 

In view of the above shortcomings, we plan to carry out a multi-center study in collaboration with several hospitals of diverse 
geographical locations in China. This would enable the establishment of a larger database with more clinical images. At the same time, 
we have already begun the deployment of our AI model into a mobile phone application, in order to help clinical anesthesiologists use 
AI technologies to evaluate patient’s airway conditions anytime and anywhere. Furthermore, in order to boost the diagnostic accuracy 
of our AI system, we are in the process of augmenting the system with manual input options for relevant factors (such as obesity, 
snoring and other medical history information). 
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