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A B S T R A C T   

As a crucial area of research in the field of computer vision, food recognition technology has 
become a core technology in many food-related fields, such as unmanned restaurants and food 
nutrition analysis, which are closely related to our healthy lives. Obtaining accurate classification 
results is the most important task in food recognition. Food classification is a fine-grained 
recognition process, which involves extracting features from a group of objects with similar ap
pearances and accurately classifying them into different categories. In a such usage environment, 
the network is required to not only overview the overall image, but also capture the subtle details 
within it. In addition, since Chinese food images have unique texture features, the model needs to 
extract texture information from the image. However, existing CNN methods have not focused on 
and processed this information. To classify food as accurately as possible, this paper introduces 
the Laplace pyramid into the convolution layer and proposes a bilinear network that can perceive 
image texture features and multi-scale features (LMB-Net). The proposed model was evaluated on 
a public dataset, and the results demonstrate that LMB-Net achieves state-of-the-art classification 
performance.   

1. Introduction 

Texture feature extraction is a crucial aspect of research into computer vision and traditional machine learning algorithms [1–3]. 
With the continuous growth of image data, the application scenarios of image recognition technology are becoming increasingly 
widespread, including security, medical care, and autonomous driving. Its application prospects are extremely broad. Food recognition 
is a highly promising research direction at present [4], and its research results can affect all aspects of human health and life, such as 
cooking automation [5], food calorie prediction [6], terminal self-service settlement [7], nutritional assessment [8], and so on. 

Traditional machine learning algorithms were used in previous food recognition systems. Firstly, it is necessary to perform image 
feature selection, such as color, contour, texture, etc. Then, these features need to be extracted and encoded, and finally, the encoded 
features are passed to the classifier for classification. Joutou et al. [9] proposed a method for food image classification by extracting 
color histogram features, SIFT features, and Gabor texture features, and introduced a support vector machine (SVM)-based 
multi-kernel learning classification approach. They adaptively adjusted the weights of these three features and combined them. While 
this method can accomplish basic classification tasks, it exhibits suboptimal performance when faced with images that have similar 
features, and the classification accuracy is also influenced by the imaging quality of food images. To enhance the robustness of the 
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classification method, Kawano et al. [10] divided food images into 32 regions and encoded all RootHoG blocks and color blocks as 
Fisher vectors for feature representation. This block-wise encoding method increased the dimensionality of the image features, 
effectively improving the robustness of the classification method. On the other hand, Giovany et al. [11] proposed a method for 
extracting food features using the SIFT operator. Considering the high computational cost of SIFT feature processing, they employed 
the K-means algorithm to cluster the features, thereby reducing the computational cost. Finally, they utilized backpropagation neural 
networks for food image classification. Through experimental research, Fahira et al. [12] concluded that the combination of color 
histogram and Gabor features is more suitable for food image recognition tasks. They also tested five machine learning classification 
methods for food image classification, and the results showed that the random forest model had the shortest computation time while 
achieving the highest accuracy. The manual feature extraction methods have certain limitations as they require significant human 
involvement in the feature selection and design process. Additionally, this method excessively relies on parameters and image quality, 
resulting in a significant impact on recognition accuracy when objective conditions such as lighting environment and shooting angles 
of the images change. Since the emergence of AlexNet [13], food recognition has entered the era of deep learning [14,15] due to its 
significant assistance in image recognition tasks [16,17]. In recent years, with the advent of classic structures such as ResNet [18], 
GoogLeNet [19], DenseNet [20], etc., there have been a hundred schools of thought in the design of food recognition networks. 

Food recognition differs from general object recognition tasks in that many foods are non-rigid objects that lack unique spatial 
arrangements and key points. Particularly for Chinese cuisine, many ingredients are processed into small chunks or thin strips, and 
many food colors are very similar. Images of the same food category may exhibit significant differences, while those of different 
categories may have similarities [21]. In this case, spatial and color features of images are difficult to be learned by conventional 
classification models, which results in poor performance of Chinese food recognition tasks in regular object classification models. Food 
recognition falls under the umbrella of fine-grained classification, which first discovers fixed semantic parts of certain subjects [22]. 
However, the vast majority of food images do not have common semantic components, making it difficult to perceive the unique 
semantic information in food images through existing fine-grained recognition networks. 

In the field of food image processing, researchers have proposed various methods to improve the segmentation and recognition of 
food images. Wang et al. [23] introduced a pyramid network based on the Swin Transformer that adaptively combines local and global 
features, thereby enhancing the representation of global information and enriching the boundary details. Subsequently, Zhou et al. 
[24] proposed a semantic-guided window attention fusion framework for food recognition. This method measures the importance of 
each pixel and adaptively crops discriminative regions as input for the next stage. To further enhance the accuracy of food recognition, 
researchers conducted experimental studies on model ensemble and voting-based decision-making. Fakhrou et al. [25] integrated two 
models, InceptionV3 and DenseNet201, and analyzed the results using an average voting decision approach. Additionally, Tasci [26] 
investigated the classification performance of different combinations of CNN architectures, and the experimental results demonstrated 
that weighted voting operations provide more flexible and effective results for voting-based classification processes. For the task of 
distinguishing visually similar food items, Raju et al. [27] utilized a thermal imaging sensor to acquire thermal data and combined it 
with RGB images as a basis for classification, thereby adding a new dimension of data to food image features. However, a drawback of 
this method is that temperature information is susceptible to instability and environmental influences. 

Chinese food images are characterized by rich colors, abundant details, and diverse shapes. It is difficult to comprehensively 
summarize these features by simply combining multiple networks or adding attention mechanisms. To address this issue, texture 
features need to be incorporated into the network to describe the characteristics of the images. Most of the methods currently used by 
researchers do not design feature extraction methods specifically for food images. So as to tackle the issues mentioned above, we 
propose a multiscale feature fusion network with texture feature extraction capability, called LMB-Net. Specifically, the network is 
divided into two main parts. To address the problem of texture feature extraction, Laplacian pyramids are fused into the first part of the 
network. To extract features from multiple receptive fields, features extracted by different convolution kernels are combined. Finally, 
the Laplacian pyramid convolution layer and multiscale feature fusion layer are combined to form the first part of the network. The 
second part consists of a homologous bilinear pooling layer and classification layer, which amplifies the impact of features on model 
judgment, aims to improve feature expression ability, and enhance the stability of the model. The contributions of this article are 
summarized below:  

1. We have created a texture feature extraction module that can be integrated into the convolutional layers. This module uses a 
Gaussian pyramid to process the image and obtain images of different sampling layers, and then constructs a Laplacian pyramid by 
differentiating the downsampled images between layers. This module is suitable for use in end-to-end neural networks and greatly 
enhances the model’s ability to learn texture features.  

2. We cascade our self-designed multiscale extraction module based on food recognition with the texture feature module, and 
combine it with a bilinear pooling layer to enrich the model’s learning methods for features and improve its robustness while 
reducing overfitting. 

2. Related work 

2.1. Extraction of texture features 

Texture feature extraction is a crucial aspect of research into computer vision and traditional machine learning algorithms, 
involving methods such as gray level co-occurrence matrix (GLCM), texture filters, local binary pattern (LBP), wavelet transform, and 
others. These algorithms allow for the capture of information about different texture aspects through multi-scale and multi-orientation 
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analysis of images, which can then be converted into digital feature vectors for subsequent processing and classification. Yuita Arum 
Sari et al. [28] used LBP and GLCM to extract texture features of food, finding that texture features were an essential part of describing 
food image characteristics. Puteri Khatya Fahira et al. [29] used Haralick texture features to retrieve texture features in images and 
incorporated this information into a random forest classifier, achieving good classification results. Claudio Cusano et al. [30] tested the 
classification effect of handcrafted features and CNN on texture descriptors in a food dataset, finding that the CNN method could not 
effectively classify image textures and proposing a mean product voting strategy to fuse prediction results from multiple methods. 
Pooja Sharma et al. [31] used multiple texture filters to sharpen and enhance the edges of food images to make their features more 
easily extractable. Samuel Verdú et al. [32] used laser scattering imaging technology to simulate the texture of fruit and inferred the 
storage time of the fruit using CNN technology. 

Over the years, many research teams have focused on how to effectively extract texture features manually and provide them to 
classifiers for judgment, and have tried many methods of extraction, including the recently popular deep learning extraction method, 
even highlighting texture information in image imaging in order to predict more accurately. Indeed, the research work of these 
scholars has proved the unshakable position of texture features in food image classification, and by enhancing the extraction of food 
texture, more powerful classification models have been obtained. However, so far, the extraction of texture features has been done 
manually, and there currently exists no end-to-end model capable of seamlessly integrating texture features extracted from food 
images into the sensory layer of convolutional neural networks for classification. The implementation of such a solution would un
doubtedly augment the learning capacity of CNNs., making the classification results more accurate. Therefore, this paper proposes a 
method of using the Laplacian pyramid to express texture features of food images and writes it into a module, which is integrated into 
CNN to improve the model’s detection capability. 

2.2. Model design of multiple receptive fields 

Chinese cuisine features rich colors and diverse shapes. Due to the characteristics of the images, models need to consider both the 
overall information and exact particulars of the food images, requiring a multi-receptive field approach to evaluate the food images. 
Niki Martinel et al. [33] submitted a sliced convolutional structure based on ResNet and combined it with deep residual blocks to 
capture the vertical structural information of the dishes. Liang et al. [34] input segmented pre- and post-segmentation food images into 
four different branch networks that complement each other’s global and local features. Min et al. [35] adopted an improved pro
gressive training approach to learn complementary local features, and used an attention mechanism to integrate contextual and 

Fig. 1. The basic structure of this network. L1 and L2 denote two feature maps obtained by extracting from the Laplacian pyramid. R1-R3 represent 
the feature maps extracted from three different receptive fields. F1–F3 indicate the fused feature map layers resulting from the fusion operation. ‘F’ 
signifies the fusion operation. 
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multi-scale information into local features. S. Khan et al. [36] used multiple classifiers, combined all classification results, and 
strengthened the model’s performance through a fusion strategy with learning weights. To avoid feature repetition, Xiao et al. [37] 
proposed a new convolution method that divides the sliding step of the convolution into odd and even steps to retrieve information, 
and complements the information to achieve result determination. 

The achievements of the above researchers demonstrate the complexity of the elements in food images. To capture as much in
formation as possible from Chinese food images without causing overfitting due to excessively complex extraction structures, this 
article uses three receptive fields combined with the texture feature extraction module mentioned earlier to form the detection part of 
the network. 

3. Proposed methods 

In this section, we propose a multi-scale bilinear pooling network that can extract texture features from food images. First, we use 
Gaussian filtering to process the image, retaining its details while reducing noise. Then, we construct a four-layer Gaussian pyramid 
[38], in which each layer is computed by subtracting the up-sampled and convolved prediction image from its previous layer. The 
texture information of a series of difference images is merged and incorporated into the perception layer of the model, along with the 
image information extracted by the multi-receptive field. Finally, we use the homogenous bilinear pooling layer to combine the feature 
maps extracted by different convolution kernels, obtaining more comprehensive feature expressions and improving the robustness of 
the model without increasing its complexity. Fig. 1 below illustrates the general framework of the model. 

3.1. Laplace pyramid module 

The Laplacian pyramid is commonly utilized in the fields of image enhancement [39], image fusion [40], feature matching [41], 
etc., but it is rarely involved in deep learning classification tasks. Its sensitivity to high-frequency information and texture information 
is exactly the starting point for the application of this method. In this paper, the image is first subjected to Gaussian filtering, with the 
function of the Gaussian filter shown in Eq. (1): 

G(x, y)=
1

2πσ2e−
x2+y2

2σ2 (1)  

where x and y are the coordinates of pixels, σ is the standard deviation of the Gaussian function, G (x, y) is the value of the Gaussian 
function. 

For an image, the operation of a Gaussian filter can be formulated as Eq. (2): 

I′(x, y)=
1
K

∑k

i=− k

∑k

j=− k
I(x+ i, y+ j)G(i, j) (2)  

where I is the source image, I′ is the filtered image, K is a normalization factor, k is the radius of the filter, and G (i, j) is the value of the 
Gaussian function at (i, j). This paper chooses the smallest possible value of k to retain as much detail information in the image as 
possible for subsequent work. 

After the Gaussian blur process, this paper designed a four-layer Laplacian pyramid to learn the texture features of the image. The 
Laplacian pyramid predicts the residual in image processing by upsampling and reconstructing unsampled upper-level images, 
resulting in an image that is larger than the original image. The upsampling process is as follows:  

(1) Double the image in each direction and fill the added rows and columns with zeros.  
(2) Convolve the enlarged image using the previously used kernel to obtain an approximate value for the “newly added pixels”. 

Let the ith layer of the Gaussian pyramid be Gi, the i+1th layer of the Gaussian pyramid be Gi+1, and the calculation formula for 
the i-th layer of the Laplacian pyramid Li be expressed as Eq. (3): 

Li =Gi − Up(Gi+1) ⊗ κ3×3 (3)  

Up represents upsampling, where the pixel at position (x, y) in the source image is mapped to position (2x+1, 2y+1) in the target 
image. 

⊗ is used to represent convolution. 
κ3×3 represents a kernel of size 3 × 3. 
The texture information after processing with the Laplacian pyramid is shown in Fig. 2. 
From Fig. 2, it can be seen that the texture information is clearly outlined, and the Laplacian pyramid used in this paper can 

effectively learn the texture characteristics of food images. 

3.2. Multi-scale feature extraction model 

Chinese food images contain diverse information and usually require the use of different sizes of convolution kernels or pooling 
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layers to capture information of different scales in the image. Specifically, assuming the input image is X ∈ RH×W×C, the variables H, W, 
and C represent the height, width, and channel dimensions of the image, correspondingly. Let the output of layer l be Fl ∈ RHl×Wl×Dl, 
where Dl denotes the output feature dimension produced by the layer. In order to perform multi-scale feature extraction, we can use 
multiple convolutional kernels or pooling layers in the lth layer to generate output feature maps of different scales. For example, using 
two convolutional kernels with sizes of 3 × 3 and 5 × 5, we can obtain two output feature maps Fl,1 and Fl,2 with a size of Hl × Wl ×

Dl. If we also add a pooling layer with a size of 2 × 2, we can obtain an output feature map Fl,3 with a size of Hl/ 2× Wl/ 2× Dl. In this 
way, we obtain three feature maps of different scales, each capturing different details of the input image. In convolutional and pooling 
layers, the parameters between multiple kernels or pooling layers are shared. Specifically, assuming that the lth layer has K con
volutional kernels or pooling layers, as illustrated in Eq. (4): 

H(1)
l ×W(1)

l × C × Dl,H(2)
l × W(2)

l × C × Dl,…,H(K)

l × W(K)

l × C × Dl (4) 

The output Fl ∈ RHl×Wl×Dl of the lth layer can be represented as Eq. (5): 

Fl =
∑K

k=1
Fl− 1 ∗ W(k)

l + b(k)
l (5)  

where Fl− 1 represents the output feature map of the (l− 1)th layer, * denotes the convolution operation, W(k)
l and b(k)l represent the 

weight and bias of the k-th convolutional kernel or pooling layer of the l-th layer. The summation symbol (
∑

) represents the sum of all 
convolutional kernels or pooling layers’ outputs. This article designs three scales of convolutional receptive fields, each with two 
convolutional kernels. Fig. 3 demonstrates the multi-dimensional feature extraction scheme proposed in our study. 

To visually showcase the efficacy of this approach in feature extraction from food images, A depiction of the extracted features of 
the image after being processed by the proposed extraction structure was illustrated in this paper, as depicted in Fig. 4. 

As shown in Fig. 4, it can be seen that with the change of the convolution kernel, features of different scales are acquired by the 
model. This approach extracts both the global features and the high-level semantic information of food images. 

3.3. Homologous bilinear pooling 

In traditional Convolutional Neural Networks, pooling layers are commonly employed to decrease the dimensions of feature maps, 
resulting in a reduction of the model’s parameters. However, in fine-grained image classification tasks, pooling operations have the 
potential to cause the loss of crucial details in the information, resulting in decreased classification performance. The bilinear pooling 
method has a unique advantage in food classification tasks due to its powerful semantic representation ability [42]. It is a linear model 
that combines two input features and maps them to a shared feature space to achieve the fusion and extraction of multimodal data. Let 
f1 and f2 be two input feature maps, and W ∈ Rd×d be a learnable weight matrix. For position (i,j), the output of the bilinear pooling 
operation over the same source is expressed as Eq. (6): 

Yi,j =
∑H

m=1

∑W

n=1
f1(m, i)w(m,n)f2(n, j) (6) 

Fig. 2. Texture feature map after Laplacian module processing.  
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where H and W symbolize the height and width of feature maps f1 and f2 respectively, w(m,n) represents the element’s value at the m-th 
row and n-th column of weight matrix W. Homogeneous bilinear pooling obtains a two-dimensional similarity matrix between the two 
feature maps f1 and f2 by performing bilinear interpolation. Then, the matrix is added to the convolution result of feature maps f1 and 
f2. The final matrix is normalized to obtain the pooling result Y, which can be used as the feature representation value and passed to the 
classification layer. The structure of the homomorphic bilinear model constructed in this study is illustrated in Fig. 5. 

From Fig. 5, it can be seen that the method of bilinear pooling can capture the interaction information between different local 

Fig. 3. We employed three distinct receptive fields for feature extraction. During this process, convolutional operations were performed using 
different kernel sizes. The specific convolutional kernel combinations consisted of 1 × 1 and 3 × 3 kernels, 3 × 3 and 5 × 5 kernels, and 5 × 5 and 7 
× 7 kernels. Following the convolutional operations, we uniformly normalized the outputs through batch normalization and further compressed 
them through pooling. 

Fig. 4. The extracted visual feature maps. The features extracted from (a), (b), and (c) represent a gradual transition from smaller to larger con
volutional kernels. The extracted image information progresses from shallow layers, encompassing contours and colors, towards deeper layers that 
capture abstract information. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of 
this article.) 
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regions while preserving local information. Furthermore, bilinear pooling, which is integrated into end-to-end classification models, 
can adaptively adjust the interaction weights between different regions by learning parameters, thus better adapting to different fine- 
grained classification tasks. 

4. Experiments 

4.1. Experimental setting 

The testing environment is implemented using the Pytorch framework, with the Adam optimizer utilized for the model. The 
learning rate and weight decay are set to 0.0001 for optimization. The learning rate is updated based on the maximum validation 
accuracy during the training process. After every 24 epochs, if no change has been observed, the current learning rate will be decreased 
to one-tenth of its original value. The cross-entropy loss function is adopted for the calculation of the loss. The iteration number for 
training the network is 1000. Before training, all images are uniformly standardized in size, randomly affine transformed, and their 
grayscale values normalized. 

4.1.1. Dataset 
In this study, we conducted tests using two datasets: ChineseFoodNet [43] and VieroFood 172 [44]. From each dataset, we 

randomly selected seven distinct Chinese cuisine food items, which were subsequently labeled in sequential order from 1 to 7. The 
dataset was then divided into three subsets: the training set, testing set, and validation set. The training set encompassed 60% of the 
total dataset, while the validation set and testing set comprised 20% each. To mitigate any potential bias and ensure the accuracy and 
reliability of the data, we implemented a random shuffling process to disrupt the image ordering within the dataset. 

The food categories extracted from ChineseFoodNet dataset are as follows: Fried Potato, Green Pepper & Eggplant, Hot and Sour 
Potato Silk, Sautéed Diced Chicken with Chili and Pepper, Sautéed Sliced Pork, Eggs and Black Fungus, Sautéed Spicy Pork, Scrambled 
Egg with Tomato, and Yu-Shiang Shredded Pork. The image quantity corresponding to each partition is demonstrated in Fig. 6. 

The food categories extracted from VieroFood 172 dataset are as follows: Spicy-style tofu dish、Stir-fried eggplant with green 
peppers、Garlic sautéed oil-seared greens、Deep-fried lotus root patties、Cold-tossed cucumber salad、Steamed spare ribs with rice 
flour、Stir-fried pork with bamboo shoots slices. The image quantity corresponding to each partition is demonstrated in Fig. 7. 

A portion of the dataset samples is depicted in Fig. 8. 

4.1.2. Evaluation metric 
This article will comprehensively compare the performance of models based on accuracy, recall, precision, and F1 score [45]. 

Fig. 5. The homogenous bilinear pooling method used in this article. In a neural network, Feature A and Feature B represent two feature map layers 
with identical spatial dimensions. Once subjected to bilinear interpolation, a novel feature vector called the Bilinear vector is generated. This process 
entails reducing the dimensionality of Feature A and Feature B, performing an outer product operation to construct a high-dimensional matrix, and 
subsequently conducting interpolation to acquire the Bilinear vector. 
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4.2. Comparison of classification performance 

Within the context of this section, we compared our method with several advanced architectures and classic CNN models, including 
residual networks, deep networks, dense networks, multi-scale detection networks, and two networks with attention mechanisms. 
Furthermore, an assessment of the models’ performance within the context of the test dataset was carried out and the confusion matrix 
of LMB-Net was generated. The classification evaluation of these methods is depicted in Tables 1 and 2. 

As indicated by Tables 1 and 2, our proposed approach outperformed the compared methods in terms of accuracy, recall, precision, 
and F1-score. This method combined multi-feature fusion, Laplacian pyramid structure, and bilinear pooling method, which 
considered the texture features of food images and better mimicked the context in which humans recognize food. The confusion matrix 
of our proposed approach in the classification task is displayed in Fig. 9. 

4.3. Ablation study 

In an effort to validate the effectiveness of individual modules in the network and measure their degree of efficacy, ablation ex
periments were conducted on them in this article. All experiments were based on the experimental parameters mentioned in the 
previous section and ChineseFoodNet dataset was used for the test. The classification results of individual modules and their com
binations are presented in Table 3. 

According to Tables 3, it can be inferred that each module we used is an essential part of the entire model. The combination of 
multi-scale receptive field modules for texture feature detection, along with the information amplification function of the bilinear 
pooling module, greatly enhances the effect of detecting Chinese food image features in the model. As shown in Table 3, the overall 
accuracy of the model composed of these modules also achieved the highest performance. 

5. Conclusion 

This article analyzes the characteristics of Chinese food images and proposes a texture feature perception method based on the 
Laplacian pyramid. This method is cascaded with a multi-scale feature extraction module to create an end-to-end approach for texture 
information extraction. After integrating these two modules, we added a bilinear pooling layer that preserves local image details while 
also learning the interaction between the local areas, raising the accuracy level of the classification task. Experimental evidence 
supports the notion that, under unchanged experimental conditions, our proposed model achieves higher detection accuracy than 
some current advanced models and methods. 

However, the current model still exhibits some limitations that require optimization in future work. Firstly, the model has a large 
number of parameters, necessitating a reduction in redundant parameterization by minimizing feature duplication. This will lower the 
overall parameter count, aligning it with the computational capacity required for future practical deployment. Secondly, the model’s 
classification accuracy for certain food categories falls behind that of others. This discrepancy may arise from limitations in the model’s 
feature extraction module regarding comprehension of image structure and representation. Therefore, in future research, it is crucial to 
explore additional features in alternative representations to enhance the model’s classification performance. 

Data availability statement 

Data will be made available on request. 

Fig. 6. The data structure composition of the seven food items extracted from the ChineseFoodNet dataset is presented, consisting of a total of 
6344 images. 
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Table 1 
The classification results of all networks on the ChineseFoodNet dataset.  

Methods Params(M) ACC Recall Precision F1-score 

Resnet18+Bilinear [12] 13.0 0.636 0.633 0.645 0.639 
Vgg19+Bilinear [39] 287.6 0.735 0.726 0.756 0.741 
Densenet-121 [14] 7.0 0.708 0.702 0.697 0.699 
Inception-v4 [40] 42.6 0.735 0.732 0.746 0.739 
multiscale + CBAM + Bilinear [41] 10.3 0.779 0.768 0.782 0.775 
multiscale + ECA + Bilinear [42] 10.3 0.794 0.789 0.799 0.794 
DNPM [46] 89.0 0.803 0.784 0.859 0.819 
SCG-WAFM [47] 24.1 0.834 0.817 0.836 0.826 
Ours 67.2 0.854 0.851 0.856 0.853  
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Table 2 
The classification results of all networks on the VieroFood 172 dataset.  

Methods Params(M) ACC Recall Precision F1-score 

Resnet18+Bilinear [12] 13.0 0.687 0.684 0.672 0.678 
Vgg19+Bilinear [39] 287.6 0.765 0.784 0.743 0.763 
Densenet-121 [14] 7.0 0.748 0.742 0.737 0.739 
Inception-v4 [40] 42.6 0.798 0.791 0.783 0.787 
multiscale + CBAM + Bilinear [41] 10.3 0.856 0.849 0.855 0.852 
multiscale + ECA + Bilinear [42] 10.3 0.835 0.848 0.861 0.854 
MVANet101 [48] 39.1 0.851 0.877 0.843 0.859 
SCG-WAFM [47] 24.1 0.908 0.894 0.919 0.906 
Ours 67.2 0.935 0.942 0.937 0.939  

Fig. 9. The confusion matrix obtained after applying the proposed method on the test sets of the two datasets. (a) and (b) represent the confusion 
matrix obtained from the data sets ChineseFoodNet and VieroFood 172, respectively. 

Table 3 
The ablation results.  

Multiscale Laplacian pyramid Bilinear pooling ACC Recall Precision F1-score 

✓ – – 0.767 0.763 0.770 0.766 
– ✓ – 0.743 0.738 0.748 0.743 
✓ – ✓ 0.771 0.763 0.764 0.763 
– ✓ ✓ 0.818 0.811 0.813 0.812 
✓ ✓ ✓ 0.854 0.851 0.856 0.853  
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