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Predicting drug–drug interactions (DDI) is crucial for preventing adverse reactions in patients and 
plays a vital role in drug design and development. However, traditional Chinese medicine (TCM) 
formulations, typically composed of multiple herbal ingredients with diverse bioactive compounds, 
present a unique challenge in comprehensively assessing potential adverse interactions among their 
components. To address this challenge, we propose a novel Dual Graph Attention Network (DGAT) 
designed to predict TCM drug-drug interactions (TCMDDI) by extracting key structural features of 
active molecules within the herbal ingredients. Our approach leverages graph-based representations 
of chemical molecules and employs attention mechanism to extract deep structural features, enabling 
the effective prediction of TCMDDI by capturing spatial structural relationships among different 
compounds. Furthermore, we construct a comprehensive dataset encompassing three different 
categories of herbal ingredients, informed by traditional TCM principles. Experimental results 
reveal that the proposed DGAT method significantly outperforms currently advanced deep learning 
techniques, including Graph Convolutional Networks, Weave, and Message Passing Neural Networks. 
Compared to traditional rule-based two-dimensional molecular descriptors, DGAT more effectively 
captures the spatial structural information of molecules. Notably, DGAT exhibits robust performance 
and strong generalizability on unseen samples, providing valuable insights for future research on 
TCMDDI prediction and advancing the integration of artificial intelligence in TCM studies.

Keywords Dual graph attention networks, Traditional Chinese medicine drug-drug interaction, Molecule 
representation

Drug-drug interaction (DDI) refers to the phenomenon where the pharmacological or physicochemical 
properties of one drug are altered by the presence of another drug when administered together, potentially 
leading to adverse drug events (ADEs), reduced therapeutic efficacy, or other clinical complications1–3. DDI has 
emerged as a critical issue in drug development and patient safety, necessitating robust methods for its prediction 
and management4–7. Traditional approaches to DDI detection, such as biological and pharmacological assays, 
are often time-consuming, labor-intensive, costly, and sometimes lack reproducibility, especially given the vast 
and growing diversity of drugs8–11. With the rapid accumulation of biomedical data, artificial intelligence (AI) 
technologies have shown great promise in addressing these limitations. AI-based methods can significantly 
shorten drug development cycles, reduce costs, and provide novel insights into drug discovery, while also aiding 
clinicians in drug selection and medication management12–15.

Current DDI prediction models can be broadly categorized into traditional machine learning-based methods 
and deep learning-based methods. Machine learning approaches rely on drug-related features such as chemical 
fingerprints, structural similarities, and pharmacological properties to predict interactions between drugs16,17. 
Cheng et al. proposed a heterogeneous network-assisted inference based on novel features (drug phenotypic, 
therapeutic, chemical, and genomic properties) and four Machine learning methods including naive Bayes (NB), 
decision tree (DT), k-nearest neighbor (KNN), logistic regression (LR), and support vector machine (SVM)18. 
On the other hand, deep learning methods leverage multiple computational layers to automatically extract 
expressive and composite features from raw data, enabling more accurate and flexible DDI predictions19–21. 
Ma et al. presented a novel dual graph neural network based on molecular structure and interactions, which 
could be sensitive to the structure information of drugs and able to detect the key substructures for DDI22. Zhu 
et al. proposed a new DDI prediction model based on sequence and substructure features, which integrates 
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drug sequence features and structural features from drug molecule graphs and can more comprehensively and 
accurately represent drug molecules23. Zhong et al. proposed MeTDDI - a deep learning framework with local-
global self-attention and co-attention to learn motif-based graphs for DDI prediction and achieve competitive 
performance24.

Despite significant progress in DDI prediction for Western medicines, research on drug interactions in 
traditional Chinese medicine (TCM) remains in its infancy, primarily due to the lack of comprehensive herbal 
data resources and the inherent complexity of TCM formulations. TCM formulations typically consist of 
multiple herbal ingredients, each containing a diverse array of bioactive compounds, making traditional DDI 
prediction methods inadequate for TCM applications. The complex mechanisms of action and synergistic effects 
among TCM components pose unique challenges for predicting TCM drug-drug interactions (TCMDDI). 
However, TCMDDI prediction is crucial, as inappropriate use of herbal medicines can lead to severe clinical 
consequences. For instance, studies have shown that when Kansui is boiled with Glycyrrhiza, the extraction 
of toxic components (such as euphorbiolol) from Kansui significantly increases compared to boiling it alone, 
which markedly exacerbates its toxicity. Therefore, ensuring the safety of herbal medicine usage is of paramount 
importance for both clinical practice and the development of new drugs. According to TCM principles, the 
pharmacological effects of herbal medicines are primarily exerted through their active constituents, and the 
types and concentrations of these constituents directly determine the pharmacological effects of the herbs. Thus, 
identifying interactions among herbal ingredients can be transformed into a problem of recognizing interactions 
among chemical compounds.

To address these challenges and build on the remarkable success of graph neural networks and attention 
mechanisms in DDI and TCM research25,26, we propose a Dual Graph Attention Network (DGAT) for predicting 
DDI in TCM formulations. DGAT represents the interactions between components in TCM formulations as a 
dual-graph structure, capturing both intra-molecular structural information of TCM components and inter-
molecular interactions. This design provides a comprehensive representation of the complex mechanisms 
underlying TCM drug responses and significantly enhances the model’s ability to understand the synergistic 
effects of multi-component TCM formulations. Furthermore, we introduce a multi-head attention mechanism 
to identify critical functional groups within TCM molecules and interactions between components. Through 
hierarchical attention weight allocation, the model can finely capture key features of drug interaction, enabling 
precise modeling of TCM DDI mechanisms. In summary, the contribution of this work is threefold: 1)We model 
the problem of drug response prediction in TCM formulations as a dual-graph structure, combining GNNs and 
attention mechanisms. 2) We constructed a comprehensive dataset based on TCM-related rules. This dataset not 
only includes molecular structural information of TCM components but also integrates formulation compatibility 
rules, providing unique and reliable data support for research on TCM drug response identification. 3) Extensive 
experiments on the constructed dataset demonstrate that DGAT outperforms existing methods across multiple 
performance metrics, providing a powerful tool for modern TCM research.

Methods
Datasets
According to “Eighteen Incompatible Herbs or Nineteen Mutual Antagonistic Herbs”, three rules are found28, 
which are (1) Arum Ternatum Thunb, Trichosanthes Kirilowii Maxim, Fritiliariae Irrhosae Bulbus, Ampelopsis 
Japonica, Bletilla Striata are incompatible with Aconiti Radix and Aconitum Kusnezoffii Reichb; (2) Sargassum, 
Radix Euphorbiae Pekinensis, Kansui Radix, Flos Genkwa are incompatible with licorice; (3) Panax Ginseng 
C. A. Mey, Adenophprae Ae Radix, Radix Salviae, Figwort Root, Sophorae Flavescentis Radix, Asari Radix Et 
Rhizoma, Radix Paeoniae Rubra are incompatible with Veratrum nigrum L. Due to the pharmacological effects 
of traditional Chinese medicine being exerted by its active ingredient, the active ingredients of Arum Ternatum 
Thunb, Trichosanthes Kirilowii Maxim, Fritiliariae Irrhosae Bulbus, Ampelopsis Japonica, Bletilla Striata, Aconiti 
Radix, Aconitum Kusnezoffii Reichb, Sargassum, Radix Euphorbiae Pekinensis, Kansui Radix, Flos Genkwa, 
licorice, Panax Ginseng C. A. Mey, Adenophprae Ae Radix, Radix Salviae, Figwort Root, Sophorae Flavescentis 
Radix, Asari Radix Et Rhizoma, Radix Paeoniae Rubra and Veratrum nigrum L are collected. According to two 
indexes (OB and DL), the components of each medicinal herb are screened and the corresponding SMILE data 
are also obtained. The ingredients of incompatible herbs are mutually exclusive. The ingredients of two herbs 
being incompatible with the same herb are promoted mutually. According to the above principles, the ingredient 
pairs of herbs are created. According to three rules, Data1 is generated, which includes 18,538 ingredient pairs 
(6122 exclusive relationships and 12416 promoting relationships). According to rule (1), Data2 is generated, 
which includes 1061 relationships (392 exclusive relationships and 669 promoting relationships) and Data3 is 
generated, which includes 550 relationships (147 exclusive relationships and 403 promoting relationships).

Model
This paper proposes a deep computing framework named DGAT for predicting drug-drug interaction in 
traditional Chinese medicine (TCM) formulations based on Graph Attention Networks, aimed at detecting 
adverse drug-drug interactions. The overall architecture of the framework is illustrated in Fig. 1.

The method comprises three main components: (1) input module; (2) dual graph attention network 
module; and (3) DDI prediction module. In our framework, the DDI in TCM formulations are modeled using 
a dual graph structure, which captures both the intramolecular structural information and the inter-molecular 
interaction details. This design comprehensively represents the complex mechanisms underlying DDI in TCM, 
enhancing our understanding of the synergistic effects of multi-component herbal preparations. Additionally, 
we incorporate a multi-head attention mechanism to identify key functional groups and their interactions, 
enabling precise modeling of the DDI mechanisms through a hierarchical attention allocation strategy. Below, 
we introduce the details of three modules.
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Input module
SMILES is a widely used molecular representation method that encodes the chemical structure of a molecule 
using a sequence of ASCII characters. It is extensively applied in cheminformatics and molecular generation 
tasks. However, due to its linear nature and the diversity of rules, the same molecule can be represented by 
multiple SMILES strings, posing significant challenges for subsequent research. Therefore, in this article, we 
utilize a graph-based structure to represent molecules, treating atoms as nodes in the graph and chemical bonds 
as edges, with the connections between atoms represented by an adjacency matrix.

To simplify the input format, we designed an input module that automatically converts the SMILES 
representation of molecules into their corresponding molecular graph representations. This includes three 
components: the adjacency matrix, node features, and edge features. The adjacency matrix is used to store 
the connectivity between atoms in the molecule and facilitates message passing during the graph convolution 
process. In this study, the molecules and their primary features are outlined in Table 1, where each atom is 
characterized by nine features, and each chemical bond is represented by four features.

Dual graph attentive network
The graph-structured data are first fed into two sets of graph attention layers, where each molecule undergoes 
multi-layer information aggregation. This allows each node to gradually collect information from its neighbors 
through the attention mechanism, preserving the most relevant parts. In each layer, every node generates a 
new vector that encapsulates information from adjacent nodes and edges. After multiple layers of information 
aggregation, the state vector of each node will contain more neighborhood information. Finally, the updated 
graph-structured data is aggregated for node and edge information to derive a feature set encompassing the 
information of all molecular nodes.

As illustrated in Fig. 2, the process of obtaining the state vector after one stack layer of information aggregation 
for graph-based data is depicted. To aggregate more structural information within the molecule, the initial state 

Atom feature Length Data type Description

Atom type 16 one-hot Some sparsely occurring atoms are classified as “other”
[B, C, N, O, F, Si, P, S, Cl, As, Se, Br, Te, I, At, other]

Degree 6 one-hot number of atom degree(covalent bonds) [0, 1, 2, 3, 4, 5]

Formal charge 1 int Formal charge of the atom

Radical electrons 1 int Number of radical electrons of the atom

Hybridization 6 one-hot [sp, sp22, sp3, sp3d, sp3d2, other]

Aromatic 1 int Whether the atom is aromatic [0/1

Hydrogens 5 one-hot Number of total hydrogens on the atom [0, 1, 2, 3]

Chirality 1 int Whether the atom is chiral center [0/1]

Chirality type 2 one-hot [R, S]

Bound feature Length Data type Description

Bond type 4 one-hot [SINGLE, DOUBLE, TRIPLE, AROMATIC]

Conjugation 1 int Whether the bond is conjugated [0/1]

Ring 1 int Whether the bond is in a ring of any size [0/1]

Stereo 4 one-hot stereo configuration of a bond [STEREONONE, 
STEREOANY, STEREOZ, STEREOE]

Table 1. Atom and bond feature’s description.

 

Fig. 1. Overview of the DGAT structure.
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vectors of the nodes are further embedded through multiple attention layers. Each node utilizes the attention 
mechanism to iteratively gather “messages” from their neighbors. In each graph attention layer, a new state 
vector is computed for each node. Through multiple attention layers of information aggregation, the state vector 
of each node integrates more comprehensive structural information.

In a graph attention layer, each node is embedded by aggregating information from its neighbors, and 
the multi-head attention mechanism is employed to enhance the representational capacity of information 
aggregation. The calculation process can be described in the following four steps:

 1. Self-attention: Each node computes attention coefficients by comparing its feature representation with the 
feature representations of its neighboring nodes. The specific calculation formula is as follows:

  ek
vu = a ([ W khi

v, W khi
u ]) (1)

  

α k
vu = softmax

(
ek

vu

)
= exp (LeakyRelu( ek

vu ))∑
u∈ N(v) (LeakyRelu( ek

vu ))  (2)

 where k is the index of attention heads, i is the index of GAT layers, W k  is a trainable weight matrix for linear 
transform, hv  represent the hidden state vector of target node v and hu to the hidden state of neighbor node 
u. LeakyRelu and elu are variations of Relu nonlinear activation function, are used because they are 
more expressive and could consistently perform better by allowing a nonzero slope for the negative part of the 
Relu function.

 2. Neighbors aggregation: The node aggregates information from its neighbors based on their attention coeffi-
cients, producing a weighted sum of neighbor features.

  
hk

v =
∑

u∈ N(v)(α k
vu · W k · hu) (3)

 Where N (v) represent the neighbors of node v and α k
vu is the attention coefficients calculated by last step. 

The hk
v  is aggregated state vector that computed based on the attention coefficients.

 3. Multi-head fusion: When all attention heads complete aggregate operation, the updated node features from 
different heads are averaged to form the final output features for each node.

  
h′

v = σ
( 1

K

( ∑
K
k=1hk

v )) (4)

Fig. 2. The details and mechanism of message passing in DGAT module. On the right side, it shows the flow 
of graph data between layers. A molecular graph passes through L layers. On the left side, it illustrates the 
details of the multi-head attention mechanism. The box demonstrate an example of one node aggregating the 
neighbor infos through single-head attention.
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 where K  represents the number of attention heads, σ  denotes activation function and we use elu function in 
this work. The data aggregation methods in multi-head attention include concatenation and averaging, and 
we utilize the averaging method.

 4. Feature transformation: The aggregated neighbor features h′
v  and current feature hi′

v  are feed into gate 
recurrent unit (GRU) to obtain the updated node features.

  hi+1
v = GRU i(hi

v, hi′
v ) (5)

 When all nodes have completed the information aggregation, the updated graph data enters the next layer for 
further aggregation. After L layers of information aggregation, each node contains rich structural informa-
tion.

 To obtain the global structural information of the molecule and achieve embedding of the entire molecule, we 
assign importance weights to all nodes in the molecule and perform weighted summation. The information 
aggregation process is illustrated in Fig. 3, and this module comprises a set of learnable parameters that can 
be dynamically adjusted during training. By performing weighted summation of all nodes, we obtain a state 
vector that encapsulates the global information of the molecule as its feature representation.

Drug-drug interaction identification module
After obtaining the feature representations of two molecules, we fuse the representations of the two molecules 
by concatenate operation. Then, we feed this feature vector into an MLP network, as illustrated in Fig.  4. 
Where, {x1, x2, ?, xn} represents the feature vector of the molecule, where n is the dimension, W denotes the 
parameter matrix in the MLP module, with f representing the number of neurons in each hidden layer, and j 

Fig. 4. The detail of MLP predict module. This module consists of three parts: input layer, hidden layers and 
output layer.

 

Fig. 3. The process of generating graph representation. Calculate the weight for each node, then multiply the 
node features by the corresponding weights and sum them up to obtain the global representation of the graph.
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denoting the number of hidden layers. Parameters n, f, and j are all hyperparameters, and their specific values 
can be determined through Bayesian optimization for optimal parameter search.

All modules of DGAT are developed and trained based on the PyTorch framework, utilizing the Adam 
optimizer for gradient descent optimization, and the whole model is trained in an end-to-end manner. The best 
set of hyperparameters for each task category is obtained through Bayesian optimization and used to train the 
model. We employ cross-entropy loss as the loss function, which is defined by the following formula:

 
L = 1

N

∑
(L1) = − 1

N

∑
N
i=1 [yilog( pi) + (1 − yi )log( 1 − pi )] (6)

Where N is the number of samples, yi represents the true class labels of the i’th samples, and pi denotes the 
predicted probabilities by the model. To avoid overfitting and reduce training time, we introduce an early 
stopping mechanism in the training pipeline. In each training process, we set a maximum of 1000 epochs, and 
if there is no improvement in the training loss for 50 epochs or in the validation loss for 60 epochs, the training 
process is terminated early. This stopping criterion is empirical and may vary across different datasets. All 
models are trained until they reach the early stopping criterion or the maximum training epochs, indicating that 
performance improvement has converged.

Experiment results
To evaluate the effectiveness of our method, we conducted experiments on Data1 and Data2 and Data3. The 
performance of the classifier is evaluated using ROC curves and AUC values. The definitions of Sensitivity (SN), 
Specificity (SP), Accuracy (ACC), Matthews Correlation Coefficient (MCC) and F1 score are as follows:

 
SN = T P

T P + F N
 (7)

 
SP = T N

T N + F P
 (8)

 
ACC = T P + T N

T P + T N + F P + F N
 (9)

 
MCC = T P · T N − T P · F N√

(T P + F P )(T P + F N)(T N + F P )(T N + F N)  (10)

 
F 1 = 2 · T P

2 · T P + F P + F N
 (11)

Where TP is the number of correctly identified exclusive relationships, FN is the number of exclusive relationships 
that are incorrectly identified as promoting ones, TN is the number of correctly identified promoting relationships 
and FP is the number of promoting relationships that are incorrectly identified as exclusive ones.

Models evaluation
To evaluate the generalization and robustness of DGAT, we employed K-fold cross-validation, specifically 
utilizing three-fold, five-fold, and ten-fold cross-validation approaches for assessment. We compared DGAT 
against several baseline models, including GCN29, Weave30, MPNN31 (all utilizing graph-structured data), 
Decision Trees (DT)32, and Long Short-Term Memory networks (LSTM)33 (using 1D data as input), on Data1. 
The performance of these methods across the different validation approaches (Mean ± SD) are shown in Table 2. 
It can be observed that DGAT outperforms other methods in all cross-validation methods, achieving an SN 
score exceeding 98%, which indicates its capability to identify the vast majority of positive samples. Conversely, 
the Weave model achieves the highest SP score, demonstrating its strong capability to identify negative samples 
across all three experimental setups. However, the Weave model exhibits a slightly lower identification rate for 
positive samples compared to other methods, which affects its overall performance and results in a relatively 
lower accuracy.

Furthermore, across all three cross-validation methods, DGAT achieves the highest performance in 
ACC, MCC, and F1 metrics, while exhibiting the smallest performance variance. This underscores its robust 
representational learning ability and overall robustness. The outstanding performance of ACC indicates high 
prediction accuracy for both positive and negative samples. Higher MCC value signifies a strong correlation 
between predicted and actual values, while the F1 score takes into account both precision and recall, making 
these two metrics crucial for comprehensively evaluating the predictive capabilities of positive and negative 
samples of models. The optimal results achieved by DGAT in both MCC and F1 further affirm its superior 
performance compared to other models.

Notably, other graph convolution-based models, including GCN, Weave, and MPNN, also achieved MCC 
and F1 scores exceeding 90%, demonstrating their strong capability in molecular structure representation tasks. 
In contrast, although LSTM and DT performed well on individual metrics such as SN and SP, their performance 
on comprehensive metrics was significantly inferior to graph convolution-based methods. On the other hand, 
GNNs can effectively extract spatial structural information of molecules through graph convolution operations, 
thereby capturing complex intra-molecular relationships. This enables GNNs to achieve superior performance 
and stability in both comprehensive metrics and robustness to data variations.
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Moreover, to validate our method’s performance, we conducted a paired t-test between the proposed method 
and the other 5 baseline methods according to the MCC values on three-fold cross-validation with a significance 
level of 0.05. The results revealed statistically significant differences between DGAT and the baselines, with 
p-values of 0.00003 (DT), 0.000029 (LSTM), 0.016 (GCN), 0.047 (MPNN), and 0.0012 (Weave). These findings 
robustly validate the effectiveness of the dual-graph structure and attention mechanism in enhancing model 
performance.

The Receiver Operating Characteristic (ROC) curve and Precision Recall (PR) curve are commonly used 
tools for evaluating binary classification algorithms. The ROC curve is based on the False Positive Rate (FPR) 
and True Positive Rate (TPR), while the PR curve is derived from precision and recall metrics. By varying the 
classification threshold, multiple pairs of FPR and TPR coordinates, as well as precision and recall coordinates, 
can be obtained to construct these curves. The Area Under the ROC Curve (AUC) quantifies the area beneath 
the curve, with values ranging from 0 to 1. According to the predicted results depicted in Table 2, we plotted both 
ROC and PR curves of four models across three-fold, five-fold, and ten-fold cross-validation, as illustrated in 
Fig. 5. It is evident from both curves that the DGAT model outperforms the other three models in all three cross-
validation methods, achieving the highest AUC value. This clearly indicates that the DGAT model possesses 
high accuracy and generalization capability. On the other hand, it is also apparent that the prediction results of 
GCN, Weave and MPNN are competitive, which aligns with the experimental results presented in Table 2. This 
further confirms the effectiveness of graph neural networks in learning molecular representations, enabling 
them to effectively capture important structural information within molecules.

Cross-dataset prediction
To evaluate the robustness of the DGAT model when confronted with unseen data, we conducted experiments 
using Data2 as the training set and Data3 as the test set. This experimental design significantly increases the 
complexity of the task of identifying Traditional Chinese Medicine-Drug Interactions (TCM DDI), as the 
test set includes samples not present in the training set. This setup undoubtedly raises the bar for the model’s 
generalization capability and robustness, as the model must effectively handle data it has never encountered 
during training.

We selected Support Vector Machines (SVM)34, Decision Trees (DT), k-Nearest Neighbors (KNN)35, Long 
Short-Term Memory networks (LSTM), and Fully Connected Neural Networks (FCNN)36 as baseline models. 
The inputs to these models were molecular descriptors generated through RDKIT. Molecular descriptors are a 
rule-based, representative approach to characterizing the spatial structural information of molecules, including 
Topological Polar Surface Area (TPSA), the number of valence electrons, the number of radical electrons, charge 
information, and counts of aliphatic carbon rings, among others. These descriptors provide rich molecular 
features that enhance the predictive performance of the models. Each experimental group was run 10 times 
under different random seeds, with the results summarized in Table 3.

From the table, we can observe that the DGAT model outperforms other models in terms of SN, ACC, MCC, 
and F1 metrics. Although it did not achieve the optimal value for the SN metric, its overall performance further 
corroborates the robust representational capability and transferability of graph convolution-based models, as 
they can effectively represent molecules that were not seen during the training phase. In contrast, we observed 
that SVM, DT, KNN, and FCNN attained a perfect score of 100% on the SP metric, indicating their success 

K-fold Methods SN SP ACC MCC F1

Three-folds

DT 0.92 ± 0.009 0.962 ± 0.001 0.948 ± 0.002 0.883 ± 0.006 0.921 ± 0.005

LSTM 0.98 ± 0.004 0.945 ± 0.011 0.956 ± 0.007 0.906 ± 0.013 0.936 ± 0.009

GCN 0.927 ± 0.054 0.98 ± 0.006 0.965 ± 0.014 0.922 ± 0.032 0.946 ± 0.024

Weave 0.934 ± 0.013 0.982 ± 0.019 0.966 ± 0.013 0.924 ± 0.029 0.948 ± 0.018

MPNN 0.962 ± 0.011 0.971 ± 0.005 0.968 ± 0.003 0.928 ± 0.006 0.952 ± 0.004

DGAT 0.99 ± 0.006 0.976 ± 0.006 0.981 ± 0.002 0.957 ± 0.004 0.971 ± 0.002

Five-folds

DT 0.922 ± 0.005 0.965 ± 0.003 0.951 ± 0.004 0.889 ± 0.008 0.925 ± 0.005

LSTM 0.984 ± 0.007 0.937 ± 0.014 0.953 ± 0.008 0.901 ± 0.016 0.932 ± 0.011

GCN 0.958 ± 0.037 0.977 ± 0.01 0.971 ± 0.009 0.935 ± 0.02 0.955 ± 0.015

Weave 0.958 ± 0.019 0.986 ± 0.008 0.977 ± 0.004 0.948 ± 0.01 0.964 ± 0.007

MPNN 0.955 ± 0.01 0.969 ± 0.005 0.964 ± 0.005 0.92 ± 0.011 0.946 ± 0.007

DGAT 0.987 ± 0.008 0.976 ± 0.004 0.98 ± 0.002 0.955 ± 0.006 0.97 ± 0.004

Ten-folds

DT 0.928 ± 0.009 0.971 ± 0.004 0.957 ± 0.009 0.902 ± 0.009 0.934 ± 0.007

LSTM 0.985 ± 0.011 0.95 ± 0.024 0.965 ± 0.007 0.924 ± 0.016 0.949 ± 0.018

GCN 0.955 ± 0.04 0.978 ± 0.013 0.97 ± 0.01 0.933 ± 0.012 0.954 ± 0.016

Weave 0.945 ± 0.036 0.987 ± 0.007 0.970 ± 0.01 0.932 ± 0.023 0.953 ± 0.017

MPNN 0.956 ± 0.015 0.971 ± 0.007 0.966 ± 0.003 0.924 ± 0.006 0.949 ± 0.004

DGAT 0.986 ± 0.011 0.979 ± 0.004 0.981 ± 0.002 0.958 ± 0.007 0.972 ± 0.005

Table 2. The identification performance of four methods are evaluated using the K-folds cross-validation 
methods, whereas K are three, five and ten. Significant values are in bold.
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Methods SN SP ACC MCC F1

SVM 0.331 1 0.8138 0.513 0.498

DT 0.333 1 0.8143 0.515 0.5

KNN 0.509 0.854 0.758 0.378 0.54

LSTM 0.636 ± 0.081 0.338 ± 0.071 0.421 ± 0.054 0.025 ± 0.098 0.379 ± 0.042

FCNN 0.353 ± 0.01 1 0.819 ± 0.006 0.531 ± 0.008 0.522 ± 0.011

GATDI 0.98 ± 0.015 0.95 ± 0.035 0.958 ± 0.021 0.872 ± 0.012 0.906 ± 0.01

Table 3. The identification performance of six methods are evaluated under the mini-x datasets. SVM, DT and 
KNN are determined algorithms, so with no Std. Significant values are in bold.

 

Fig. 5. The ROC and PR curves of six methods on Data1 through three-fold, five-fold and ten-fold cross-
validation.
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in identifying all negative samples. However, the performance of SVM, DT, and FCNN on the SN metric was 
poor, with an accuracy of only around 34%. This may be attributed to the imbalance between positive and 
negative samples in the test set; to minimize loss, these models predicted a majority of samples as negative. This 
imbalance can lead to a bias in the learning direction of the algorithms. Furthermore, the result highlights the 
significant challenges associated with predicting unseen data and indicates that simpler classification methods, 
such as SVM and KNN, are insufficient for the task of identifying detrimental interactions between molecules. 
The LSTM model performed closely to DGAT on the SN metric, demonstrating its strong data fitting ability; 
however, it had the worst performance on the MCC metric, indicating that sequential models are suboptimal for 
the task of recognizing harmful molecular interactions.

The ROC and PR curves reveal that the SVM, DT, LSTM, and KNN methods exhibited poor performance, 
aligning with the results presented in Fig. 6. Notably, the FCNN model exhibited strong performance on the 
ROC curves, with corresponding AUC values exceeding 90%. However, this finding does not align with its 
overall performance presented in Table  3. This discrepancy may arise from overfitting in the FCNN model, 
which predominantly predicts the majority of samples as negative. Furthermore, the imbalance between positive 
and negative samples in the test set contributes to the divergence between its AUC performance and metrics 
such as MCC and F1. In contrast, DGAT demonstrates consistent performance, achieving optimal results across 
both datasets.

The identification of DDI by DGAT is depicted in Fig. 7, which describes the relationships among compounds 
between Arum Ternatum Thunb, Trichosanthes Kirilowii Maxim, Fritiliariae Irrhosae Bulbus, Ampelopsis 

Fig. 7. The identification DDI with Data3 by our method.

 

Fig. 6. The ROC and PR curves of six methods on data2 and data3.
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Japonica, Bletilla Striata and Aconiti Radix. The solid line denotes the exclusive relationship between two 
compounds. The dotted line denotes the incorrectly identified exclusive relationship. Two molecules without 
lines indicate that they are compatible. From Fig. 7, our method could predict that Arum Ternatum Thunb, 
Trichosanthes Kirilowii Maxim, Fritiliariae Irrhosae Bulbus, Ampelopsis Japonica, Bletilla Striata and Aconiti 
Radix are incompatible with Aconiti Radix.

Comparison between different molecular representations
To validate the effectiveness of the molecular representations generated by the GAT model, we compared it with 
classical molecular fingerprint methods ECFP6 and MACCS. ECFP6 is a fingerprinting technique based on the 
Extended Connectivity Fingerprint (ECFP), comprising 2048 features. These features are derived by retrieving all 
possible molecular paths from the atoms within a radius of six, where each bit indicates the presence or absence 
of a specific substructure. MACCS consists of 166 molecular feature bits, such as isotopes, atom numbers of 
Nitrogen and Oxygen, 4 M RING, and Group VIII elements.

In this experiment, we utilized the same dataset in Sect. 2.2. Three types of molecule representation are fed 
into SVM, DT, KNN, LSTM, and FCNN to assess how different molecular representations influence the outcomes 
of adverse drug-drug interactions recognition. The experimental results are illustrated in Fig. 8, from which we 
can draw several noteworthy observations. First, when using ECFP6 and MACCS molecular fingerprints as 
inputs, the predictive performance of different models shows minimal variation. This may be attributed to the 
inability of these two molecular fingerprints to provide clear features, coupled with the inherent challenges of 
the distribution of dataset, which negatively impacts model predictions. Secondly, ECFP6 outperforms MACCS 
across all models, likely due to its greater feature dimensionality, which allows for a richer representation of 
molecular structural information. Finally, we observed significant improvements in model performance when 
leveraging the molecular representations generated by GAT. Notably, the performance of KNN slightly declined 
compared to ECFP6, possibly because the distribution of positive samples in the dataset is scattered, making 
distance-based classification more challenging. On the other hand, the molecular representations produced 
by GAT significantly enhanced the predictive accuracy of the LSTM and FCNN model, exceeding 90%. 
This outcome indicates that the molecular features generated by GAT effectively capture essential structural 
information, which deep neural networks can learn from more effectively.

Conclusions
In this work, we have proposed a method for predicting drug-drug interactions in traditional Chinese medicine 
(TCMDDI) based on a DGAT model and conducted extensive experiments on a self-constructed TCM dataset. 
The experimental results indicate that the proposed method significantly outperforms other graph neural 
network-based approaches in predicting adverse reactions to herbal medicines. Additionally, compared to rule-
based molecular descriptors, DGAT exhibits remarkable robustness, demonstrating superior performance over 
traditional machine learning methods. Notably, when compared to classic molecular fingerprinting methods, 
such as ECFP6 and MACCS, the molecular representation features extracted by DGAT notably enhance the 
prediction accuracy of conventional machine learning techniques, including SVM, DT, LSTM and FCNN. These 
results highlight the capability of the DGAT model to effectively learn the molecular representation features of 
herbal constituents through the graph attention mechanism, capturing their critical structural information by 
simultaneously conducting feature learning on both molecules. This ensures that the model can more accurately 
predict interactions related to TCM.

This work provides new insights for future studies in the field. The prediction of adverse interactions among 
multiple constituents in TCM formulations can be transformed into a DDI problem involving multiple molecules. 
By utilizing the DGAT model to extract key structural features of these molecules, effective reaction predictions 
can be achieved. Furthermore, we have released a new dataset for TCM constituent interactions, which will 
greatly assist subsequent researchers in their studies and validations, thereby advancing the development of TCM 

Fig. 8. ACC and MCC performances of five methods using ECFP6 (blue), MACCS features (orange) and 
DGAT features (green) as input respectively.
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interaction prediction technologies. Importantly, DGAT demonstrates robust performance and generalizability 
on unseen samples, effectively assisting drug developers in identifying potential adverse reactions among TCM, 
thereby accelerating the research process. Although the proposed model achieves high accuracy in predicting 
drug-drug interactions in traditional Chinese medicine (TCMDDI), several limitations warrant attention. First, 
the dataset for herbal compound interactions remains limited in both scale and diversity, which may constrain 
the generalizability and predictive robustness of deep learning models. The current data primarily focus on a 
subset of herbal combinations, potentially overlooking rare but clinically significant interactions. Furthermore, 
the lack of external validation across diverse herbal reaction datasets restricts the broader applicability of our 
approach.

In future work, we plan to conduct more extensive data collection and integration to ensure comprehensiveness 
and representativeness. Additionally, we aim to broaden the scope of the method to identify potential adverse 
reactions for a wider variety of herbs. We also intend to incorporate more prior knowledge and diverse feature 
types into our approach, such as three-dimensional structural information of compounds, to improve the 
accuracy of recognizing interactions among herbal compounds. Through these efforts, we expect to further 
enhance the model’s performance and its potential for practical applications.

Data availability
The datasets and model code used and analyzed in this study are open source and available at:  h t t p s : / / g i t h u b . c o 
m / d o o l i u / D G A T 4 T C M D D I .  
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