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In 1955, when John McCarthy and his colleagues proposed their first study of artificial intelligence, they suggested that ‘every aspect of
learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it’.
Whether that might ever be possible would depend on how we define intelligence, but what is indisputable is that new methods are
needed to analyse and interpret the copious information provided by digital medical images, genomic databases, and biobanks.
Technological advances have enabled applications of artificial intelligence (Al) including machine learning (ML) to be implemented into clin-
ical practice, and their related scientific literature is exploding. Advocates argue enthusiastically that Al will transform many aspects of clin-
ical cardiovascular medicine, while sceptics stress the importance of caution and the need for more evidence. This report summarizes the
main opposing arguments that were presented in a debate at the 2021 Congress of the European Society of Cardiology. Artificial intelli-
gence is an advanced analytical technique that should be considered when conventional statistical methods are insufficient, but testing a
hypothesis or solving a clinical problem—not finding another application for Al—remains the most important objective. Artificial intelli-
gence and ML methods should be transparent and interpretable, if they are to be approved by regulators and trusted to provide support
for clinical decisions. Physicians need to understand Al methods and collaborate with engineers. Few applications have yet been shown to
have a positive impact on clinical outcomes, so investment in research is essential.
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Introduction

Artificial intelligence (Al) and machine learning (ML) are already
integrated into aspects of routine cardiological practice, and they
may become ubiquitous—but is our community just following
fashion or will these tools contribute to genuine benefits for
patients?

At the European Society of Cardiology (ESC) Congress 2021, a
‘Great Debate’ considered the question ‘Artificial Intelligence in
Cardiology: a Marriage Made in Heaven or Hell?. Its title had
clearly been intended by the programme committee to goad the
contributors into arguing from extreme positions, but thinking
about important issues in that way can serve a useful purpose.
Despite initial hopes' many uncertainties remain. Here, we re-
capitulate the major arguments (see Graphical Abstract), highlight
outstanding questions, and concur on the need for further
research.

‘Al and cardiology—a marriage
made in heaven’
(Folkert Asselbergs)

Artificial intelligence and cardiology are already heavily intertwined
and this relationship will only intensify in the next years into a solid
marriage.

Artificial intelligence has many applications that will benefit the car-
diovascular community at large. Keeping up-to-date with the scientific
literature or even guidelines is almost impossible, considering their
volume; Al could help to find and analyse the wealth of data available
in the public domain, thereby supporting researchers and healthcare
professionals to provide the best care according to the latest evi-
dence.? Artificial intelligence can optimize logistics and operations in
a hospital, increase efficiency, and reduce the administrative burden
on healthcare professionals and |:>hysiciams,3 for example by automat-
ic labelling using natural language processing® or by scheduling
patients according to their forecasted attendance.” In the near future,
these applications will be extended with conversational Al that will
reduce the time spent on electronic health records by automation of
clinical notes and ordering.

Innovative technologies are needed to cope with the trends of an
ageing population, increased healthcare utilization, and limited human
resources. This does not apply solely to physicians or nurses but also
to paramedical personnel like sonographers; in future, routine echo-
cardiograms may be performed by untrained personnel guided by Al
algorithms.® Innovative applications may ease daily work and increase
job satisfaction.

Artificial intelligence e Machine learning e Evidence-based practice

Discussions among healthcare professionals about Al more often
concern possible applications in clinical decision-making. They refer
mostly to fancy algorithms applied in certain disease groups, which
predict certain outcomes using a diverse range of data sources. In this
pro-con debate, we should consider the following points.

Artificial intelligence outperforms
humans

Humans are prone to error. When tired, distracted, or sick, their
ability to make clinical decisions will be impaired—whereas Al works
consistently at any time or season. Of course, Al algorithms should
be trained and validated according to strict guidelines, but once that
has been done, they can be applied repeatedly and easily. Each human
observer must be trained separately, which limits the scalability of
new methods. An exemplar is measuring left ventricular wall thick-
ness in hypertrophic cardiomyopathy, which can be done more pre-
cisely by machines with a clear impact on decision-making by
identifying patients who will benefit from implantation of a
defibrillator.”

Artificial intelligence will democratize

cardiovascular knowledge

A large part of the daily work of cardiologists is taken up with
answering the questions of colleagues, such as how to interpret a
patient’s electrocardiogram. Artificial intelligence empowers pri-
mary care physicians and non-cardiologists by providing auto-
mated electrocardiographic (ECG) diagnoses that can guide
decisions whether to treat or to refer for specialist cardiological
care.® Algorithms can detect not only ischaemia or arrhythmias
but also ECG signs of diminished ejection fraction, heart valve dis-
ease, or risk for atrial fibrillation.” In future, this knowledge will not
be limited to healthcare professionals but extended to individuals
using smartphone applications.10

Artificial intelligence is the only way to
handle multimodal big data

Nowadays, numerous types of data from different sources are avail-
able to physicians. Increasingly, various omics data, imaging, ECG
recordings, unstructured free text, and outputs from sensors and
monitoring are collected, all of which needs to be interpreted in
order to reach a diagnosis and plan treatment. Artificial intelligence
will enable precision medicine by integrating and analysing all these
different data sources, creating a digital twin of each individual patient
that will provide information on diagnosis, prognosis, and
treatments."”
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Artificial intelligence will redefine
cardiovascular disease

Cardiovascular diseases such as heart failure are heterogeneous,
with individual patients varying in their responses to treatment.
Reclassification based on more precise phenotyping is needed to
improve outcomes. A shift from a ‘one-size fits all’ to a more
data-driven approach will identify those patients who will benefit
most from particular therapies. For example, ML demonstrated
heterogeneity in responses to beta-blockade in patients with heart
failure."

Artificial intelligence can recognize and
mimic human emotions

Often the argument is made that Al will never replace doctors as
computers lack empathy and communicative skills. However, com-
puters do not have any conflict of interest, they are unbiased, and
they will increasingly recognize emotions in some detail."*'> Patients
will be able to interact with computers through chatbots or video
within their own living environment, in their own language, together
with their caregivers, family and relatives, with unlimited access and
with no constraints on time. Even medical students can nowadays be
trained in communication by virtual humans.'® Of course, trust needs
to be built between humans and computers to ensure that patients
provide the correct information and are willing to adhere to advice
about treatment. It is premature to consider such tools as supportive
for end-of-life decisions and palliative care, but conversational Al and
artificial empathy are developing rapidly and will have a place in
healthcare in the future.

‘Al and cardiology—a marriage
made in hell’ (Alan Fraser)

Adopting the role of professional iconoclast when considering Al
means being Devil’s advocate and uncovering any character flaws or
misrepresentation—which is not so difficult because those are rife.
We need to question our assumptions.

Computers cannot be intelligent
General-purpose Al, that might replicate capabilities of the human
brain, is still a distant dream (or nightmare). Artificial intelligence algo-
rithms can be exceptionally capable but they are fundamentally stu-
pid. The really smart intelligence comes from the engineers who
design the architecture and write the software for running neural net-
works. It is a disservice to use anthropomorphic language that
endows Al with human characteristics to which it can never aspire."”

All computers do—even when handling petabytes of data—is to
process binary codes. Computer vision software is vulnerable to ad-
versarial challenges and highly prone to error in recognizing outlying
cases. Machine learning can identify patterns even within random
data. In medicine, we must always remember that Al identifies associ-
ations rather than causation.

Artificial intelligence is not the objective
The ultimate goal of clinical research is to develop more effective
treatment—not another application for Al There has been

exponential growth in the Al medical literature but many studies ap-
pear to have been done without a prior hypothesis or clear clinical
target. We should think of Al and ML as sophisticated tools that we
need for analysing big datasets when conventional statistical methods
can no longer cope. The methodology is subservient to the research
question, not vice versa. Clinicians should identify important prob-
lems for engineers, instead of leaving them to develop tools which
then seek an application.

Current artificial intelligence tools are

only as good as experts
The integration of Al and ML into clinical practice is most advanced in
diagnostic imaging. More than 100 products have already been
approved by regulators (CE-marked), although scientific evidence
establishing their utility has been published for only one third."
Individual trials report better performance by algorithms for specific
tasks than by clinicians, but systematic reviews have concluded only
that their performance is equivalent.'””® When retested on re-
acquired images, the reproducibility of Alis not always better than ex-
pert human analysis.>" And so far, <10% of the approved tools have
been evaluated for their impact on clinical outcomes."®

Clinical diagnosis was more accurate when performed by doctors
than by computer algorithms called symptom checkers (with correct
first diagnoses in 72% vs. 34% respectively, when provided with the
same vignettes to interpret).”> Nor is there convincing evidence that
clinician diagnostic performance is improved by using ML-based deci-
sion support systems; 46% of results were unchanged.”® The per-
formance of ML for clinical prediction models is not better than
logistic regression, with 68% of ML studies being judged to have po-

tential bias in their validation procedures.®*

Earlier and more precise diagnosis is not
necessarily better

Often Al algorithms have high sensitivity but rather low specificity,
which implies a risk of overdiagnosis®® and excess downstream test-
ing. Unnecessary investigation or treatment of individuals whose sub-
clinical changes would never have developed into significant disease
may have psychological and social consequences as well as side-
effects.

Deep learning is limited by the labels assigned to each case within
the dataset that is used to train the algorithm, which may be problem-
atic if diagnostic categories are suboptimal because a disease is poorly
understood. Repeated cross-validation within the same training data-
set tends to overestimate reproducibility.26 Unless all relevant data
are used as inputs, then phenotypic characterization by unsupervised
ML may be uninformative.”” Tools developed by comparing highly
selected normal and diseased subjects (for example to interpret the
electrocardiogram) will work much less well in unselected popula-
tions including people with a wide range of pretest probabilities and
many comorbidities. Algorithmic bias is a major concern (and po-
tential danger) unless test and independent validation cohorts are
representative of all populations in which the method will be
applied.29
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Table I Professional and regulatory standards for
medical Al

Professional quality standards

For clinical trials of interventions involving Al:

e SPIRIT-Al extension:

Guidelines for clinical trial protocols for interventions involving Al.
BMJ 2020;370:m321. https://doi.org/10.1136/bmj.m3210.

o CONSORT-AI extension:

Reporting guidelines for clinical trial reports for interventions
involving Al.
BMJ 2020;370:m3164. https://doi.org/10.1136/bmj.m3164.

For diagnostic and prognostic prediction model studies based on Al:

o TRIPOD-AI Reporting guideline (in preparation)

o PROBAST-AI Risk of bias tool (in preparation)

Protocol published by Collins GS, et al. BM] Open
2021;11:e048008.
For the development-to-implementation gap in clinical Al:

o DECIDE-AI Human factors, early clinical evaluation (in
preparation)

Protocol published by DECIDE-AI-Steering Group. Nat Med.
2021;27:186—7.
For diagnostic studies including Al:

o STARD-ALI: Diagnostic test accuracy studies (in preparation)
Protocol published by Sounderajah V, et al. BMJ Open
2021;11:¢047709.

o PRIME: Cardiovascular imaging-related machine learning
evaluation.

Sengupta PP, et al. | Am Coll Cardiol Imaging. 2020;13:2017-35.

International Medical Device Regulators Forum:

e Software as a Medical Device (SaMD): Clinical Evaluation.
IMDRF/SaMD WG/N41FINAL: 2017. http://www.imdrf.org/
documents/documents.asp.

European Commission: Independent High-Level Expert Group on Artificial
Intelligence:

e Ethics Guidelines for Trustworthy Al. 2019.
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-
trustworthy-ai

US Food & Drug Administration:

o Artificial Intelligence and Machine Learning (Al/ML) Software as a
Medical Device. Action Plan.

January 2021. https://www.fda.gov/media/145022/download
European Commission:

e Proposal for a Regulation of the European Parliament and of the
Council laying down Harmonised Rules on Artificial Intelligence.
COM/2021/206 final. 21 April 2021.
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%
3A52021PC0206

Extensions to previous consensus recommendations, already published or in
preparation (as of September 2021). Documents are available through the
EQUATOR website:  https://www.ndorms.ox.ac.uk/research/research-groups/
equator-network.

The list of regulatory documents is provisional since many jurisdictions are devel-
oping new guidance. All URLs accessed on 27 September 2021.

Regulation is proposed because risks
have been recognized

There are no legal rules for performing a logistic regression—so
why has software been included in the new European definition of
a medical device, why have ethical guidelines been published, why
is a new EU law on Al being debated, and why have many profes-
sional standards been proposed (Table 1)? To return to the analogy
used to frame this debate, numerous reservations about imple-
menting Al mean that a trusting relationship now would be
premature.

Discussion and conclusions

The opposing arguments distil into some key questions. For example,
do Al algorithms need to be transparent and explicable, before they
can be used in clinical practice? Are we ready to trust a result
obtained using Al as the basis for making a diagnosis or recommend-
ing a particular treatment?

Of course, there is not one ‘Al’ or ‘ML’ but a variety of methods
for performing supervised and unsupervised analyses that are more
or less transparent in their operations, and so statements (including
some used in this debate!) should avoid overgeneralizations. It is im-
portant to emphasize that the problem or question for which an Al
method may offer the most efficient or accurate solution—whether
for managing administrative tasks, addressing research questions,
measuring images, or analysing data to make diagnostic predictions or
provide recommendations for clinical decisions—should always
come first. During the COVID-19 pandemic, almost 2500 papers
have been published describing some application of Al or ML, but the
crucial clinical advances came instead from large simple randomized
clinical trials such as RECOVERY.*°

One of the working groups recently convened by the European
Commission to plan the European Health Data Space, was charged
to consider ‘Which concrete solutions do we identify and actions
could we take, to promote cross-border uptake of Al for health
carel’—but surely that is the wrong question. Arguably, we need
more research to address unanswered questions in cardiovascular
medicine—but we should use Al and ML only if they offer the best
way to explore particular hypotheses and answer those questions.
Uptake of Al is not the primary objective, and innovation is useful
only if it is needed and effective.

It seems clear that Al and ML will be good for circumscribed tasks,
but they are unlikely to replace either the expert radiologist or the
clinical cardiologist. Healthcare professionals who use these new
tools need to learn how they can be integrated safely and appropri-
ately, with their methods transparent, their limitations explicit and
their outcomes interpretable (Figure 1). That is exemplified by an al-
gorithm that was widely used to identify patients with complex health
needs, but which was found to have a large racial bias because it esti-
mated needs according to historical health care utilization.>” For the
most significant tasks, namely selecting and prescribing treatment,
there are dangers of relying on Al and still many hurdles to overcome.
When risks are highest, randomized trials are needed to prove that
an algorithm works without bias in each population where it will be
applied. Some Al algorithms will need regulatory approval, depending
on their risk and application.


https://doi.org/10.1136/bmj.m3210
https://doi.org/10.1136/bmj.m3164
http://www.imdrf.org/documents/documents.asp
http://www.imdrf.org/documents/documents.asp
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://www.fda.gov/media/145022/download
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
https://www.ndorms.ox.ac.uk/research/research-groups/equator-network
https://www.ndorms.ox.ac.uk/research/research-groups/equator-network

Pro/con debate on artificial intelligence

725

Machine learning will be implemented in clinical practice
when it is feasible and trustworthy and if it is ..

Accurate and
reproducible

Needed

Independently
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routine care and for
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Figure | The pipeline of evidence for machine learning tools in medicine. These are the most important factors that need to be addressed when

establishing clinical evidence for a new application.

Critics or sceptics are not alone. A report for the National
Academy of Medicine in the USA concluded that ‘The challenges are
unrealistic expectations, biased and non-representative data, inad-
equate prioritization of equity and inclusion, the risk of exacerbating
health care disparities, low levels of trust, uncertain regulatory and tort
environments, and inadequate evaluation before scaling narrow Al 3
Proponents and enthusiasts should not inflate expectations but ensure
that research addresses the right questions. The CORE-MD project
(Coordinating Research and Evidence for Medical Devices) which is
led by the ESC will develop recommendations for European regulators
concerning the approval of Al algorithms as medical devices.*

So, for this debate, what is the appropriate analogy? Artificial intelli-
gence and cardiology are already engaged and may even be consider-
ing marriage, but now is the time for negotiating a thoughtful
prenuptial agreement.
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