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Abstract

In power system networks, automatic fault diagnosis techniques of switchgears with high

accuracy and less time consuming are important. In this work, classification of abnormal

location in switchgears is proposed using hybrid gravitational search algorithm (GSA)-artifi-

cial intelligence (AI) techniques. The measurement data were obtained from ultrasound,

transient earth voltage, temperature and sound sensors. The AI classifiers used include arti-

ficial neural network (ANN) and support vector machine (SVM). The performance of both

classifiers was optimized by an optimization technique, GSA. The advantages of GSA clas-

sification on AI in classifying the abnormal location in switchgears are easy implementation,

fast convergence and low computational cost. For performance comparison, several well-

known metaheuristic techniques were also applied on the AI classifiers. From the compari-

son between ANN and SVM without optimization by GSA, SVM yields 2% higher accuracy

than ANN. However, ANN yields slightly higher accuracy than SVM after combining with

GSA, which is in the range of 97%-99% compared to 95%-97% for SVM. On the other hand,

GSA-SVM converges faster than GSA-ANN. Overall, it was found that combination of both

AI classifiers with GSA yields better results than several well-known metaheuristic

techniques.

1. Introduction

Switchgears are used to protect power system networks from equipment failures in the event

of faults. Switchgear failures are rare but when they occur, it can cause serious injury and

major damage. Thus, diagnosis and condition monitoring of switchgears are important in

assessing the location of abnormality within the equipment [1, 2]. Commonly methods used

for monitoring are on-line and off-line techniques. On-line monitoring techniques do not
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require a switchgear to be disconnected from the power supply during the equipment moni-

toring. With the emergence of sensor development and signal processing techniques nowa-

days, on-line fault diagnosis and condition monitoring of switchgears are commonly used and

the technology associated with it are widely researched.

Several techniques are available for condition monitoring of switchgears, which include

visual inspection, infrared thermography, transient earth voltage and ultrasound level [3, 4].

New techniques based on passive, surface acoustic waves and wireless sensors have effectively

reduced the installation cost and enhanced monitoring by allowing measurements at unreach-

able locations [3, 5–7]. These technologies can help in diagnosis of switchgears efficiently,

accurately and intelligently, which in turn enhances the intelligence of power grid, especially

in smart grid. Smart grid consists of many high performance electronic devices and advanced

monitoring technologies, which require reliable information and communication

technologies.

Sulphur hexafluoride (SF6) has been widely applied as insulation of gas insulated switch-

gears (GIS) in power systems [8, 9]. The usage of SF6 can reduce the size and cost of GIS and

improve the operation and maintenance of GIS. However, any abnormal condition on the

insulation in GIS can cause partial discharge (PD), which could lead to insulation breakdown

[2, 6, 10]. Hence, detection of PD within switchgears is important. Many works have been pub-

lished since the past regarding simulation and modelling of defects in switchgears, PD mea-

surement, fault diagnosis and ageing test on GIS based on the actual operating condition of

the equipment. However, the models only replicated ideal conditions of the switchgears,

which may not be similar to the actual site conditions. Hence, classification of faults in switch-

gears might not be effective by using modelling and simulation.

Several works have reported on fault diagnosis and condition monitoring of electrical

equipment by using artificial intelligence. Support vector machine (SVM) was utilized for

machine fault diagnosis in [11–16]. SVM is good at generalization that is able to yield good

accuracy in condition monitoring classification. Artificial neural network (ANN) was also uti-

lized for fault detection, classification and isolation in a transmission line system and predic-

tion of failure analysis [17–19]. Other intelligent classifiers include condition-based reasoning,

random forest fuzzy and expert system. However, the performance of the intelligent classifiers

was not optimized, where some of the parameters used were based on the default values.

Hence, there is still room for improvement in the performance of the classifiers.

The existing diagnosis techniques of abnormal location in switchgears have some draw-

backs. In current practice, the abnormal location in switchgears is determined manually after

measurements have been performed on-site. This could result in different diagnosis interpre-

tation for the same measurement data by different personnel or expert. Also, manual interpre-

tation is time consuming and might not be accurate. Thus, techniques that can determine the

abnormal location within switchgears automatically, at higher accuracy and with less time-

consuming are important. Although the application of intelligent classifiers has shown promis-

ing results, their performance can still be improved, especially if their parameters are tuned

suitably to achieve the optimum performance.

In this work, classification of abnormal location in switchgears based on the on-site mea-

surement data is proposed using hybrid gravitational search algorithm (GSA)-artificial intelli-

gence (AI) techniques. The measurement data were obtained from ultrasound, transient earth

voltage, temperature and sound sensors. The AI classifiers used include SVM and ANN. They

are chosen because they have been commonly applied in past researches related to insulation

diagnosis. ANN and SVM have several advantages, which make them a popular choice among

other classifiers. Specifically, for ANN, it can store the information on the entire network, not

on a database, able to work with incomplete knowledge, has fault tolerance, has a distributed
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memory, able to learn events and make decisions by commenting on similar events and has

parallel processing capability. For SVM, it works well when there is a clear margin of separa-

tion between classes, effective in high dimensional spaces, effective when the number of

dimensions is greater than the number of samples and is relatively memory efficient.

The performance of both classifiers is optimized by GSA. GSA is chosen in this work

because it is easy to implement, it has fast convergence, low computational cost and the con-

vergence rate can be controlled easily by the gravitational constant and the acceleration of the

particles. Chaotic genetic algorithm (CGA), modified evolutionary programming (MEP) and

the modified version of evolutionary particle swarm optimization (MEPSO) are also applied as

the optimization techniques in this work for comparison purpose. These methods are the

improved version of their original algorithm, which are particle swarm optimization (PSO),

evolutionary programming (EP) and genetic algorithm (GA). They are chosen because they

are the most widely used metaheuristic optimization techniques in literature. From the pro-

posed method, the identification of abnormal location in switchgears can be performed auto-

matically, quickly and with minimum error.

This paper is arranged as follows; the first section consists of introduction part including

the past related works. The second section includes explanation on the project methodology,

which includes artificial intelligence and optimization techniques. Section 3 reports the results

obtained and their discussion and finally, the last section concludes the work outcomes.

2. Methodology

This section describes the methodology of the work, which is the classification of abnormal

location in switchgears using hybrid gravitational search algorithm-artificial intelligence tech-

niques. The overall flowchart of the work is shown in Fig 1. Firstly, the input and output data

of condition based monitoring (CBM) from switchgears are gathered. Details regarding the

input and output data are described in Section 2.1. Then, the intelligent classifiers, ANN and

SVM are trained and tested using the input and output data. Details regarding the setting of

the classifiers are described in Sections 2.2 and 2.3 for ANN and SVM respectively. At first, the

abnormal locations in switchgears are classified using ANN and SVM without incorporating

any optimization technique. After that, the abnormal locations in switchgears are classified

again using ANN and SVM but combining with an optimization technique, which is gravita-

tional search algorithm (GSA). Details regarding GSA algorithm and the setting for its param-

eters are described in Section 2.4. The objective function used for GSA is minimization of the

classification percentage error of the abnormal location by AI classifiers. Finally, the results are

presented and discussed and comparison between different techniques is performed. Other

techniques used for comparison include chaotic genetic algorithm (CGA), modified evolution-

ary programming (MEP) and modified evolutionary particle swarm optimization (MEPSO).

2.1. Input and output data of switchgear condition monitoring

The CBM data of switchgears used as the input data for AI classifiers are ultrasound level,

sound type (tracking, arcing, hissing and mechanical vibration), transient earth voltage (TEV)

level and temperature. For every set of the measurement data, the output is taken as the abnor-

mal location within the switchgears. The CBM data are gathered from an electrical utility from

early 2017 to end of 2019. The abnormal locations include potential transformer compartment

(bushing, insulation and connection), cable compartment (cable termination, lug and entry)

and breaker compartment (spout, insulation and contact finger). Each of the sensors was

installed at the potential transformer compartment, cable compartment and breaker compart-

ment of the switchgears.
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Table 1 summarizes the input and output data of switchgear abnormal locations. There is a

total of 160 sets of input and output data. For every set of data, it consists of 4 types of input

data, which are the CBM measurement data and 1 type of output data, which is the abnormal

location and normal condition. There are 40 sets of data for every output type. For classifica-

tion, from the overall data, 70% of the data are used for training while the rest are used for test-

ing. k-fold cross validation is also used for classification, where k is chosen to be 4 according to

the number of data sets available.

Fig 1. Flowchart of the overall methodology.

https://doi.org/10.1371/journal.pone.0253967.g001

Table 1. CBM data from switchgears for classification of abnormal location.

Input data Output data

Measurement data Range or data type

Ultrasound level 1–30 dB Potential transformer (PT) compartment

Sound Type Mechanical vibration

Tracking sound Circuit breaker (CB) compartment

Cable compartmentArcing sound

Hissing sound Normal condition

TEV level 1–20 dB

Temperature 30–46˚C

https://doi.org/10.1371/journal.pone.0253967.t001
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2.2. Artificial Neural Network (ANN)

ANN loosely models the neuron functions in a human’s brain for pattern recognition

[20–24]. It can interpret data via clustering, machine perception or labeling input data. Its

ability to learn, parallel processing and generalization have made ANN suitable for vari-

ous systems. The application of ANN for classifying patterns is very common. It acts as a

classification layer on top of the data stored. Data without label are grouped based on sim-

ilarity between the input data. The data are then classified after the dataset are labelled to

train [25, 26].

ANN is able to perform non-linear statistical modeling and can be an alternative to logistic

regression [27]. The benefits of ANN are it does not require many statistical training and it is

able to determine possible interactions between variables of predictor. It is able to determine

non-linear complex linkage between dependent and independent variables. It is also allowed

to have many algorithms for training. The disadvantages of ANN are higher computational

burden, tend to over-fitting and the model development in empirical nature.

In this work, back-propagation network (BPN) is applied for training. BPN has a general-

ized feed-forward multi-layer network delta protocol. BPN passes two steps, updating the

weight and propagation. The interconnected BPN layers are the input, hidden and output lay-

ers. In BPN, the input is propagated forward through each of the layers at various weights

before reaching the output layer. At the training stage, the output is compared with the

expected output. The error is fed again into the network for weight adjustment until the error

between the expected output and determined output is very small.

In the hidden layer, sigmoid transfer function is applied due to the non-linearity and it can

be used with feed-forward backpropagation-learning algorithm. Gradient Descent learning

function and Lavenberg-Marquart training function with bias learning function and momen-

tum weight were applied due to their simplicity, robustness and speed. After several trials, it

was found that two hidden layers and five neurons in each hidden layer yield the highest accu-

racy of the output. Increasing the number of neurons and hidden layers beyond this does not

improve the results further. Although one hidden layer is adequate for mapping of non-linear

data, 2 hidden layers of ANN are better in terms of the accuracy, iteration and complexity. The

ANN structure with more than two hidden layers can overcome slow convergence but it does

not improve the accuracy of the results further. Fig 2 shows the ANN structure used in this

work, which consists of 4 types of input data, 2 hidden layers and 4 types of output data. Every

hidden layer consists of 5 neurons. For the proposed hybrid GSA-ANN, the ANN performance

is optimized by setting the momentum constant (MC) and learning rate (LR) as the variables

in the optimization algorithm.

Fig 2. ANN structure used in this work.

https://doi.org/10.1371/journal.pone.0253967.g002
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2.3. Support Vector Machine (SVM)

SVM is a technique according to the theory of statistical learning applied to determine the

decisive boundary via separating different classes and increasing the margin [28–30]. SVM is

fit for non-linear data set problems and less number of training data but with huge number of

input. Fig 3 conceptualizes SVM, where a hyperplane is created to maximize the support vec-

tors, which are also called as margin data points [31, 32].

In this work, Gaussian radial basis function (RBF) kernel is chosen because the problem to

be solved is more than one class. Gaussian RBF is able to project the features of input into an

infinite feature space, enabling the training data to be linearly separated. The equation related

to RBF is

Fðx; x0Þ ¼ exp
kx � x0k2

2s2

� �

ð1Þ

where Gaussian RBF kernel scaling factor is denoted by σ and support vectors are denoted by

x’ and x. For the proposed hybrid GSA-SVM in this work, the SVM performance is optimized

by taking the box constraint c and σ as the variables in the optimization algorithm. These

parameters can control the performance of SVM. Accordingly, a huge value of c yields a

smaller margin of hyperplane but it is able to classify all training points exactly. This yields

stricter classification and also overfitting. If c is small, a larger margin of hyperplane is devel-

oped, yielding underfitting.

2.4. Gravitational Search Algorithm (GSA)

GSA applies motion law and Newton’s law of gravity concepts. Each of the particles is attracted

to each other via a gravity force [33]. Masses are the candidate solutions for the population

that possess their own masses of inertial, gravitational, passive, active and position. The global

movement happens due to the gravity force that is attracting each of the masses to each other.

Smaller masses will be propagating towards larger and slower masses, which represent a better

solution compared to the latest solution. Fig 4 depicts the overall flowchart of the proposed

GSA-AI technique in the methodology. The explanation of the flowchart is as follows:

Initialization. Random initial masses of the population are created, which are momentum

constant (MC) and learning rate (LR) for ANN and the scaling factor σ and box constraint c

Fig 3. Concept of classification by SVM (unfilled elements represent support vectors while filled elements

represent training data).

https://doi.org/10.1371/journal.pone.0253967.g003
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for SVM. For every set of LR and MC for ANN and σ and c for SVM, the fitness function value

is calculated, which is minimization of the classification percentage error of the abnormal loca-

tion by AI classifiers.

Updating constant. The gravitational constant G at iteration i is calculated using

GðiÞ ¼ G0 expð� a i = imaxÞ ð2Þ

where α is a constant, G0 is the initial constant of gravitational, i is the iteration and imax is the

maximum iteration.

Updating mass. The inertia mass Mj is updated by

MjðiÞ ¼ mjðiÞ = ½S
N
i¼1

mjðiÞ� ð3Þ

Fig 4. Flowchart of the proposed GSA-AI technique.

https://doi.org/10.1371/journal.pone.0253967.g004
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where mj is the mass j calculated by

mjðiÞ ¼ ½fitjðiÞ � worstðiÞ� =½bestðiÞ � worstðiÞ� ð4Þ

where fitj is the fitness of mass j. The worst(i) is found by max(fitj(i)) while best(i) is found by

min(fitj(i)).
Updating total force. The gravitational force Fjk acting on mass j by mass k is

FjkðiÞ ¼ GðiÞMjðiÞ½MkðiÞ � MjðiÞ�=½RjkðiÞ
Rpow
þ ε� ð5Þ

where Rjk is the Euclidian distance between masses j and k, Mj is the inertia mass j, Mk is the

inertia mass k, Rpow is the Euclidian distance power and ε is a constant.

Updating mass velocity. The acceleration aj of mass j is updated using

ajðiÞ ¼ FjðiÞ =MjðiÞ ð6Þ

where Fj is the total force acting on mass j determined by

FjðiÞ ¼ SN
k 6¼j randð0; 1Þ FjkðiÞ ð7Þ

where rand(0,1) is a random number between [0, 1]. The new velocity of the mass is calculated

using

vjðiþ 1Þ ¼ rand vjðiÞ þ ajðiÞ ð8Þ

Updating mass position. The new position of every mass j is determined by

pjðiþ 1Þ ¼ pjðiÞ þ vjðiþ 1Þ ð9Þ

3. Results and discussion

In this section, the results obtained from the classification of abnormal location in switchgears

using ANN alone, SVM alone, GSA-ANN and GSA-SVM are reported and discussed. For

comparison purposes, the results using PSO, EP and GA combined with ANN and SVM

respectively are also reported.

3.1. Classification using ANN and SVM alone

Tables 2–5 show the classification accuracy results using ANN and SVM alone, where the per-

formance is not optimized by the optimization technique, GSA. The classification accuracy is

calculated in terms of correct classification of abnormal location in switchgears against the

actual location. The overall classification accuracy is the average accuracy calculated from each

of the test data.

Table 2. Classification results using ANN based on 70:30 ratio for training and testing data.

Output

Test data

Number of output classified Classification accuracy (%)

PT CB Cable Normal

PT 9 0 1 0 90

CB 2 8 0 0 80

Cable 0 0 10 0 100

Normal 0 2 0 8 80

Overall classification accuracy (%) 87.50

https://doi.org/10.1371/journal.pone.0253967.t002
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Tables 2 and 3 show the number of output classified according to the test data and classifi-

cation accuracy using ANN and SVM based on 70% of the data sets for training and the

remaining data for testing. The overall classification accuracy using ANN is 87.50% while for

SVM is 89.58%. For ANN, the classification accuracies according to the test data are 90% (PT

compartment), 83% (CB compartment), 100% (cable compartment) and 80% (normal). For

SVM, the classification accuracies according to the test data are 75% (PT compartment),

91.67% (CB compartment), 91.67% (cable compartment) and 100% (normal).

Tables 4 and 5 show the number of output classified according to the test data and classifi-

cation accuracy using ANN and SVM based on 4-fold cross validation. The overall classifica-

tion accuracy using ANN is 85% while for SVM is 86.88%. These values are near to the

accuracy using 70:30 ratio for training and testing data, which are 87.5% and 89.58% for ANN

and SVM respectively. For unoptimized classifiers, SVM yields slightly higher accuracy than

ANN, which is higher by around 2%.

3.2. Classification using GSA-ANN and GSA-SVM

Tables 6–9 show the numbers of output classified according to the test data and classification

accuracy using the proposed hybrid optimization algorithm-intelligent classifiers, which are

Table 3. Classification results using SVM based on 70:30 ratio for training and testing.

Output

Test data

Number of output classified Classification accuracy (%)

PT CB Cable Normal

PT 9 0 3 0 75

CB 0 11 0 1 91.67

Cable 0 0 11 1 91.67

Normal 0 0 0 12 100

Overall classification accuracy (%) 89.58

https://doi.org/10.1371/journal.pone.0253967.t003

Table 4. Classification results using ANN based on 4-fold cross validation.

Fold Output

Test data

Number of output classified Classification accuracy (%)

PT CB Cable Normal

1 PT 8 1 1 0 80

CB 0 10 0 0 100

Cable 2 0 8 0 80

Normal 0 0 0 10 100

2 PT 6 2 2 0 60

CB 0 7 3 0 70

Cable 1 0 9 0 90

Normal 0 0 0 10 100

3 PT 7 3 0 0 70

CB 0 10 0 0 100

Cable 0 1 9 0 90

Normal 0 0 1 9 90

4 PT 8 2 0 0 80

CB 3 7 0 0 70

Cable 0 0 10 0 100

Normal 0 0 2 8 80

Overall classification accuracy (%) 85.00

https://doi.org/10.1371/journal.pone.0253967.t004
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GSA-ANN and GSA-SVM based on 70:30 ratio for training and testing data and 4-fold cross

validation. For ANN, the classification accuracies using GSA-ANN are 97.92% and 99.38%

based on 70:30 ratio for training and testing data and 4-fold cross validation respectively.

Compared to the ANN technique alone, GSA-ANN shows an improvement between 10% and

14% in the classification accuracy. Thus, by incorporating GSA with ANN, the ANN perfor-

mance is improved by varying its learning rate and momentum constant. For SVM, the classi-

fication accuracies using GSA-SVM are 95.83% and 96.88% based on 70:30 ratio for training

and testing data and 4-fold cross validation respectively. Compared to the SVM technique

alone, GSA-SVM shows an improvement between 6% and 10% in the classification accuracy.

Thus, by incorporating GSA with SVM, the performance of SVM is also improved by varying

its box constraint and Gaussian RBF kernel scaling factor.

From the comparison of ANN and SVM between with and without optimization, the accu-

racy result of ANN is better than SVM after optimization with GSA. Also, the improvement

brought by GSA on the performance of ANN is more significant compared to SVM. This is

due to SVM works by placing data points above and below the classifying hyperplane. Hence,

variation of its parameters, i.e. c and σ, is not affecting its performance so much. However, for

ANN, its performance is strongly dependent on the momentum constant (MC) and learning

Table 5. Classification results using SVM based on 4-fold cross validation.

Fold Output

Test data

Number of output classified Classification accuracy (%)

PT CB Cable Normal

1 PT 6 0 0 4 60

CB 0 10 0 0 100

Cable 3 0 6 1 60

Normal 0 0 0 10 100

2 PT 8 0 1 1 80

CB 0 7 0 3 70

Cable 1 0 9 0 90

Normal 0 0 0 10 100

3 PT 10 0 0 0 100

CB 0 8 0 2 80

Cable 0 0 9 1 90

Normal 0 0 0 10 100

4 PT 7 0 3 0 70

CB 0 9 0 1 90

Cable 0 0 10 0 100

Normal 0 0 0 10 100

Overall classification accuracy (%) 86.88

https://doi.org/10.1371/journal.pone.0253967.t005

Table 6. Classification results using GSA-ANN based on 70:30 ratio for training and testing data.

Output

Test data

Number of output classified Classification accuracy (%)

PT CB Cable Normal

PT 11 0 1 0 91.67

CB 0 12 0 0 100

Cable 0 0 12 0 100

Normal 0 0 0 12 100

Overall classification accuracy (%) 97.92

https://doi.org/10.1371/journal.pone.0253967.t006
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rate (LR). LR controls the amount of the weight update during training while MC controls the

convergence rate of ANN. Thus, variation of these parameters is affecting the performance of

ANN significantly.

Table 10 shows the comparison of the classification accuracy results between hybrid

GSA-AI and several well-known metaheuristic algorithms. They include chaotic genetic algo-

rithm (CGA) [34, 35], modified evolutionary programming (MEP) [36] and modified evolu-

tionary particle swarm optimization (MEPSO) [37]. From Table 10, the proposed GSA-AI

yields higher accuracy than the other algorithms. This is due to GSA is able to search near opti-

mum global solution, making it different from other nature inspired algorithms. GSA-SVM

converges faster than GSA-ANN and the other algorithms used for comparison as shown in

Fig 5. Referring to the total execution time in Table 10, the time for GSA-ANN and GSA-SVM

is faster than the other algorithms used for comparison. Thus, GSA can be considered better

than the other three metaheuristic algorithms for classification of abnormal location in

switchgears.

Table 11 shows the statistical test of non-parametric according to McNemar’s test for the

proposed method. Using similar data sets of input and output, the p-values calculated between

the proposed method and the other methods are less than the significance threshold α, which

Table 7. Classification results using GSA-SVM based on 70:30 ratio for training and testing data.

Output

Test data

Number of output classified Classification accuracy (%)

PT CB Cable Normal

PT 12 0 0 0 100

CB 2 10 0 0 83.33

Cable 0 0 12 0 100

Normal 0 0 0 12 100

Overall classification accuracy (%) 95.83

https://doi.org/10.1371/journal.pone.0253967.t007

Table 8. Classification results using GSA-ANN based on 4-fold cross validation.

Fold Output

Test data

Number of output classified Classification accuracy (%)

PT CB Cable Normal

1 PT 10 0 0 0 100

CB 0 10 0 0 100

Cable 1 0 9 0 90

Normal 0 0 0 10 100

2 PT 10 0 0 0 100

CB 0 10 0 0 100

Cable 0 0 10 0 100

Normal 0 0 0 10 100

3 PT 10 0 0 0 100

CB 0 10 0 0 100

Cable 0 0 10 0 100

Normal 0 0 0 10 100

4 PT 10 0 0 0 100

CB 0 10 0 0 100

Cable 0 0 10 0 100

Normal 0 0 0 10 100

Overall classification accuracy (%) 99.38

https://doi.org/10.1371/journal.pone.0253967.t008
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is set to 0.05. Since p-values are less than α, this indicates that a significant difference exists in

the results found between the proposed method and the other methods.

4. Conclusions

Classification of abnormal location in switchgears has been successfully proposed using

hybrid gravitational search algorithm (GSA)-artificial intelligence (AI) techniques. The AI

classifiers used include support vector machine (SVM) and artificial neural network

(ANN). It was found that GSA has successfully improved the performance of both classifiers

by tuning their parameters to suitable values. Without optimization by GSA, SVM yields

slightly higher accuracy than ANN, which is more than 2%. However, after performance

optimization by GSA, ANN yields slightly higher accuracy than SVM, which is in the range

of 97%-99% compared to 95%-97 for SVM. On the other hand, GSA-SVM converges faster

Table 9. Classification results using GSA-SVM based on 4-fold cross validation.

Fold Output

Test data

Number of output classified Classification accuracy (%)

PT CB Cable Normal

1 PT 9 0 0 1 90

CB 0 10 0 0 100

Cable 2 0 8 0 80

Normal 0 0 0 10 100

2 PT 10 0 0 0 100

CB 0 10 0 0 100

Cable 1 0 9 0 90

Normal 0 0 0 10 100

3 PT 10 0 0 0 100

CB 0 10 0 0 100

Cable 1 0 9 0 90

Normal 0 0 0 10 100

4 PT 10 0 0 0 100

CB 0 10 0 0 100

Cable 0 0 10 0 100

Normal 0 0 0 10 100

Overall classification accuracy (%) 96.88

https://doi.org/10.1371/journal.pone.0253967.t009

Table 10. Results comparison between different algorithms.

Algorithm 70:30 ratio for training and testing data 4-fold cross validation

Classification accuracy (%) Iteration of convergence Total execution time (sec) Classification accuracy (%)

ANN 87.50 N/A N/A 85.00

SVM 89.58 N/A N/A 86.88

MEPSO-ANN 93.33 10 204.9544 94.38

MEPSO-SVM 92.50 8 35.5439 93.13

CGA-ANN 93.33 12 101.8458 90.63

CGA-SVM 91.50 9 24.1253 91.25

MEP-ANN 92.50 11 101.3225 91.88

MEP-SVM 92.50 9 25.6904 91.88

GSA-ANN 97.92 5 97.0383 99.38

GSA-SVM 95.83 2 20.0036 96.88

https://doi.org/10.1371/journal.pone.0253967.t010
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than GSA-ANN. Comparison between GSA-AI, chaotic genetic algorithm (CGA)-AI, modi-

fied evolutionary programming (MEP)-AI and modified evolutionary particle swarm opti-

mization (MEPSO)-AI shows that GSA-AI achieves higher accuracy and has faster

convergence than the other optimization techniques. A non-parametric statistical test based

on McNemar’s test shows a significant difference exists in the results found between the

proposed method and the other methods. Therefore, the proposed hybrid GSA-AI methods

Fig 5. Convergence curve of different algorithms combined with (a) ANN and (b) SVM using 70:30 ratio for training and

testing data.

https://doi.org/10.1371/journal.pone.0253967.g005
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can be recommended in the actual practice to determine the abnormal location in switch-

gears automatically, quickly and with lower error. In future work, the effect of the combina-

tion methods, such as intelligent classifiers with regression and parallel structure approach

with different voting rules, intelligent classifiers other than ANN and SVM and optimiza-

tion algorithms other than GSA can also be explored for classification of abnormal location

in switchgears.
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GSA-SVM MEPSO-SVM 0.0186

GSA-SVM CGA-SVM 0.0500

GSA-SVM MEP-SVM 0.0352

https://doi.org/10.1371/journal.pone.0253967.t011
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